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Previous work on transportation investments has focused on average impacts in high- and middle-income countries. We estimate average and heterogeneous effects in a poor continent, Africa, using roads and cities data spanning 50 years in 39 countries. Using changes in market access due to distant road construction as a source of exogenous variation, we estimate an 30-year elasticity of city population with respect to market access of 0.05-0.20. Our results suggest that this elasticity is stronger for small and remote cities, and weaker in politically favored and agriculturally suitable areas. Access to foreign cities matters little. JEL Codes: R11; R12; R4; O18; O20; F15; F16 Keywords: Transportation Infrastructure; Paved Roads; Urbanization; Cities; Africa; Market Access; Trade Costs; Highways; Internal Migration; Heterogeneity * Corresponding
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THE AVERAGE AND HETEROGENEOUS EFFECTS OF TRANSPORTATION INVESTMENTS



We consider the effect of roads upgraded between 1960 and 2010 on city population growth in 39 sub-Saharan African countries during that period, as a result of increased market access to other cities. Using a novel instrumental variables strategy based on road changes faraway to account for potential endogeneity of market access, we find that a 10% increase in market access induces a 0.5–2% increase in city population on average over the course of the 30 years after market access changes. The OLS effect is smaller, suggesting that far from anticipating future growth, roads may be more often built in otherwise lagging regions. This is consistent with a network that is expanding from the largest cities at independence to poorer, more remote places later. Our approach allows us to explore heterogeneous effects across time and space. Effects are roughly constant across the first three decades of road-building, subsequently falling. Our results then suggest that effects are larger for smaller and more isolated cities, and market access changes to domestic rather than foreign cities, and weaker in politically favored and more agriculturally suitable areas. Sub-Saharan Africa is an important context for studying roads and cities. It is the least urbanized world region, as well as the one with the least developed transport network. Its urbanization rate crossed one third as the global rate crossed one half in the past decade (United Nations, 2015). The region’s 3.4 km of roads, 0.7 km of them paved, per 1000 residents, represent less than half and one fifth of the respective global averages (Gwilliam, 2011). The region’s transport infrastructure is also limited compared to other developing regions. Road density is less than a third of South Asia’s, and only a quarter of the network is paved (World Bank, 2010a), against 60% in India (Government of India, 2016) and twothirds in China (World Bank, 2015). This combination of low urbanization and poor connectivity means that many people lack access to national and global markets (Limão and Venables, 2001; Atkin and Donaldson, 2015). While road construction was rapid in the 1960s and 1970s post-Independence, it slowed substantially in the subsequent decades along with overall public investment. African countries have begun to make large transportation investments again.1 International donors increasingly consider these projects in the context 1



The Economist. 2015. “African roads and rails: All aboard.” Print edition, 28 February.
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of a Trans-African Highway (TAH) system, and describe them as having the potential to transform their regions (ADB and UNECA, 2003). For example, the World Bank writes of a project connecting Abidjan and Lagos: “The potential of the corridor to become a catalyst for economic growth and regional integration in the sub-region is well documented” (World Bank, 2010b). It is thus imperative to consider the effect of earlier road construction on the economic geography of the region, with a view to understanding the effect of future projects. Our work relates primarily to the empirical literature on the effect of market access, and specifically intercity transport costs, on the growth of local areas in developing countries (e.g. Banerjee et al., 2012; Faber, 2014; Storeygard, 2016; Jedwab and Moradi, 2016; Donaldson and Hornbeck, 2016; Donaldson, forthcoming) (for comprehensive overviews of the literature, see Redding and Turner (2015) and Berg et al. (2015)).2 More generally, a large literature has looked at how market access affects the growth of neighborhoods (Ahlfeldt et al., 2015), cities (Redding and Sturm, 2008), regions (Hanson, 1998), and countries (Feyrer, 2009). Another large literature has looked at the effect of large highway projects on a variety of outcomes (e.g. Rothenberg, 2013; Ghani et al., 2016; Co¸sar and Demir, 2016; Baum-Snow et al., 2017a,b). Finally, a smaller literature has emphasized the specific role of road quality, which is the main source of variation in this work (e.g. Casaburi et al., 2013; Gertler et al., 2015; Asher and Novosad, 2016). The paper makes several contributions to this literature. First, we document the development of a 140,000 km continental paved road network from near its beginnings to the present. This data richness allows us to consider the timing of effects in ways that previous work, which is mostly based on two or three cross-sections instead of our six over 50 years, cannot. We also use the universe of paved and improved roads, as opposed to highways alone as considered by many studies, and study an evolution of the road network rather than a revolution of the kind that China has experienced since 1988, building Transport also accounted for 14% of World Bank lending, and 22% of African Development Bank disbursements 2012–2015 (World Bank, 2016; African Development Bank, 2012–5). 2 For studies on developed countries, see Chandra and Thompson (2000); Baum-Snow (2007); Michaels (2008); Duranton and Turner (2012); Duranton et al. (2014); Behrens et al. (2016).
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35,000 km of highways (Faber, 2014; Baum-Snow et al., 2017a,b). To the extent that gradual evolution is more likely in the future of developing regions, this is a distinct and instructive context. There are also studies on rural transportation (Casaburi et al., 2013; Bryan et al., 2014; Stanig and Wantchekon, 2015; Asher and Novosad, 2016). However, while rural (earthen) roads programs strongly impact villages, they are much less costly than intercity (non-earthen) road investments.3 We also hope that our novel dataset will allow researchers and policy makers to better understand the constraints on Africa’s development. Second, building on Donaldson and Hornbeck (2016), we develop a novel identification strategy, relying on the variation in market access induced by roads built far away. With respect to the typology of identification strategies introduced by Redding and Turner (2015), this is not a context in which comprehensive planned or historical networks are available, our scope limits the possibility of randomized experiments and regression discontinuity designs, and the inconsequential places approach is also not appropriate because of the piecemeal nature of much of the road construction. However, our identification strategy has the advantage of being implementable in most contexts, which could facilitate the comparison of effects across countries and over time.4 Third, we consider a wide variety of heterogeneous effects, which have received less attention in the empirical literature, and may be especially important given Africa’s diverse physical, economic, and political geography.5 We find suggestive evidence that the effect of market access is stronger for cities that are: (i) small and remote;6 (ii) surrounded by poor farm land;7 and (iii) less 3



Collier et al. (2015) estimate that highways, paved roads and improved roads are 31, 8 and 4 times more expensive than earthen roads, implying that the total cost of road upgrades in our sample was 17% of 2010 regional GDP. By comparison, the large rural road program studied by Asher and Novosad (2016) cost 1.8% of India’s GDP in 2015. 4 Strategies based on planned/historical networks or accidental connections can explain well the location of road investments, but often not their timing, limiting inference about the timing of effects. Randomized experiments and regression discontinuity designs have only been used to study rural roads, since their implementation is harder for intercity roads. 5 An empirical exception is Faber (2014). Theory with heterogeneity includes Redding (2016). 6 This suggests that roads contributed to the decentralization of economic activity in our context, in line with some work (Redding and Sturm, 2008; Banerjee et al., 2012; Rothenberg, 2013), but less so with recent papers on China (Faber, 2014; Baum-Snow et al., 2017b). 7 This is consistent with Ricardian internal trade models, and echoes Asher and Novosad
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likely to be politically favored.8 Effects are driven primarily by access to domestic cities, and ports, suggesting a role for access to overseas markets.9 Together, they suggest that the impact of transportation investments varies by context. An important recent literature has estimated the effects of transport infrastructure investment within a general equilibrium trade model (Allen and Arkolakis, 2014, 2016; Fajgelbaum and Redding, 2014; Alder, 2015; Morten and Oliveira, 2017). This is not feasible in our environment, where data are substantially less available, even compared to the middle-income developing countries previously studied.10



In particular, no data on within-country



variation in trade, migration, production, wages, prices and amenities are available for more than a small subset of our sample over time. Our work also builds on the literature considering how cities in developing countries grow.



Previous work on transport and city growth in Africa has



emphasized the earlier railroad revolution (Jedwab and Moradi, 2016; Jedwab et al., 2017a) or variable costs of road transport (Storeygard, 2016), but not road construction, which is likely to have a larger effect on transport costs in the future. Other work on urbanization in Africa is primarily cross-country in nature and does not consider variation across cities within countries (Fay and Opal, 2000; Henderson, Roberts and Storeygard, 2013; Gollin, Jedwab and Vollrath, 2016; Jedwab, Christiaensen and Gindelsky, 2017b; Jedwab and Vollrath, 2017).



1. Data and Background We focus on mainland sub-Saharan Africa, for which we create a new spatial dataset of roads and cities over fifty years: 199,814 cells of 0.1x0.1 degrees (≈ (2016), who find that roads cause outmigration from villages with low agricultural productivity. 8 This is consistent with the literature documenting political motivations in the allocation of roads (Knight, 2004; Burgess et al., 2015; Blimpo et al., 2013). If roads are sited based on political rather than economic returns, they may be less beneficial (Tanzi and Davoodi, 1998). We use a new dataset reporting place of origin of the 189 heads of state of 39 countries 1960–2010. To our knowledge, this is the first such dataset covering virtually all of sub-Saharan Africa. 9 While the stronger role of access to world markets is in line with Fajgelbaum and Redding (2014) and Baum-Snow et al. (2017a), the differential seems to be smaller in Africa, possibly due to oligopolistic intermediaries (Atkin and Donaldson, 2015). 10 Among the 39 sub-Saharan African countries in 2015, median per capita GDP was about $2,000 only (PPP, current international $), much less than for other developing countries studied in the literature (Brazil: $16,000; China: $14,000; India: $6,000; Indonesia: $11,000).
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11x11 km) for 42 countries every 10 years between 1960 and 2010. In our econometric analysis, we will focus on the 2,789 cells that reached an urban population of at least 10,000 at some point since 1960 in 39 of these countries. Sections A.1-A.5 of the Appendix provide further details on the data. 1.1. Roads, 1960-2010 We combine information from two sets of sources. First, Nelson and Deichmann (2004) provides road locations for all of Africa. These data nominally represent roads existing in 2004, based primarily on the US government’s Digital Chart of the World database, with limited information on road type. Second, using these road locations as a baseline, we digitized 64 Michelin road maps produced between 1961 and 2014 to represent contemporary road conditions for three broad regions: Central/South (19 countries), North/West (18) and North/East (5). Appendix Figures A.1 and A.2 show the countries and years, respectively, covered by each region. The average gap between maps across regions is under 2.5 years, and the longest is 7 years. While specific road categories vary somewhat across maps, the distinction between highways, other paved roads, improved roads (laterite or gravel), and dirt roads is nearly universal. The Michelin maps report highways and intercity paved and improved roads comprehensively, but their coverage of earthen roads is less complete, with some changes clearly due to coverage changes as opposed to new roads. Based on the assumption that roads change quality but rarely move or disappear, we thus code each segment from the Nelson and Deichmann (2004) map as paved or improved in each year it is shown as such by Michelin, and assume that the remaining segment-years are earthen. We also code a small number of segments as highways in the eight countries where they appear after 1973.11 Michelin uses four sources to create the maps: (i) the previous Michelin map, (ii) government road censuses/maps, (iii) direct information from its tire stores across Africa, and (iv) correspondence from road users including truckers.12 11



See Section A.1 in the Appendix for details on the road data. Appendix Figure A.3 shows the Michelin map for Sierra Leone in 1969, as well as the associated GIS map. 12 This paragraph is based on our discussions with Michelin employees.
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The latter two sources of information are especially important, and new to this literature.13 Michelin has been producing maps since 1910, with its first map for West Africa appearing in 1938. As one of the largest tire companies in the world since the early 1970s (Rajan et al., 2000), unlike other organizations producing maps, Michelin has long maintained a large network of stores distributing its tires, in addition to its maps. Many truck drivers in Africa use both, and are in regular contact with this network. Because inaccurate characterization of road surface leads to delays or truck damage, truckers complain to the store managers when the information is inaccurate, and the store managers relay this information to Michelin cartographers. Michelin also focuses on road surfaces whereas other maps classify roads as primary/secondary or major/minor, which is less informative about road quality. We are unaware of another source of maps with similarly broad coverage over such a long period. We believe that this process leads to generally consistent information across countries and time, but this does not mean that the evolution of every road segment is perfectly characterized. This has several implications. First, this revision process means that changing conditions may be reflected in the maps with a lag. The lag is unlikely to be long because: (i) Michelin dealers collect data on ongoing projects and their maps are intended to reflect the year a road will open and (ii) periods between maps are generally short. Second, Michelin’s network is more sparse in some countries and periods. Country-year fixed effects should ameliorate the effect of this to some extent. Coverage of the early 1960s is more limited; as we show, results are robust to excluding the decades affected by 1960s roads. Finally, we cannot capture the quality of roads within a surface class, so when a severely potholed paved road is resurfaced, our data do not reflect this. This work may have been especially prevalent since 2000, as we explain below, so we may underestimate recent changes. Results are robust to excluding the 2000s. 1.2. City Location and Population, 1960-2010 We obtained location and population estimates of cities in 33 countries from Africapolis I: West Africa and Africapolis II: Central & Eastern Africa.14 These 13 14



Burgess et al. (2015) use these data for Kenya 1964–2002 alone. http://www.africapolis.org; 15 countries are from part I and 18 from part II.
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sources generated estimates using various sources including population censuses, “non-native” population censuses, demographic studies, administrative counts, electoral counts, and statistical abstracts. Based on an initial list of cities with at least 5,000 inhabitants in the most recent census circa 2000, their final database nominally includes all cities that reached a population of at least 10,000 at some point since 1960. They also define agglomerations in circa 2000 using satellite imagery. If two distinct cities in 1970 ultimately merged, in the sense that their urban land cover is contiguous, they are treated as one city in Africapolis throughout. Thus we are not studying reallocation within urban areas. We build on the Africapolis data in three ways. First, we use analogous sources to produce an analogous database for 6 southern African countries not in the Africapolis samples.15 Second, we add a small number of missing cities in Africapolis countries that achieved a population over 10,000 at some point between 1960 and 2010. Finally, we add missing locations, and corrected locations that appeared to be incorrect, based on Google Earth, GeoNet, and Wikipedia, aggregating multiple administrative cities into one agglomeration using more recent satellite imagery from Google Earth.16 Population figures for all cities are exponentially interpolated and extrapolated between raw data years to obtain estimates for each year (1960, 1970, 1980, 1990, 2000 and 2010). The resulting sample includes population estimates for all cities with a population of over 10,000 at some point since 1960, in all sample years in which their population exceeded 10,000, and in 60% of sample years in which they did not reach 10,000. Information on smaller cities is not systematically available for our sample region and period. We are thus studying the intensive margin of the growth of cities over 10,000. We do not consider their entry into the sample, as we do not have consistent information on whether that entry involves growing from 9,990 or 1,000 to 10,000 in the previous decade. Over our sample period 1960–2010, 84% of urban population growth, representing 171 15



Comparable cities data are not available for South Africa. In calculating measures of market access for the remaining 39 countries, we do however include the 20, 1, and 1 largest (in 2010) cities in South Africa, Lesotho and Swaziland, to minimize bias in measures for cities near them. 16 City data details are in Appendix Section A.2. Sources are in Appendix Table A.1.
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of 203 million new urban residents, was on this intensive margin. 1.3. Other data We compile several additional datasets and assign them to cells: (i) the names and the location of national and provincial capitals in both 1960 (N = 346) and 2010 (N = 481); (ii) the location of open mines (incl. fields) between 1960 and 2010 (N = 288); (iii) land suitability for food/cash/all crops today (assuming low input levels and no irrigation); (iv) average rainfall in 1900-1960; (v) the locality of origin and ethnicity of the 189 heads of state of the 39 sample countries between 1960 and 2010, and historical spatial boundaries of ethnic groups; (vi) the location of navigable rivers; (vii) the location of railroad lines and when each line was built; (viii) the location of 65 and 44 international ports in 1960 and 2005 respectively; (ix) the location of 466 airports in 2007; (x) the location of 837 customs posts circa 2010; (xi) the location of natural parks covering 26,252 cells circa 2015; and (xii) the mean and standard deviation of altitude. We also obtained country-level data on: (i) the population, per capita GDP (1990 International Geary-Khamis $) and polity score – a measure of democratization – of the country in each year; and (ii) whether the country was still a colony, experienced an international/civil war, hosted refugees, or suffered a multi-year drought in each decade (see Appendix Section A.4 for details). 1.4. Aggregate Patterns in Road Building and Urban Growth Figure 2a shows aggregate lengths of highways and paved and improved roads over time, and Figure 2b shows their cumulative shares, assuming a constant stock of total roads as measured circa 2004. In 1960, a length of less than 5% of today’s network was paved. Following the independence of most African countries in the early 1960s and into the 1970s, the paved network expanded much more rapidly, fueled by massive public investments (e.g. O’Connor, 1978; Wasike, 2001; Pedersen, 2001). The stock of improved roads also increased in the 1960s, but it decreased in the 1970s as more initially improved roads were paved. Beginning in the mid-1980s, worsening macroeconomic conditions decreased the pace of road transformation markedly (Konadu-Agyemang and Panford,
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2006; Gwilliam, 2011). Although investment may have increased again since the mid-2000s, this is not reflected in our data. We believe this is because investment may have been directed primarily towards restoring and rebuilding existing paved roads. As explained by World Bank (1988) and Konadu-Agyemang and Panford (2006), roads deteriorated badly in most African countries in the 1980s and after, as road maintenance agencies were systematically underfunded.17 Figures 3a and 3b map cities over 10,000 in 1960 and 2010. The sheer number of such cities has increased dramatically, from 418 in 1960 to 2,859 in 2010. In 1960, a large fraction of these cities were trading centers or regional administrative centers established by colonial administrations (Bairoch, 1988; Coquery-Vidrovitch, 2005). The urban population of the 39 countries, here defined as the total population of all cities over 10,000, has increased from less than 25 million in 1960 to almost 250 million in 2010. The analogous urbanization rate increased from only 9% in 1960 to 28% in 2010. City population is a convenient measure of local economic development, when migration accommodates spatial equilibrium. It is also of interest in its own right (see for example DeLong and Shleifer, 1993 and Acemoglu et al., 2005). No subnational GDP or wage data exist for most countries in the sample. Even total population (and therefore urbanization rate) is often available only for coarse regions and more extrapolated in early periods.18 Thus, city population is the best available measure of local economic development for Sub-Saharan Africa from 1960 to date. For a subsample of decades, we consider night lights, available from 1992, as a proxy for city income, following Storeygard (2016).19



17



For example, the Kenyan government has invested heavily in rebuilding the MombasaNairobi road (Burgess et al., 2015). See Jedwab and Storeygard (2017) for evidence that our data are consistent with other sources at the country level, even for the most recent period. 18 Henderson et al. (2017) use information on populations for subnational units of 89 censuses in 29 countries. These data are not consistently available back to the 1960s for most countries. 19 While Young (2013) uses household asset ownership and child mortality from the Demographic and Health Surveys as measures of economic development, these data do not exist before the late 1980s, have limited geographic information before the late 1990s, are not representative at the local level, and exclude many medium-sized and small cities.
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2. Empirical Methods We study how increased market access to other cities affects city population growth in 2,789 urban cells in 39 sub-Saharan African countries sampled every ten years between 1960 and 2010. We now describe: (i) how we construct market access; (ii) our baseline specification; and (iii) our identification strategies. 2.1. Construction of Market Access to Other Cities Following Donaldson and Hornbeck (2016), we define origin cell o’s market P access (MA) in year t , as MAot = P d t τ−θ , where P is urban population, d od t d 6=o



indexes destination cells, τod t is a trade cost between cells o and d , and θ is the elasticity measuring how trade volumes fall as trade costs increase. Departing from Donaldson and Hornbeck (2016), we do not use an iceberg specification of trade costs, because no appropriate shipment value is available. We instead follow Duranton et al. (2014), whose central estimate of the elasticity of inter-city trade with respect to highway distance in the United States is -1.27, and Atkin and Donaldson (2015), whose results imply a trade cost-distance elasticity three times larger in Nigeria than in the United States. We combine these estimates and apply a baseline value of θ = 3.8 to assumed travel times. In our analysis, we focus on how changes in the road network affect travel times.20 As explained above, our unit of analysis is a 0.1 by 0.1 degree grid square. Using these units simplifies computation compared to the full vector road network, and avoids problems due to missing topological information, concerning which segments connect to each other and which do not, in vector roads datasets. We assign to each grid square in each year a speed of travel for the fastest road segment type falling in the grid square in the year, or a baseline speed if no roads are present. We assume 80, 60, 40, 12, and 6 km/h on highways, paved roads, improved roads, earthen roads, and areas with no roads, respectively. The 20



Appendix Table A.7 considers an iceberg specification with a plausible shipment value. We are not aware of any work identifying an elasticity for intercity trade in Africa. Buys et al. (2010) report a trade-distance elasticity of -3.84 to -2.05 in a sample of country-pairs in sub-Saharan Africa. Elsewhere in the developing world, Morten and Oliveira (2017) report a trade-travel time elasticity of -2.65 across Brazilian meso-regions. We rely on the Duranton et al. (2014) estimate because it allows us to use the crosswalk to Africa inferred from Atkin and Donaldson (2015).
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precise values are illustrative; results are insensitive to a scale factor.21 The time required to travel from each cell to all cells containing cities is calculated every ten years from 1960 to 2010 using Dijkstra’s algorithm, the road speed assumptions above, and the great circle distances between neighboring cell centroids.22 When a map is not available for a given year, we interpolate speeds between the closest map years before and after.23 2.2. Baseline Specification We are interested in how market access MA affects urban population P , so our baseline regression equation (for cell o in country c in year t ) is: ln P ot = β0 ln MAot + λo + ρ ct + φt Ωo + ²0ot



(1)



which includes cell fixed effects λo and country-year fixed effects ρ ct to account for time-invariant city characteristics and flexible national trends, respectively, and a third-order polynomial in longitude and latitude Ωo interacted with year fixed effects to control for unobservables correlated across space within country-decades. We consider several lags of market access change, suppressed from equations for clarity, to look for changing impacts over time, as we do not expect the effect of road changes on population to be instantaneous. In first differences (at ten-year intervals, since we have urban data every ten years), cell fixed effects cancel and this becomes: ∆ ln P ot = β0 ∆ ln M A ot + ∆ρ ct + ∆φt Ωo + ∆²0ot .



(2)



We further control for initial log population in the first-difference specification to account for any divergence (convergence) if large cities grow faster (slower) than small cities, due to local increasing returns or mean reversion. 21



We show below that results hold if we use alternative trade elasticities or speeds. See Appendix Section A.3 for details. Appendix Figure A.4 shows how we obtain market access changes for Sierra Leone between 1970 and 1980. Appendix Figure A.5 shows the change in market access between 1960 and 2010 for the 187,900 cells of the 39 sample countries. 23 For roads in 1960, we assign roads from the earliest available year (1961 for Central/South, 1965 for North/West, and 1966 for North/East). This assumes no road building between 1960 and the first map, which underestimates road building in the 1960s. We will explain later that results hold when dropping decades plausibly affected by 1960s road-building. 22
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Suppressing fixed effects and controls, stacking across all o, and defining the matrix T t with off-diagonal elements in row o and column d equal to τ−θ (and od t diagonal elements equal to zero), (1) becomes: ln P t = β0 ln T t P t + ²0t



(3)



a log-transformed spatial lag specification. Then, using (3), (2) becomes: ∆ ln P t = β0 ∆ ln T t P t + ∆²0t = β0 (ln T t P t − ln T t −10 P t −10 ) + ∆²0t = β0 (ln T t P t − ln T t −10 P t −10 + ln T t P t −10 − ln T t P t −10 ) + ∆²0t



(4)



= β0 (ln T t P t − ln T t P t −10 ) + β0 (ln T t P t −10 − ln T t −10 ln P t −10 ) + ∆²0t Changes in market access come from either changes in the population of other cities P (weighted by travel times T in t ) or changes in travel times T to these other cities (weighted by the population of cities P in t -10). From (3) and (4), it is apparent that market access is mechanically endogenous, since city o’s growth affects the growth of other cities d , which in turn affects city o’s growth. 2.3. Identification Strategies Our chief identification concerns are this reverse causality and omitted variables. Market access changes due to both changes in the population of city trading partners and changes in the roads connecting them.



Unmeasured factors



increasing a city’s population could also increase its’ neighbors’ population, and therefore its market access. Furthermore, roads could be built in anticipation of city growth, or in anticipation of city stagnation in order to prevent it. Misspecified functional form and measurement error may also bias estimates. Instrument fixing population. We can build an instrument for the change in market access ∆ ln MAo that fixes population of the other cities P d in t -10, and thus only relies on changes in travel times/roads T between t -10 and t (the second component in (4)), limiting the scope for reverse causality. This instrument is: ∆R ln MAot = ln(



X



d 6=o



P d ,t-10 τ−θ o,d ,t ) − ln(



X



d 6=o



P d ,t-10 τ−θ o,d ,t-10 ).



(5)
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Instrument also excluding local road changes. The problem with the previous instrument is that local road changes do not necessarily satisfy the exclusion restriction. Unobserved factors may drive both city o’s growth/decline and surface improvement/deterioration of roads to neighboring cities d .



One



solution to this problem is to restrict attention to changes in non-local roads, i.e. road changes taking place sufficiently far away from city o that they are less likely to be driven by local factors that also drive city o’s growth. Defining “far away” as outside an exclusion radius j ∈ (5, 10, 15) cells (roughly 55, 111, or 167 km) of city o, we define a class of instruments IV j :   Ã ! X X X  out , j −θ −θ −θ  ∆R ln MAot = ln  P d ,t-10 x od ,t-10 (6)  P d ,t-10 x od ,t + P d ,t-10 x od ,t-10  −ln δ(d ,o)≥ j



d 6=o δ(d ,o)< j



d 6=o



where δ is the Euclidean distance metric. They exploit the variation in the change in market access ∆ ln MAot coming from changes in roads more than j cells away from city o. Figure 4 shows a schematic version of this setup. City o’s overall market access at time t is a function of the cost of traveling to cities d 1 –d 4 and their population at time t . In calculating the change in market access from t −10 to t , the instrument uses population from t −10, as well as changes to nonlocal roads r 2 , r 3 , r 4 , r 5 and r 8 between t − 10 and t . Any changes to local roads r 1 , r 6 , or r 7 between t − 10 and t are excluded from the instrument, because they could be endogenous to city o’s growth. out , j



∆R



ln MAot is a valid instrument as long as changes in non-local roads are



excludable from equation (2). Excludability is threatened if there are factors that affect both city o’s growth and the construction of these non-local roads. As the exclusion radius j increases from 5 to 15 cells, we exploit less local road changes, and are more likely to satisfy the exclusion restriction. However, faraway road changes are less likely to determine changes in market access, so instruments exploiting road changes far away are weaker. Given this trade-off between excludability and strength of the instruments, we report results for multiple radii. Excluding selected non-local road changes. Construction of faraway radial roads could proxy for construction of near radial roads, which are due to city
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o’s growth, with both being driven by policymakers wanting to connect city o to elsewhere. We call this phenomenon co-investment. For example, in Figure 4, the government may simultaneously upgrade roads r 1 , r 2 and r 3 in order to better connect city o and city d 1 . In that case, road changes outside the exclusion radius (r 2 and r 3 ) may not satisfy the exclusion restriction because they are correlated with road changes inside the exclusion radius (r 1 ). Alternatively, construction of faraway radial roads could be due to city o’s growth inducing demand for a connection between city o and faraway cities, but if roads near city o are already good, they may not be (measurably) improved, leaving measurable improvements to be found only far away.



We call this



phenomenon radial extension. In Figure 4, the government may decide to upgrade roads r 2 and r 3 in order to better connect city d 1 to city o. If r 1 cannot be upgraded further, this will not constitute co-investment, but road changes outside (r 2 and r 3 ) may not satisfy the exclusion restriction if they are correlated with nearby non-road investments also causing city o’s growth. In order to address these concerns, we harness the idea that this connection between near and far road construction is much more likely if they are both in the same direction from city o. We thus introduce a discrete local radial coordinate system for city o. A road can be built in either the inner or outer ring (s ∈ [1, 2]) with respect to city o, in one of 8 octants (q ∈ [1, 8]), subtended by the 8 cardinal and intermediate directions of the compass. Let the stock of (improved, paved and highway) roads in octant q in ring s with respect to city o in year t be R ot q s . P In this framework, changes in q,s R ot q s are what drive road-based changes in out , j



market access, and the instrument ∆R ln MAot above is entirely based on road P changes in the outer rings (s = 2), ∆ q R ot q2 . Using this terminology, co-investment is equivalent to cor r (∆R ot q2 , ∆R ot q1 ) > 0 driving cor r (∆R ot q2 , ∆P ot ) > 0 due to an omitted variable inducing road building toward city o from elsewhere. In this case, road building in the outer ring is proxying for potentially endogenous road building in the inner ring. We address this by excluding city-periods with octants in which there is inner and outer radial road-building, or more formally, dropping city o in years t , t +10, and t +20
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(i.e. all years in which road-building between t − 10 and t appears on the right hand side, given two lags) if ∃q : ∆R ot q1 > 0 & ∆R ot q2 > 0. In Figure 4, this means dropping city o in year t if in any decade between t − 30 and t , r 1 and r 2 (or, e.g., r 6 and r 8 ), were both upgraded. We do not require the upgraded inner and outer radial roads to be contiguous. We limit consideration to roads that pass through designated bands (in gray in the figure) in the inner and outer rings of the same octant, to ignore non-radial roads such as r 9 and r 10 in Figure 4. Radial extension then implies ∆R ot q1 = 0 but only because octant q already has a good radial road in its inner ring (R o,t −10,q1 > 0). We address it by excluding city-periods where an outer road is built in the same octant where a paved or improved inner road already exists. Formally, we drop city o in years t to t + 20 if ∃q : R o,t −10,q1 > 0 & ∆R ot q2 > 0. In Figure 4, this means dropping city o in year t if in any decade between t − 30 and t , r 2 (or r 8 ) was upgraded when r 1 (r 6 ) was already paved or improved. As a variant of this, we exclude from consideration changes to roads deemed “transcontinental” in the Michelin maps from the first year available (circa 1960), as they are the most likely to be upgraded due to non-local factors, and therefore be endogenous to city o’s growth even if they are far away from it. Dropping potential growth hubs. The above strategies account for endogenous road building that is nearby, or in the same octant as nearby road building or good roads, or deemed transcontinental. As a complementary, more direct approach, we also drop selected cities with observable characteristics that may cause them to grow and cause roads to be built towards them, even from far away. Specifically, we drop city-decades with a set of known shocks, or local resources most likely to drive such shocks, that might affect city growth and road building: largest cities, mines, cash crop regions, head of state’s hometown, ports, airports, customs posts, natural parks, colonial status, wars, refugee camps, droughts. Alternatively, we simultaneously control for many of these factors. Excluding regional mean reversion.



Note that in (6) the instruments are



constructed using the population of the other cities d in t − 10 as weights for the changes in travel times/roads. While we control for the initial population of
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city o in t − 10, we cannot control for the initial population of the other cities in t − 10. However, if city o’s past growth (between t − 30 and t − 10) is correlated with the past population growth and thus population level of the other cities d , it could be that the weights are also endogenous. In that case, the instruments may not satisfy the exclusion restriction. One solution to this problem is to directly control for the two lags of city o’s population growth, i.e. ∆ ln P o,t −10 and ∆ ln P o,t −20 . Another solution is to use the initial population of the other cities d in 1960, as opposed to t − 10, as weights in the instruments.24 Alternatively, we use population in 1960 (or t-10) to define not just the instruments but also the P . main change in market access variable: MAot = P d ,1960 τ−θ od t d 6=o



3. Results: Average Effects 3.1. OLS Results Table 1 reports estimates of Equation (2), along with variants adding and removing lags and leads.



In this and all subsequent tables, values of the



dependent variable are divided by 100, so that coefficient can be interpreted as elasticities multiplied by 100: the percentage change in population associated with a doubling of market access. In Column 1, only the contemporaneous change in market access is included. It has a modest impact on city population, with an elasticity of 1.3%. Columns 2–4 add lagged changes in market access from previous decades. Changes in market access in the decade prior to the population change in question and in the decade prior to that each appear to have broadly similar but somewhat smaller effects. The overall effect of a 100% increase in market access in each decade, across these three decades, is thus over 3%. In column 4, the prior decade, 30 years before the measured population change, has a smaller effect that is imprecisely measured.25 In column 5, we investigate reverse causality by adding a lead to the column 3 specification; it is insignificant. The last row of coefficients in Table 1 reports the sum of the contemporaneous coefficients and all included lags. Once the second 24



The second lag of the change in market access for the period 1980–1990 already used 1960 in (6). We thus run this test on a sample dropping the 1980s as well. 25 The 2-lag specification has lower Aikike and Bayesian information criteria than the 3-lag one.
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lag is included, the overall 30-year effect is quite stable, regardless of the presence of the lead, with an elasticity of about 3.5 to 4.5%. We thus include two lags for the rest of the paper, so the sample contains the three decades 1980–2010.26 3.2. Instrumental Variables (IV) Results Table 2 reports the results of the IV specifications intended to disentangle the causal effect of market access due to roads on city growth. Column 1 repeats the baseline result from Table 1. Columns 2–4 instrument with changes in market access due only to roads built far away, thus excluding changes due to road built nearby as well as recent city growth everywhere. Effects are larger than in the OLS specification, with 30-year elasticities between 8.8% and 17.7%, spread roughly evenly across the three decades and increasing with the radius. Alternatively, these results imply that a one standard deviation in market access growth is associated with a 0.46-0.88 standard deviation in city population growth. As expected, the instrument is stronger at lower radii, because it includes road changes closer to the city. As shown in Appendix Table A.4, instruments based on wider radii (20 cells instead of 5–15 cells), and, alternatively, based on exclusion of roads within the same country, or within neighboring countries, give somewhat similar results but are weaker (see Appendix Section A.6 for details). The fact that the IV estimates are larger than the OLS is consistent with the literature (Redding and Turner, 2015). While the initial identification concern in this literature was that more roads are built to cities expected to grow faster, in practice, roads appear to be more likely to have been built toward lagging cities. Alternatively, this downward bias may be the result of measurement error in the market access measure. Finally, the higher IV could reflect heterogeneity in the overall effect, and we explore this possibility further below. The cities most likely to be impacted by road changes far away (i.e. the instrument) are those for which nearby destinations matter little. This is likely to be true of relatively remote cities. The different IVs may thus reflect different local average treatment effects. The magnitude of the effects we find is smaller than the 0.25 to 0.3 reported 26



See Appendix Table A.3 for the descriptive statistics of the main sample (4,725 observations).
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for total population in U.S. counties by Donaldson and Hornbeck (2016), the most similar specification to ours in the literature. There are several possible reasons for this. First, there are likely to be higher costs of trade and migration in this context, especially between countries and perhaps across ethnic territories, in part because of limited land markets. In that sense our context may be closer to China with its restrictive Hukou system. Second, there was much lower economic growth overall in our context. Donaldson and Hornbeck (2016) study the period 1870–1890, when the U.S. was experiencing its Second Industrial Revolution and receiving massive inflows of immigrants.



They also report



estimated discrete effects of rail construction on agricultural land prices, so that it is a cross-walk to the rest of the literature. As noted by Redding and Turner (2015), these are substantially larger than the effects of roads and railroads on land prices and wages elsewhere in the literature, by a factor of two or more in some cases. This suggests that our results are broadly similar to other contexts. 3.3. Robustness checks As discussed in Section 2.3., there are several reasons why faraway road changes may not satisfy the exclusion restriction. In Table 3, we investigate whether results hold if we account for: (i) co-investment; (ii) radial extension; (iii) growth hubs; and (iv) regional mean reversion. Rows are structured like Table 2 but only report overall 30-year effects. Row 1 shows the baseline results. Excluding selected non-local road changes. In rows 2–4 cities with any coinvestment (road-building in the same decade in the inner and outer rings of the same octant) are dropped. Rows 2, 3 and 4 define the inner ring between 2 and 3 cells from the city, and the outer ring 5–6, 10–11, and 15–16 cells from the city, respectively.27 The sample is reduced by more than 50%, but results are generally consistent with the baseline. The instrument excluding up to a radius of 15 cells is weak. The row 2 sample drops the most cities, because the 2–3 cell region and the 5–6 cell region are so close to each other. In rows 5–7, cities with any radial extension are dropped (using the 2–3 cells for the inner ring and the 27



By construction, IV10 and IV15 (IV15) already exclude co-investment in an outer ring of 5–6 (10–11) cells, so these combinations are not reported.
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5–6, 10–11, and 15–16 cells for the outer rings). Sample sizes again fall by over 50%, but results remain similar. Row 8 exclude roads deemed transcontinental in early 1960s maps from the instrument (i.e. in constructing the instrument, they are assumed to remain with their t − 10 speed in t ), with little effect.28 Dropping potential growth hubs. Row 9 drops from the sample each country’s 5 largest cities and national and regional capitals from 1960. This is akin to the identification strategies of Michaels (2008) and Faber (2014), in that they do not rely on large cities, whose growth has driven the placement of road construction. Instead, they rely on small cities, which were more likely to be connected incidentally.29 Rows 10–12 drop (i) cities within 100 km of a mine open at any time between 1960 and 2010 (10); (ii) cities within 100 km of a cell whose land suitability for cash crops is above 90% (11); and (iii) cities within 100 km of the hometown of any of the country’s head of states between 1960 and 2010 (12). Results are similar or if anything slightly larger in magnitude. Results also hold when dropping cities within 100 km of: (i) a “top” city (capital, largest, and 2nd largest) in 1960 or 2010; (ii) a port in 1960 or 2005; (iii) an airport in 2007; (iv) a customs post in 2010; or (v) a natural park in 2015 (see Appendix Section A.7 and Appendix Table A.5). Likewise, results hold if we add many controls proxying for physical, economic and political geography (row 13).30 Results also hold if we drop country-decades in which the country: (i) was still a colony; (ii) experienced a war; (iii) received refugees; or (iv) suffered a multiyear drought (see Appendix Section A.7 and Appendix Table A.6). 28



Results are broadly similar (see Appendix Section A.7 and Appendix Table A.5) if we consider the 1–2 cells for the inner ring, i.e. cells closer to the city, or quadrants instead of octants when the 2–3 cells are used for the inner ring (but we then lose about 2/3 of the sample). 29 Appendix Table A.5 shows coefficients are lower and less significant when also dropping regional capitals in 2010. However, if roads promote city growth, and larger cities are more likely to become regional capitals, we may under-estimate the effects when dropping the new ones. 30 The controls include dummies if the cell contains the capital / largest / second largest city or a regional capital in 1960 or 2010, and the log of the Euclidean distances to these cities, dummies if the cell is within 100 km from a top city in 1960 or 2010, a mine, a cash crop region, a president’s hometown, a port in 1960 or 2005, an airport in 2007, a border crossing in 2010, or a natural park in 2015, and the log of the Euclidean distances to these locations, dummies if the cell is on the coast or crossed by a river, and the log of the Euclidean distances to the coast/a river, the mean and standard deviation of altitude (to control for ruggedness), and average rainfall in 1900–1960.
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Excluding regional mean reversion. Row 14 includes two lags of the dependent variable. In rows 15–18 population is fixed at its 1960 level in constructing the instruments, and in rows 17–18, in the instrumented market access (MA) as well. In rows 16 and 18, the 1980s are dropped because they are the only decade in which an included lag of ∆MA uses the population of the other cities in 1960. In row 19, population is fixed at its t − 10 level in M A as well as its instrument. In each case, results differ little from the baseline. IV15 instruments are weaker in rows 15–16, and IV15 estimates are larger in rows 17–19. Other specification and sample checks. In Appendix Section A.8 and Appendix Table A.7, we show the effects are robust to changing specifications and samples. More precisely, results hold if we: (i) replace the country-decade fixed effects with decade fixed effects; (ii) cluster standard errors at the country level; (iii) replace the 3 main variables of interest covering the periods (t-30,t-20), (t-20,t10), and (t-10,t) with one for (t-30,t); (iv) use alternative speeds; (v) allow railroad travel in calculating market access; (vi) use alternative trade elasticities; (vii) add uniform costs of crossing borders; (viii) use iceberg costs; (ix) exclude countries bordering South Africa, North Africa or the Arabian Peninsula, as their market access may be underestimated; (x) drop the 1960s, for which the road data is incomplete, or the 2000s, for which both the road and city data may be incomplete; (xi) use additional population estimates for cell-years under 10,000 to increase the sample’s balance; and (xii) restrict the sample to country-decades with population estimates that are the most likely to be reliable. 3.4. Effects on Night Lights/Income We expect better market access in a city to increase population in the context of a wide class of models allowing for spatial equilibrium. Our results, implying that populations may take up to 30 years to reallocate, suggest that the resulting migration is costly. In the interim away from equilibrium, the increase in market access could produce an increase in welfare, via lower prices and increased productivity and wages. Unfortunately, in this data-poor context, we do not have panel data on wages, prices, or amenities at the city-level. To explore this idea, we consider changes in night lights as a proxy for overall
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output.31 The sample includes 3,591 observations, for the periods 1992–2000 and 2000–2010 only, because lights data begin in 1992. Appendix Section A.9 and Appendix Table A.8 show that the 30-year overall effects on population for this restricted sample are similar to those for the full samples. Table 4 reports results for night lights. While OLS estimates of the market access coefficients are not large and much less precisely specified than in the population regressions of Table 2, in each IV specification, market access has substantially larger effects on lights than on population. Furthermore, the effects are entirely in the first decade. Consistent with this, IV estimates of the effect of market access on lights per person in Appendix Table A.8 are substantially positive and restricted to the decade of road construction. These results suggest that roads increase economic activity relatively quickly (in the first decade), while the population effects take much longer to evolve (over three decades). This is consistent with migration flows that take substantial time to develop. While we cannot say exactly why economic activity increases, the results are consistent with a transition to spatial equilibrium. 3.5. Net Creation vs. Reorganization of Economic Activity Results thus far have not distinguished between different sources of population growth from the perspective of an individual city. Increased market access could induce a city to grow by attracting rural residents (what we call induced urbanization), by attracting urban residents from other cities (urban reallocation), or by increasing its differential of births over deaths (urban natural increase). 18% of sub-Saharan African population was urban (based on localities above 10,000) in 1980 at the beginning of the regression sample, and this number has increased only to 28% by 2010, so the pool of rural potential migrants was always 3-4 times as large as the pool of urban potential migrants.32 Table 5 provides some further evidence distinguishing between the first 31



Henderson et al. (2011) show that in a worldwide sample of countries, as well as a subsample of developing countries, changes in night lights are correlated with changes in GDP. 32 This differs from the context of middle- or high-income countries like China (urban share ≈ 55% today) and the U.S. (80%). Urban reallocation is mechanically more likely there.
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two possibilities. In rows 2–4, we restrict to country-decades with successively smaller urban shares in year t − 30. These countries with low urbanization rates have the most limited sources of potential urban-urban migrants, and are therefore least likely to see reallocation across cities. In row 2, restricting to country-years under the median urbanization rate (≈18%) has very little effect on results. In row 3, restricting to the bottom quartile (≈10%) reduces magnitudes somewhat more, though in the case of IV15, this may be driven by instrument weakness in a small sample. Furthermore, using only the low-urbanization decile (≈7%) of countries in row 4, results are more similar to the full sample (though again the IV15 and now IV10 instruments are quite weak). Row 5–8 offer a more direct test of local reallocation. Each row repeats the baseline regression on successively larger units of analysis, created by aggregating individual cells into mutually exclusive square blocks, or mega-cells. In row 5, each unit is a 3x3 square of the original units. Because some such 3x3 squares contain multiple cities, the sample size shrinks. By row 8, the average 9x9 square contains approximately two cities. If all urban growth induced by roads was pure reallocation within such 9x9 grid squares, we would expect no effect on this sample. Effects do on average become smaller and noisier, with weaker instruments, as is expected given the smaller sample size. However, they are broadly of the same magnitude as baseline results, suggesting that the majority of the effect is not due to local reallocation. We cannot distinguish reallocation between cities across larger distances using this method, as aggregation to larger squares produces small sample sizes and weak instruments. From the perspective of central place theory (Christaller, 1933), this kind of long-distance migration is especially likely to the largest cities. Rows 9–12 repeat the tests of rows 5–8, restricting the sample to mega-cells that do not contain the capital or any of the 5 five largest cities or regional capitals of each country in 1960. This restricts the test to mega-cells that are unlikely to be destinations of long distance migration, especially if there are ethnic differences across megacells. Results are noisy but similar. They do not rule out reallocation, but they are broadly inconsistent with the story that our results are driven mostly by urban
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residents migrating up the urban hierarchy to the largest cities. While no direct evidence can help us to distinguish between rural-urban migration and urban natural increase, theory tells us that if anything, natural increase should operate in the opposite direction. If market access increases labor demand and therefore wages, this should decrease both fertility and mortality Galor (2012). However, variation in urban rates of natural increase across African countries in the period under study was driven primarily by variation in birth rates, whereas urban mortality was much lower and much more uniform across both countries and cities within countries (Jedwab et al., 2017b; Jedwab and Vollrath, 2017). If this in turn means that mortality is unlikely to change with market access, then the fertility channel would dominate, and if anything, increased market access should be more likely to decrease urban population growth. However, without existing panel city-level data on fertility and mortality, we cannot formally test this hypothesis.33 Overall, this limited evidence suggests that urban growth was primarily driven by induced urbanization. However, without panel data on historical local demographic patterns, these results must be taken with great caution. In the analysis of the aggregate urban effects of roads that were upgraded in 1960–2010, we will thus consider different urban reallocation scenarii.



4. Results: Heterogeneous Effects Transport investments may have different effects depending on the local context in which they take place. Table 6 explores heterogeneity of results with respect to several factors highlighted in recent literature on economic geography, structural change, and political economy. As in Tables 3 and 5, each row shows 30-year estimates of a variant of equation (2), in which we control for the dummy variable shown at left and interact it with the contemporaneous and lagged changes in market access, and the analogous instruments. For the IV5 estimation strategies the table reports the 30-year coefficient for the dummy=0 group, the dummy=1 group, and the difference; for IV10 and IV15, for which instruments are generally 33



See footnote 19 on the limits of the Demographic and Health Surveys for our purposes.
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weaker, only the difference is reported. At left, each row also reports first stage Kleibergen-Paap F-statistics and the share (“Sh”) of the dummy=1 group. Fstatistics suggest that instruments are somewhat weaker here than above. These exercises are very demanding on the data, with six endogenous variables and six instruments per regression.



All in all, differences shown



are illustrative of broadly consistent general patterns but not all are robustly significantly different from zero across the four specifications.34 Economic Geography. Rows 1–3 of Table 6 show variation with respect to three economic geography characteristics. Core-periphery models predict that reduced trade costs increase the size of big cities more than smaller cities. However, row 1 shows that cities initially (in t − 30) smaller than their country’s median city generally see larger effects. If anything, reduced trade costs lead to a decentralization of urban population in our context.35 Rows 2 and 3 consider dummy variables proxying for economic remoteness as of 1960: below median market access in the country, and above median Euclidean distance from the “top” (capital, largest or second largest) cities in each country.



Cities with worse market access see stronger effects of a



marginal improvement. This is consistent with decreasing marginal returns to transportation investments, and suggests that remoteness raises their returns.36 Physical Geography. Sub-Saharan Africa has a large agricultural workforce, and much urbanization reflects workers moving out of agriculture. Cities in regions with differing levels of agricultural suitability may thus be more or less able 34



Appendix Section A.10 shows that most of the results described below are similar if we use market access changes and instruments based on 30-year periods. This ignores information on timing, but also reduces the number of instruments and endogenous variables to two, so the instrument set is stronger. The only result that changes substantially is for smaller cities (see below), possibly because we lose too much relevant information on them. 35 Differentials based on the country’s 25th or 75th percentile population, dropping the top cities (capital, largest and second largest) in 1960 and 2010, or using the continental population median are all in the same direction (see Appendix Section A.10 and Appendix Table A.9). 36 Appendix Section A.10 and Appendix Table A.9 show that differentials based on each of the following are in the same direction: (i) the country’s 25th or 75th percentile market access or using the continental market access median; (ii) access to paved/improved roads (in 1960), railroads (1960), ports (1960 or 2005), or airports (2007); and (iii) distances to the country’s top cities in both 1960 and 2010, the continent’s top cities in 1960, or dropping the top cities in 1960.
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to take advantage of better transport to diversify into secondary and tertiary sectors. Rows 4 and 5 show variation with respect to a measure of agricultural land suitability within one grid cell of the city, cutting the sample at 75% and 25% percent suitability.37 In both cases, cities with worse land are more positively affected by increases in market access. In row 4 cities in areas where land suitability is under 25% grow relatively faster when they are better connected to other cities. Conversely, cities in areas where land suitability is over 75% grow relatively slower when market access increases. The significance of the differences (for IV5 and IV15) are striking given that the high suitability group represents only 5% of the sample and its coefficients are imprecisely estimated as a result. This is consistent with cities in less agricultural areas specializing in more transport intensive activities that benefit more from the roads.38 Political Geography. Rows 6 and 7 of Table 6 show variation with respect to two political geography characteristics. Row 6 allows for a differential effect for citydecades of road-building that may have been favored because they were within 150 km of the place of origin of a head of state in power for at least two years in the decade (the mean decade-specific tenure). We use 150 km, because this represents a 3–4 hour driving time from the hometown given a driving speed of 40-60 kph (what we assume for improved/paved roads).39 The differential is negative, suggesting that changes in market access have smaller effects when roads are built towards the cities surrounding the place of origin of a head of state (the p-value for the coefficient of the difference for IV10 is 0.103). In Appendix Section A.10, we report more results that overall suggest stronger negative effects for leaders with a longer tenure and whose regime is not democratic.40 37



GAEZ defines crop-specific land suitability based on soils, terrain and climate. Overall land suitability here is the maximum suitability across all potential crops (see Appendix Section A.4). 38 We find generally similar effects as for land suitability when we study the interaction effects with rainfall (see Appendix Section A.10 and Appendix Table A.10). We also do not find any differential for cities closer to mines, a sector that may or may not be labor-intensive. 39 A circle of radius 150 km has approximately the same area as 584 (11x11 km) cells. In the maps of ethnic boundaries based on Murdock (1959) and Weidmann et al. (2010), ethnic groups occupy on average 249 and 926 cells respectively, with the mean of the two equal to 587. 40 Appendix Section A.10 and Appendix Table A.10 show that the differential is consistently negative (with varying precision) when: (i) using the 90th percentile tenure (9 years); (ii) using the mean and 90th percentile tenures for non-democratic leaders only; (iii) using the mean and 90th



26



REMI JEDWAB AND ADAM STOREYGARD



This is surprising given that such areas were likely to also get complementary public investments and subsidies, which should increase the returns to transportation investments. The uninteracted effect of the leader favoritism dummy has a positive and significant coefficient between 0.05 and 0.07 (not shown), implying that cities around the leader’s place of origin grows faster than other cities in the country controlling for market access. It is however consistent with the idea that such roads were politically but not economically optimal. Conversely, and unlike large cities in general in Row 1, regional capitals see if anything larger effects of increased market access on their growth, consistent with, for example, complementarity between government services and transport-sensitive activities. The differential is only significantly different from zero when considering 2010 regional capitals (row 8), whose status could have been jointly determined along with road locations, not 1960 regional capitals (rows 7), but the sign is consistent. Overall, this suggests that roads built for different kinds of “political” reasons may have different effects. Foreign, domestic, overland and overseas. The effect of market access may also depend on what markets are being accessed. Measures of market access shown so far assume that crossing a border is costless, but that crossing an ocean is infinitely costly. Results in Appendix Table A.7 show that adding substantial uniform border costs has little effect on results. In Table 7, we decompose market access, first into access to domestic cities versus foreign cities within sub-Saharan Africa, and then into access overland to the rest of sub-Saharan Africa versus access to overseas markets, proxied by access to cities with a port. For market access to foreign cities, we construct an instrument restricting attention to roads built outside the country rather than outside a radius (IV-Foreign); all other terms are instrumented as above. There are six endogenous variables (two market accesses × three lags) and six instruments, so instruments are weaker.41 percentile tenures for a distance of 250 km from the hometown, i.e. a 4-6 hour drive from it; (iv) using the mean and 90th percentile tenures and the map of ethnic boundaries based on Murdock (1959) to identify politically connected areas; and (v) using the mean and 90th percentile tenures (5 and 20 years, respectively) for a single 30-year period instead. 41 When averaging information into 30-year changes, instruments are strong, and the relative roles of foreign and overseas MA decrease (available upon request).
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Row 1 of Table 7 reports the effects of domestic vs. foreign market access. The six instruments always include IV-Foreign and its two lags, while the remaining three differ by column as shown.



Access to domestic markets consistently



increases the size of cities. The impact of access to foreign cities is both smaller and less precisely measured.42 A one standard deviation change in domestic (foreign) market access is associated with a 0.37–0.61 (0.06–0.10) standard deviation change in city population growth.43 Row 2 investigates the effects of overland vs. overseas market access. We treat market access to 44 major ports in 2005 as a proxy for overseas market access because ports are the primary conduits of international trade. Overseas market access thus capture road changes and population changes for the cities with a 2005 port. While we do not have comprehensive historical measures of port traffic, the port cities’ 2010 populations are highly correlated (at 0.68) with their port traffic volume (in 20-foot equivalent units in 2005). We thus believe that the population of a port city is a good proxy for port traffic.44 Overland market access captures access to cities without a 2005 port. The two measures are correlated at 0.31. The six instruments always include IV5 and its two lags for overland cities, while the remaining three for overseas cities differ by column as shown. 45 Rising access to overland markets consistently increases the size of cities.



Unlike what we found for foreign access (to other sub-Saharan



African countries), overseas access (to non-African countries) has positive and 42



Other combinations of instruments are generally weaker. Domestic and foreign market access changes are correlated, but only at 0.27. 43 Connections to wealthier cities/countries may be more important than connections to poorer cities/countries. However, Appendix Section A.10 and Appendix Table A.11 show that results do not change in an alternative specification with a measure of market access that weights the population of each destination city by its country’s contemporaneous per capita GDP. 44 We use a list of 44 major ports from 2005 rather than a 1960 list because several small colonial ports declined after independence, and new ports emerged and grew fast before 2005. We thus believe that the 2005 list better represents the overall location of ports during the 1960-2010 period. For 36 ports with the relevant data, in 1960 log population was correlated with log exports and imports at 0.63 and 0.74, respectively. As noted below, results are similar using 1960 ports. 45 Other combinations of instruments are weaker. We control for log distance to the coast interacted with country-year fixed effects, as we do not want overseas access to capture trends specific to coastal areas. In many countries, coastal and hinterland areas have distinct geographies and histories and have experienced different evolutions after 1960 (Austin, 2007).
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significant coefficient estimates, but only when the exclusion radius is 10-15 cells. The coefficient is then higher than for overland access, but only because the variance of overland market access is larger than that of overseas market access in the sample. A one standard deviation increase in overland and overseas market access change, are respectively associated with 0.28–0.43 and 0.01–0.23 standard deviation increases in city population growth.46 Summary.



To summarize, we find suggestive evidence that the effect of



market access is stronger for: (i) small cities; (ii) remote cities; (iii) cities whose hinterlands do not have a comparative advantage in agriculture; (iv) cities less likely to be politically favored, unless it is for administrative reasons. Market access to domestic cities matters more than access to foreign cities, but international ports do matter. Although these results vary somewhat across specifications, they provide suggestive evidence that transportation investments may be heterogeneous depending on the context in which they are placed.



5. Aggregate Effects We quantify aggregate effects from two perspectives: in terms of new urban residents induced to move to the city during the sample period due to roads built, and in terms of new predicted urban residents due to the proposed Trans-African Highway (TAH) network. As noted below, each requires strong assumptions. Road Upgrades 1960–2010. What do our results say about the overall effect of road building on urbanization in the 39 sample countries between 1960 and 2010? For t = {1970, 1980, 1990, 2000, 2010}, we define: ƒ ƒ ƒ á ∆ ln P ot = β l ag 0 ∆R ln MAot + βl ag 1 ∆R ln MAot −10 + βl ag 2 ∆R ln MAot −20 where ∆R ln MAot , as defined above, includes only changes in roads, not population, between t − 10 and t , and the βˆ terms are lag-specific estimated effects of changes in market access due to roads only. 46



∆R ln MAot −10 and



Appendix Section A.10 and Appendix Table A.11 show effects are robust to: (i) dropping the ports themselves; (ii) including the ports in calculating overland market access and its instrument; (iii) fixing the populations of the cities with a 2005 port to their levels in 1960 when calculating overseas market access and its instrument; and (iv) using 1960 instead of 2005 ports.
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∆R ln MAot −20 are assumed to be zero for t = 1970 and t = {1970, 1980}, respectively, in the absence of data about road-building in the 1940s and 1950s.47 Then counterfactual log population in year t (i.e. in the absence of changes between t − 10 and t caused by roads built between t − 30 and t ) is defined as: á ln P˜ot = ln P ot − ∆ ln P ot ˜ ot = P ot − P˜ot . Thus, absolute population change due to those roads is: ∆P Summing across all cities and decades, our estimated contribution of road building to city growth 1960–2010: XX t



˜ ot = 5.6 to 11.6 million ∆P



o



depending on whether we use the average IV5 or IV15 estimates (see row 19 of Table 3 where we fix population to t − 10 in the instrumented market access variables, in order to capture only changes in market access due to roads). Between 1960 and 2010, the total urban population of the 39 countries increased by 203.5 million, of which 171 million reflected the intensive margin growth we study. The 5.6–11.6 million new urban residents thus represent 3–7% of intensive margin growth. If these “extra” urban residents had stayed in rural areas, the 39 countries’ overall urbanization rate would be 0.7–1.5 percentage points lower than its actual rate of 23.8% in 2010. In other words, our estimates attribute 5– 10% of the intensive margin increase in the urban share to these road upgrades. Allowing for heterogeneity in our coarse way widens the range of effects to 3.3–15.5 million new urban residents, accounting for 2–9% of intensive margin growth in urban population or 0.4–0.19 percentage points of the urbanization rate and 3–13% of intensive margin increase in the urban share.48 We regard 47



Alternatively, we ignore the effects of ∆R ln MAot −10 for t = 2020 and the effect of ∆R ln MAot −20 for t = {2020, 2030}, in the absence of data about city growth after 2010. 48 These estimates exclude the heterogeneity regressions for which the first stage F-statistic is below 5. More details on the methodology can be found in Appendix Section A.11. The heterogeneous effects when we fix population to t − 10 in the instrumented market access variables are available upon request. The results on urban growth and the urban share can be found in Appendix Table A.12.
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this modest widening of the range of potential effects as mildly surprisingly. However, it is likely limited by the binary form of heterogeneity we consider. These estimates are conservative in the narrow sense that they apply changes to individual decades, rather than compounding them, and because they do not include the contribution of roads to extensive margin urban growth. However, they also assume no reallocation, which would reduce the estimated aggregate effects, or other general equilibrium effects, which could increase or decrease them. While we found little evidence of reallocation in Section 3.5. above, we certainly cannot rule it out. Trans-African Highways 2010–2040. Another way to interpret these results is in the context of proposed roads.



The idea of a Trans-African Highway



(TAH) network has been discussed since at least the early 1970s and was operationalized in a proposal 30 years later by the United Nations Economic Commission for Africa and the African Development Bank (ADB and UNECA, 2003). Using a map of the TAH network we constructed from this document (Appendix Figure A.7b), we find that its complete implementation would require construction of 44,000 km of highways in sub-Saharan Africa, 42,000 km of which are in the 39 sample countries. In our data, there are only 1,490 km of highways in the 39 countries in 2010 . By comparison, India had 24,000 km (Government of India, 2016) and China 111,900 km (Government of China, 2016). The TAH network would thus represent a 2,740% increase in highway length.49 Assuming travel speeds of 80 (or alternatively 100) kph along the TAH roads, we estimate by how much the market access of each city in 2010 would have increased (due to roads only) had the TAH roads been built by 2010.50 We then use the same methodology as described above to estimate the potential aggregate effects of the TAH network between 2010 and 2040.51 Our average 49



Using construction cost data from Collier et al. (2015), we estimate that the cost of building the TAH network is 12–15% of 2010 regional GDP (vs. 17% for 1960–2010 road upgrades). 50 80 kph is the baseline highway speed in the rest of our analysis. 100 kph reflects the possibility that the TAH will be built to a higher standard than existing highways. 51 We use the 30-year change in market access specification for this exercise because city populations in the intermediate years 2020 and 2030 are unknown. The average effects when using 30-year changes in market access, and fixing population to t -30 in the market
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effects imply that the urban population of the 39 sample countries would increase by 2.7–11.8 million, similar in magnitude to the 1960–2010 effect estimates. However, the urban population of the 39 countries was 223.3 million in 2010, so this is a 1–5% increase, a small fraction of the 206% overall increase predicted by United Nations (2015).52



Our estimates thus imply that road-



induced increased market access could raise the urbanization rate by 0.2-0.7 percentage points.53 Allowing for heterogeneity expands these ranges to 1.5– 13.4 million new urban residents, representing a 0.7–6.0% increase in the urban population; and a 0.1–0.8 percentage point higher 2040 urban share. Again, these results do not account for urban reallocation, which could be more important given a higher initial urbanization rate, other general equilibrium effects, and extensive margin growth.



6. Conclusion We find that increased market access due to road construction in Africa since 1960 has accelerated city growth, not only at the time of construction but in the subsequent two decades as well. We report suggestive evidence that effects differ by context. They are larger for smaller and more isolated cities, and market access changes to domestic rather than foreign cities, and weaker in politically favored and more agriculturally suitable areas. Under the scenario of no reallocation across cities, for which we provide some evidence, these effects represent a substantial fraction of urbanization in the 1960–2010 period, though it points to a more limited role for proposed highways in future urbanization driven more by other factors. Several mechanisms could be driving the results. Most theoretical and empirical work has focused on reductions in the cost of transporting goods. However, other work show that reduced intercity transport



access variable(s), and not just the instrument(s), are reported in Appendix Table A.7. The heterogeneous effects using the same specification are available upon request 52 United Nations (2015) base their estimates on national urban definitions, which are on average less restrictive than ours. In addition, their estimates include both intensive margin growth and extensive margin growth. 53 More details on the methodology can be found in Appendix Section A.12. The results on urban growth are in Appendix Table A.13. Urban share results are available on request.
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costs encourage the flow of information and labor. Future work will be needed to disentangle these channels. Another question that we are leaving for future research is what an optimal road network would look like, given the region’s heterogeneity in physical, economic, and political geography.
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Table 1: Average Effect of Market Access on Urban Population: OLS (∆tt −10 ln Urban Population)/100



Dependent Variable: ∆tt −10



ln Market Access



(1)



(2)



(3)



(4)



(5)



1.34*** [0.32]



1.27*** [0.32] 1.02*** [0.24]



1.58*** [0.35] 1.23*** [0.26] 0.81*** [0.23]



1.63*** [0.44] 1.55*** [0.34] 0.89*** [0.29] 0.27 [0.23]



1.50*** [0.38] 1.11*** [0.30] 0.79*** [0.27]



∆tt −10 −20 ln Market Access ∆tt −20 −30 ln Market Access ∆tt −30 −40 ln Market Access ∆tt +10 ln Market Access Overall Effect (t − 40 to t )



0.67 [0.49] 1.34*** [0.32]



2.29*** [0.45]



3.62*** [0.59]



4.33*** [0.83]



3.40*** [0.65]



5,906 0.23



5,472 0.19



4,725 0.17



3,630 0.16



2,607 0.19



Observations Adj. R-squared



Notes: Each column is a separate OLS regression of (∆tt −10 ln urban population)/100 on the change in market access measures shown, where t indexes years 1960 to 2010. “Overall Effect” is the sum of the contemporaneous effect and all lags shown. Each regression controls for country-year fixed effects, ln urban popt −10 , and third order polynomials in longitude and latitude interacted with year fixed effects. Robust SEs, clustered by cell, are in brackets. *, **, *** = 10, 5, 1% significance.



Table 2: Average Effect of Market Potential on Urban Population: IVs (∆tt −10 ln Urban Population)/100



Dependent Variable:



∆tt −10



ln Market Access



∆tt −10 −20 ln Market Access ∆tt −20 −30 ln Market Access Overall Effect (t − 30 to t )



OLS



IV: Exclude 5



IV: Exclude 10



IV: Exclude 15



(1)



(2)



(3)



(4)



1.58*** [0.35] 1.23*** [0.26] 0.81*** [0.23]



2.98*** [1.00] 3.28*** [0.87] 2.57*** [0.86]



4.59*** [1.76] 5.76*** [1.59] 3.38** [1.39]



5.75* [2.95] 7.34*** [2.46] 4.60** [1.95]



3.62*** [0.59]



8.83*** [1.89]



13.74*** [3.31]



17.69*** [4.64]



114.00



41.86



17.41



First stage Kleibergen-Paap F



(∆tt −10 ln



Notes: Each column is a separate regression of urban population)/100 on the change in market access measures shown, where t indexes years 1990 to 2010, for 4,725 cell-years. “Overall Effect” is the sum of the contemporaneous effect and all lags shown. Each regression includes the same controls as Table 1. In columns 2–4 measures of ∆ln Market Access that exclude road surface changes within the radius shown (5, 10 and 15 cells respectively) instrument for the market access change measures. Robust SEs, clustered by cell, are in brackets. *, **, *** = 10, 5, 1% significance.



Table 3: Robustness Checks: Overall Effects OLS (1)



IV:Excl. 5 (2)



IV:Excl. 10 (3)



IV:Excl. 15 (4)



(1) Baseline (N=4,725; F: _; 114.0; 41.9; 17.4)



3.62***



8.83***



13.74***



17.69***



[0.59]



[1.89]



[3.31]



[4.64]



(2) Co-Investment: Inner: 2-3, Outer: 5-6 (N=1,890; F: _; 17.4; _; _)



4.47***



10.56**



[1.17]



[4.93]



(3) Co-Inv.: Inner: 2-3, Outer: 10-11 (N=2,197; F: _; 30.0; 10.6; _)



4.29***



10.82***



14.21**



[1.03]



[3.70]



[6.34]



(4) Co-Inv.: Inner: 2-3, Outer: 15-16 (N=2,260; F: _; 45.6; 13.3; 3.9)



3.77***



10.63***



15.81**



21.31**



[0.99]



[3.57]



[7.09]



[10.60]



(5) Radial Extension: Inner: 2-3, Outer: 5-6 (N=2,098; F: _; 102.4; _; _)



4.23***



9.59***



[0.89]



[2.55]



(6) Radial Ext.: Inner: 2-3, Outer: 10-11 (N=1,804; F: _; 78.0; 16.5; _)



3.55***



8.97***



13.33***



[0.91]



[2.45]



[4.67]



(7) Radial Ext.: Inner: 2-3, Outer: 15-16 (N=1,603; F: _; 66.0; 17.1; 6.7)



4.22***



10.09***



14.81***



19.65***



[0.94]



[2.62]



[4.78]



[6.90]



(8) Excl. Transcontinental Road Changes (N=4,725; F: _; 51.9; 21.6; 8.7)



3.62***



8.91***



13.65***



15.74***



[0.59]



[2.34]



[3.91]



[6.03]



(9) Excl. National, Regional & Top 5 Cities (N=3,801; F: _; 119.8; 18.5; 9.4)



3.59***



8.41***



14.18***



17.28**



[0.72]



[2.39]



[4.99]



[7.36]



(10) Excl. ≤100 km from Any Mine (N=3,202; F: _; 97.6; 24.0; 14.0)



3.81***



9.76***



15.97***



21.95***



[0.72]



[2.37]



[4.38]



[6.31]



(11) Excl. ≤100 km from Cash Crop Cells (N=4,606; F: _; 115.8; 42.2; 16.3)



3.80***



9.15***



13.83***



17.72***



[0.60]



[1.90]



[3.31]



[4.63]



(12) Excl. ≤100 km from President’s Origin (N=3,032; F: _; 95.7; 22.5; 8.6)



3.93***



10.29***



17.58***



24.54***



[0.75]



[2.22]



[4.23]



[6.84]



(13) Incl. All City-Level Controls (N=4,725; F: _; 105.5; 28.1; 12.2)



3.10***



8.44***



13.52***



19.19***



[0.58]



[1.98]



[3.88]



[5.86]



(14) Incl. Two Lags of Population Growth (N=2,264; F: _; 55.9; 28.4; 12.1)



2.59***



5.17**



8.07**



12.94**



[0.68]



[2.18]



[3.67]



[6.20]



(15) Fix Population to 1960 in IVs (N=4,723; F: _; 68.6; 26.3; 6.6)



3.62***



7.56***



11.96***



16.88***



[0.59]



[1.62]



[2.67]



[4.15]



(16) Fix Pop. to 1960 in IVs & Drop 1980s (N=3,629; F: _; 26.8; 7.0; 3.0)



4.04***



6.59***



10.66***



16.31***



[0.76]



[2.09]



[3.51]



[5.91]



(17) Fix Pop. to 1960 in Market Access (MA) (N=4,723; F: _; 233.0; 70.1; 23.7)



3.18***



9.80***



16.67***



25.40***



[1.03]



[2.05]



[3.55]



[5.62]



(18) Fix Pop. to 1960 in MA & Drop 1980s (N=3,629; F: _; 235.2; 66.9; 23.3) (19) Fix Pop. to t-10 in Market Access (MA) (N=4,725; F: _; 151.6; 47.1; 22.8)



2.41*



8.38***



15.87***



26.97***



[1.39]



[2.50]



[4.45]



[7.36]



3.41***



10.34***



15.72***



20.96***



[0.95]



[2.23]



[3.80]



[5.74]



Notes: This table is structured like Table 2 but only reports the overall effect. Rows 2–4: We remove the observations for which road building occurred 2-3 cells from the city and 5-6, 10-11 and 15-16 cells from the city within the same octant, respectively. Rows 5–7 analogously remove cities where investment in an outer zone octant occurs in an octant where the inner zone already has a paved or improved road. *, **, *** denote significance at the ten, five, and one percent level, respectively.



Table 4: Effect of Market Access on Night Lights (1) OLS



(2) IV: Excl. 5



(3) IV: Excl. 10



(4) IV: Excl. 15



∆tt −10 ln Market Access ∆tt −10 −20 ln Market Access ∆tt −20 −30 ln Market Access Overall Effect



0.69



23.45***



43.30***



67.11***



[2.85]



[8.79]



[10.33]



[19.72]



2.05



12.07



7.73



5.56



[2.28]



[7.79]



[11.34]



[16.82]



1.95



5.13



2.19



-1.71



[1.87]



[4.94]



[7.61]



[10.77]



4.69



40.65***



53.22***



70.96***



[4.18]



[11.30]



[17.37]



[26.85]



48.12



24.99



10.25



First stage Kleibergen-Paap F Notes: See Table 2. Outcome variable is = 10, 5, 1% significance.



∆tt −10 ln



(Light Intensity). N=3,591 cell-decades. *, **, ***



Table 5: Investigation of Population Reallocation across Cities



(1) Baseline (N=4,725; F: _; 114.0; 41.9; 17.4) (2) Urbanization≤18% (50th %ile) in t-30 (N=2,279; F: _; 76.9; 27.9; 12.3) (3) Urbanization≤10% (25th %ile) in t-30 (N=1,250; F: _; 36.4; 12.7; 4.2) (4) Urbanization≤7% (10th %ile) in t-30 (N= 715; F: _; 12.2; 4.8; 1.4) (5) 3x3 Mega-Cells (N=3,948; F: _; 33.0; 6.6; 1.0) (6) 5x5 Mega-Cells (N=3,316; F: _; 11.0; 12.9; 4.2) (7) 7x7 Mega-Cells (N=2,778; F: _; 34.4; 4.8; 1.1) (8) 9x9 Mega-Cells (N=2,320; F: _; 26.0; 10.0; 3.0) (9) 3x3 Excl. National, Regional & Top 5 (N=3,068; F: _; 22.0; 15.3; 5.8) (10) 5x5 Excl. National, Regional & Top 5 (N=2,468; F: _; 10.2; 11.3; 6.2) (11) 7x7 Excl. National, Regional & Top 5 (N=1,976; F: _; 42.4; 4.0; 1.1) (12) 9x9 Excl. National, Regional & Top 5 (N=1,563; F: _; 28.7; 10.7; 2.9)



OLS (1)



IV:Excl. 5 (2)



IV:Excl. 10 (3)



IV:Excl. 15 (4)



3.62***



8.83***



13.74***



17.69***



[0.59]



[1.89]



[3.31]



[4.64]



3.35***



9.68***



14.22***



18.85***



[0.80]



[2.54]



[4.05]



[5.62]



1.99**



6.18**



8.03**



7.41



[0.91]



[2.60]



[3.95]



[4.92]



2.73**



10.49**



12.54**



14.37*



[1.25]



[4.09]



[6.18]



[8.14]



5.96***



8.54***



12.94**



12.28



[0.78]



[3.20]



[5.30]



[7.98]



6.65***



7.25**



8.52*



9.84



[0.96]



[3.07]



[5.00]



[6.87]



7.52***



12.53***



16.90**



16.61*



[1.10]



[3.39]



[6.57]



[9.35]



9.01***



4.09



10.30



11.97



[1.17]



[3.85]



[6.40]



[10.70]



6.51***



9.15***



14.81**



18.40**



[0.97]



[3.46]



[6.34]



[8.22]



7.09***



8.33**



9.58



8.75



[1.21]



[3.31]



[5.96]



[7.78]



7.68***



12.14***



15.15**



14.33



[1.38]



[3.49]



[7.49]



[12.06]



9.49***



5.09



9.69



9.72



[1.56]



[3.76]



[6.65]



[10.76]



Notes: This table is structured like Table 3. Rows 2–4 limit to countries below the urbanization rates shown. Rows 5–8: Baseline regressions for mega-cells that are a 3x3, 5x5, 7x7 or 9x9 square of the original 1x1 cells, respectively. The instruments are defined for the central cell of the mega-cell, where defined. Rows 9–12 show the same regressions on a sample dropping 1960 national and region capital cities and the five largest in each country. *, **, *** = 10, 5, 1% significance.



Table 6: Heterogeneous Effects of Market Access on Urban Population OLS Diff. (1)



0 (2)



Col. (2)–(4): IV5 1 Diff. (3) (4)



IV10 Diff. (5)



IV15 Diff. (6)



(1) < Median Pop. t-30 (F: _; 27.6; 23.4; 8.2. Sh: 0.56)



3.10**



3.57



8.27***



4.70



11.57**



13.51**



[1.22]



[3.92]



[2.07]



[4.13]



[5.84]



[6.72]



(2) < Median 1960 MA (F: _; 9.3; 8.8; 6.7. Sh: 0.49)



6.74***



-0.03



10.72***



10.75



24.02**



35.79***



[1.51]



[7.68]



[2.53]



[8.15]



[10.46]



[10.73]



(3) > Med.Dist.Top1960Cities (F: _; 46.0; 7.8; 1.8. Sh: 0.49)



6.50***



1.76



9.89*** 8.13***



[1.30]



[2.09]



[2.17]



(4) Land Suitability 


15.04***



22.87***



[2.56]



[3.77]



[5.37]



-0.93



6.80***



14.32***



7.51



14.59**



24.90***



[1.49]



[1.78]



[5.01]



[5.21]



[7.32]



[9.42]



(5) Land Suitability >75% (F: _; 56.6; 20.1; 8.3. Sh: 0.05)



-1.60



9.38***



-2.15



-11.53**



-11.76



-18.99*



[1.94]



[1.94]



[4.90]



[5.09]



[8.70]



[10.33]



(6) Leader’s Origin 150km t-10,t (F: _; 15.8; 12.1; 8.8. Sh: 0.24)



-1.74



10.05***



2.72



-7.32*



-8.27



-11.56*



[1.19]



[1.93]



[3.99]



[4.07]



[5.06]



[6.10]



(7) Provincial Capital in 1960 (F: _; 9.8; 20.2; 5.2. Sh: 0.16) (8) Provincial Capital in 2010 (F: _; 22.9; 8.8; 4.0. Sh: 0.23.)



0.08



7.93***



10.96***



3.03



2.59



7.24



[1.21]



[2.22]



[3.14]



[3.56]



[5.06]



[6.92]



1.78



5.08**



11.91***



6.83**



9.36**



14.13**



[1.18]



[1.98]



[2.93]



[3.23]



[4.70]



[6.23]



Notes: Each row reports results from variants of Table 2 (N=4,725), where the three market access variables are interacted with the dummy variable shown at left. IV5 results show the 30-year (t −30 to t ) effect for both groups, along with the differential between them. The OLS, IV10 and IV15 columns show the differential only. The 1st stage F-statistics (“F”) and the share of city-years with the dummy equal to one (“Sh”) are reported in the left column. *, **, *** = 10, 5, 1% significance.



Table 7: Effect of Foreign versus Domestic Market Access



Domestic Market Access (1)



Foreign Market Access



OLS (1)



IV:Excl. 5 (2)



IV:Excl. 10 (3)



IV:Excl. 15 (4)



3.17***



6.30***



7.93***



10.19***



[0.56]



[2.01]



[2.76]



[3.66]



2.10*



3.90



3.32



2.51



[1.23]



[3.22]



[3.33]



[3.56]



29.12



9.86



4.78



3.02***



7.72***



5.98***



4.44*



[0.63]



[2.32]



[2.24]



[2.37]



3.39



1.67



8.16*



14.07**



[2.37]



[4.03]



[4.85]



[6.17]



42.84



36.58



21.38



First stage Kleibergen-Paap F Overland Market Access (2)



Overseas Market Access First stage Kleibergen-Paap F



Notes: Each column contains summed coefficients from two separate regressions. In row (1), market access to domestic and foreign cities, and their lags, are entered separately (Obs.: 4,697). The six instruments always include IV-Foreign and its two lags for foreign cities, while the remaining three (for domestic) differ by column as shown. In row (2), market access to overland and overseas cities, and their lags, are entered separately (Obs.: 4,723). The six instruments always include IV5 and its two lags for overland cities, while the remaining three (for overseas) differ by column as shown. We control for log distance to the coast interacted with country-year FE. *, **, *** = 10, 5, 1% significance.
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Figure 1: Road network maps in the 39-country sample, 1960 and 2010 (a) Roads Circa 1960



(b) Roads Circa 2010



Notes: Subfigures 1a and 1b show the roads in the 39 sub-Saharan African countries of our sample in 1960 and in 2010 respectively. Roads are classified into four categories: highways, paved, improved, and dirt. See Appendix for details on data sources.



Figure 2: Road network evolution by type in the 39-country sample, 1960–2010 (a) Total Length of Each Type (Km)



(b) Fraction of Each Type (%)



Notes: Total road network is defined circa 2004 based on Nelson and Deichmann (2004). See Appendix for details on data sources.
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Figure 3: City population growth in the 39-country sample, 1960–2010 (b) Cities in 2010



(a) Cities in 1960



Notes: Subfigures 3a and 3b show the cities (defined as localities with population over 10,000 inh.) in our main 39-country sample in 1960 (N = 418) and in 2010 (N = 2,859) respectively. See Appendix for more details on data sources.



Figure 4: Identification strategies
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Notes: See Section 2.
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FOR ONLINE PUBLICATION: WEB APPENDIX In this web appendix we provide further details about data construction and robustness checks.



A.1



Roads data Figure A.1: Map Regions and the 39 Countries of the Main Sample
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Northeast South Africa
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Notes: This figure shows the 39 countries of our main analysis, as well as South Africa, Lesotho and Swaziland, which contribute roads and their largest 20, 1, and 1 cities, respectively, to the calculation of market access. All analysis includes South Sudan in Sudan to reflect the situation during the sample period.



Figure A.2: Map Years for Each Map Region Region



Central/South Northeast Northwest 1960



1970



1980



1990



2000



2010



Year



Notes: This figure shows the years for which we have a map for each of the three sections of the road maps for sub-Saharan Africa. There are 64 maps in total: 20 for the Northwest region, 21 for the Northeast, and 23 for the Central/South. The average gap between maps across regions is under 2.5 years, and the longest is 7 years.



While specific road categories vary across maps, the distinction between highways, other paved roads, improved roads (laterite or gravel), and earthen roads is nearly universal. More precisely, paved roads comprise roads that are “hard surfaced (asphalt, concrete, etc.)”. Several Michelin maps distinguish paved roads with one lane only from paved roads with two lanes or more, but not consistently across years. Improved roads include both fully improved roads (“suitable for high speeds in certain sections. Regularly maintained with mechanical equipment”) and partially improved roads (“improvement is mainly confined to the difficult sections”). Many maps distinguish fully and partially improved roads, but not consistently across years. We thus use only the four categories listed, which
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can be consistently distinguished. In early maps, Michelin also designates some road segments as “transcontinental”. We record this information for the first map in each country. Figure A.3 shows Sierra Leone in the 1969 Michelin West Africa map and the associated GIS map. Figure A.3: Michelin Road Map and Corresponding GIS Road Map of Sierra Leone in 1969 (a) Original Michelin Road Map



(b) Corresponding GIS Road Map



Notes: The left panel shows the section of the original Michelin map for Sierra Leone in 1969. Different colors and patterns correspond to different types of roads. The right panel show our GIS map, with three aggregated road categories only: paved (thick black), improved (thick grey) and tracks (thin grey). As the tracks shown in the GIS map are mostly from Nelson and Deichmann (2004), they differ from the Michelin map in some places.



A.2



Data on Cities, 1960-2010



We obtained population estimates of cities in 42 countries from the 1950s to the 2010s. The sources used for each country-year are listed in Table A.1.1 For the 6 countries not in the Africapolis samples (Angola, Botswana, Malawi, Mozambique, Zambia and Zimbabwe), we use analogous sources and methods. For 5 country-years in the 1950s and 1960s, we rely on a “non-native”/European population census (WC) and assumptions regarding the population share of non-natives/Europeans in each city, in the absence of data on total population. Since these population estimates are subject to measurement error, we show in row 18 of Table A.7 that our results are robust to dropping the rounds of data that use population estimates from the 1960s (1950s estimates are only used to predict the population of each city circa 1960). Further assumptions were required about the population of some cities in Angola and Mozambique (JS = Our estimate). Appendix Table A.7 reports results that removes several sets of country-years with less reliable population data. We were unable to obtain coordinates for 19 cities in Sudan, but only one of these had a population over 10,000 in multiple years and would 1



For the two country-years for which an electoral census is the source of population data in the 2000s, Africapolis makes assumptions about the age structure of these cities (since voters had to be at least 18 to vote in these countries) to reconstruct the total population. Since these population estimates are subject to more measurement error, we show in row 19 of Table A.7 that our main results are robust to not using the population estimates from the 2000s.



Angola Benin Botswana Burkina Faso Burundi Cameroon Central Afr. Rep. Chad Congo Cote d’Ivoire Djibouti DR Congo Equatorial Guinea Eritrea Ethiopia Gabon Gambia Ghana Guinea Guinea-Bissau Kenya Lesotho Liberia Malawi Mali Mauritania Mozambique Namibia Niger Nigeria Rwanda Senegal Sierra Leone Somalia South Africa Sudan Swaziland Tanzania Togo Uganda Zambia Zimbabwe



1 Type PC+JS DS PC DS PC PC DS AC AC PC AC EST PC EST EST PC PC PC AC PC PC PC EST WC PC AC WC+JS PC AC PC PC AC AC EST PC PC PC PC PC PC WC WC



Year 1970 1979 1964 1962 1965 1967 1966 1968 1964 1975 1972 1970 1965 1967 1967 1970 1963 1970 1967 1970 1969 1966 1962 1966 1987 1976 1970 1970 1962 1973 1970 1964 1963 1963 1970 1964 1966 1967 1970 1969 1963 1962



2 Type PC+JS PC PC PC PC PC EST PC AC PC EST PC PC EST EST PC PC PC EST PC PC PC PC PC PC PC WC+JS PC DS PC PC AC PC EST PC PC PC PC PC PC PC PC



Year 1984 1992 1971 1975 1979 1976 1975 1975 1974 1988 1983 1984 1983 1970 1970 1980 1973 1984 1972 1979 1979 1976 1974 1977 1998 1988 1980 1981 1977 1991 1978 1976 1975 1975 1980 1973 1976 1978 1981 1980 1969 1969



3 Type PC+JS PC PC PC PC PC PC PC PC PC PC PC PC EST EST EST PC PC PC PC PC PC PC PC PC PC EST+JS PC PC PC PC PC PC PC PC PC PC PC PC PC PC PC PC EST+JS PC PC PC PC PC PC EST PC PC PC PC AC PC PC PC



2000 1991 1991 1988 2006 1991 1988 1985 1984 1991 1983 1986 1988 1992 1991 1974 1982



Type EST PC PC PC PC PC PC EST PC PC EST EST PC EST EST PC PC PC PC PC PC PC PC PC



Year 2004 2002 1981 1985 1990 1987 1988 1982 1984 1998 1991 1994 1994 1975 1975 1993 1983 2000 1983 1991 1989 1986 1984 1987



4



PC PC PC EST PC PC PC PC EST PC PC PC



2002 2002 2004 1988 1996 1993 1997 2002 2005 2002 1980 1992
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7



2010



2009



Year



PC



PC



Type



8



Notes: This table describes the source of city population data for each country and year for which information is available. AC = Administrative Count; DS = Demographic Study; EC = Electoral Census (the total population is then obtained using various assumptions regarding the population share of potential voters in each city); EST = National Statistical Office Estimate; JS = Our estimate; PC = Population Census; WC = European Census.



Year



1960 1961 1956 1961 1959 1956 1960 1964 1960 1960 1961 1958 1960 1956 1956 1960 1951 1960 1958 1960 1962 1956 1956 1956 1976 1965 1960 1960 1956 1963 1959 1955 1947 1953 1960 1955 1956 1957 1959 1959 1956 1956



Country
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Table A.1: City Population Data Sources for the 42 Sample Countries 1960-2010
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thus have entered our sample. We have data for 2,789 city-cells (once we aggregate cities within 0.1x0.1 degree cells to calculate market access—see below) in the 39 countries of our main sample (excluding South Africa, Lesotho and Swaziland, since their cities are only used for the calculations of market access). A balanced sample of 2,789 cities over six 6 decades (1960, 1970, 1980, 1990, 2000, 2010) would have 2,789 x 6 = 16,734 city-years. We believe that our coverage of city-years over 10,000 (N = 8,724) is nearly universal. In addition, we have lower population estimates for 4,771 of the other 8,010 city-years. We thus have population estimates for 13,495 city-years. We refer to the capital, largest, and second largest cities in each country-year as “national cities” or “top cities”.



A.3



Construction of Market Access



Section 2.1. in the main text discusses the construction of market access. Figure A.4 shows an example for Sierra Leone between 1970 (shown in Figure A.3) and 1980. (i) We first obtain the roads in GIS for 1969 (top left), 1971, 1976 and 1983 (top middle). (ii) We then assign the time cost of of traversing the cell, using the speed of the fastest road surface passing through the cell, as the cell’s value (bottom left), interpolating between 1969 and 1971, and 1976 and 1983, to obtain values for 1970 and 1980, respectively. (iii) Analogously, we assign each city’s populations to the cell in which it falls (top right). (iv) We then use Dijkstra’s algorithm (graphshortestpath function in Matlab) to obtain the least cost path (LCP) from each city/cell to each other city/cell. For example, we show here the LCPs from Bo to all other cities (bottom middle). (v) Using the populations, this trade cost proxy between each pair of cities, and θ, we calculate market access in the first year and the second year, and the change in market access (bottom right). Figure A.5 shows the total change in market access between 1960 and 2010 for each of the 187,900 cells among the 39 countries of the main sample. Table A.2: Speeds (Km / Hour) Assumed in City-to-City Distance Calculations Category Highway Paved Road Improved Road Dirt Road No Road



A.4



This Paper 80 60 40 12 6



India (Alder, 2015) Golden Quadrilateral Conventional Highways Roads of Lower Quality Unpaved/No Roads Unpaved/No Roads



75 35 25 10 10



Ethiopia (Shiferaw et al., 2013) Post-Rehab Asphalt 70 Pre-Rehab Asphalt 50 Pre-Rehab Federal Gravel 35 Pre-Rehab Regional Gravel 25 Pre-Rehab Earth 20



Other Data



Provincial/Regional Capitals. The Statoids database of Law (n.d.) and Wikipedia (n.d.) provide information on first-level administrative unit (“province”/“region”) boundaries and capitals in 1960 and in 2010. The sample includes 343 provincial capitals in 1960 and 481 in 2010. Urbanization Rates. United Nations (2015a) provides the total population of each country in each sample year. We use this total and the population of cities over 10,000 in our sample to calculate consistently defined national urbanization rates.
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Figure A.4: Steps to Obtain Market Access for Sierra Leone between 1970 and 1980 !
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Figure A.5: Total Change in Market Access between 1960 and 2010 for the 39 Sample Countries



Change in market access 1960-2010 holding population at 1960 value -0.53 - -0.1 -0.1-0 0 - 0.1 0.1 - 0.2 0.2 - 0.3 0.3 - 0.4 0.4 - 0.7



Notes: This figures shows the total change in market access between 1960 and 2010 for each of the 187,900 cells among the 39 countries (see text for details).
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Railroads. The location of all railroad lines in sub-Saharan Africa, and the year each entered service, are from Jedwab and Moradi (2016). Ports. The traffic of the 44 main international ports in sub-Saharan Africa circa 2005, are from Ocean Shipping Consultants, Ltd. (2009). Passenger traffic (000s), cargo entering (i.e. imports, kilotons) and cargo leaving (i.e. exports, kilotons) for 65 main international ports circa 1960 are from Ady (1965). Airports. The locations of the 466 main airports (civilian/public, joint military/civilian, military and other) in sub-Saharan Africa circa 2007 are from Global GIS (2007). Customs Posts/Border Crossings. The locations of 837 customs posts circa 2010 are from the last Michelin maps. We treat these as proxies for economically relevant border crossings. Natural Parks. We obtain natural park boundaries in sub-Saharan Africa circa 2015 from World Database on Protected Areas (2015), and define as “natural park cells” the 26,252 cells in which more than 50% of the area belongs to a natural park. Land Suitability for All/Food/Cash Crops. Land suitability for food crops and cash crops are from IIASA and FAO (2012), based on geographical characteristics circa 2010.2 We use the “Water supply: rain-fed” and “Input level: Low input level” variants, as the use of irrigation, fertilizer and other inputs is low compared to the rest of the world. We calculate the percentage share of land in each cell, alone and with its neighbors, that is suitable for at least one crop, separately for food crops, cash crops, and all crops. We also define as “cash crop cells” cells for which land suitability for cash crops is above 90%. Rainfall. Historical climate data are from Willmott and Matsuura (2009). We calculate average annual precipitation (in mm) over the period 1900 to 1960 for each cell.3 Mines. U.S. Geological Survey (2015) shows the locations of 303 mines in the 39 countries. For 288 mines, we use various sources to find the year of opening. For the remaining 15 mines, we did not find the year of opening but verified that they are small in terms of quantity produced. Leaders. We collected the locality of birth and ethnicity of the 189 heads of state of the 39 sample countries between 1960 and 2010. Our main sources are the English and French versions of Wikipedia (n.d.), verified when possible using the appendices and/or raw data from Fearon et al. (2007), Hodler and Raschky (2014), Burgess et al. (2015) and Francois et al. (2015), who focus on selected countries and/or periods. To our knowledge, we are the first to collect these data for virtually all of sub-Saharan Africa from independence to date. We also record the main historic ethnic group in each cell according to two group classifications: the Murdock (1959) map and the GREG map compiled by Weidmann et al. (2010). We check whether each head of state’s locality of birth is in his or her ethnic homeland. When they differ, typically for those born abroad or in the capital city, we define locality of origin as 2 Available at http://www.fao.org/nr/gaez/en/. We classify as food crops: Buckwheat, Barley, Foxtail millet, Maize, Oat, Pearl millet, Indica dryland rice, Wetland rice, Rye, Sorghum, Wheat, Chickpea, Cowpea, Green gram, Dry pea, Phaseolus bean, Pigeon pea, Cabbage, Carrot, Cassava, Onion, Sweet potato, Tomato, White Potato, Yams. We classify as cash crops: Cacao, Coffee, Coconut, Cotton, Flax, Groundnut, Jatropha, Oil palm, Olive, Rape, Sunflower, Soybean, Tea, Tobacco, Citrus, Sugarbeet, Sugarcane. 3 Available at http://climate.geog.udel.edu/∼climate/html pages/archive.html
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the historical residence of the parents (as indicated by Wikipedia (n.d.)) if it is within the boundaries of the leader’s ethnic group in Murdock (1959) and/or GREG. Otherwise, we use the centroid of the ethnic homeland in either Murdock (1959) or GREG. Democracy. Polity IV (2015) reports a “Combined Polity Score” for each country-year on a -10 to +10 scale, with scores strictly below 5 classified as non-democratic. Per capita GDP. Per capita GDP (1990 International Geary-Khamis $) 1950–2010 comes from Bolt and van Zanden (2014), based on Maddison (2008). Values for a few countries for 2010 are constructed using 2008 values and per capita PPP GDP growth rates from World Bank (2016). Other City-Level Controls. We use several other physical geographic characteristics following Jedwab and Moradi (2016). Cell-level mean and standard deviation of elevation, in meters is calculated from the Shuttle Radar Topography Mission version 3 (SRTM3 DTED1) 90-meter data (Farr et al., 2007).4 Distance from each cell to a river is calculated using rivers from VMAP/GlobalGIS.5 Night Lights. Night lights data for 1992 (which we use as a proxy for 1990), 2000, and 2010 are produced and distributed by the US National Oceanic and Atmospheric Administration, based on data from the Defense Meteorological Satellite Program.6 These datasets provide annual average estimates of light emitted into space from each 30-second pixel (approximately 1 square km at the equator). We average thee values across all pixels on land within each of our 0.1 degree grid squares. Colonies, Wars, Refugees. For each country-year, Center for Systemic Peace (2015b) reports the presence of independence, an international war (incl. independence wars), and a civil war (incl. ethnic wars), and Center for Systemic Peace (2015a) reports the number of foreign refugees hosted. Droughts. CRED (2013) reports droughts by country-year. Trans-African Highway (TAH) Network. Detailed maps of the TAH network are obtained from ADB and UNECA (2003) and recreated in GIS.



A.5



Main Sample and Descriptive Statistics



Our main sample consists of 4,725 city-decades in which the city had a population of at least 10,000 inhabitants in both the initial and final years. The covered decades are the 1980s, 1990s, and 2000s (2000-2010).The two prior decades are dropped due to lags in our main specification. The descriptive statistics of the main variables are shown in Table A.3.



A.6



Other Identification Strategies: IV20 and IV-Foreign



IV20. Column (1) of Table A.4 shows the overall (30-year) effect when using a 20-cell exclusion zone (instead of 5–15 cells in the main specifications). The point estimate is larger than for IV5–15, but the instrument is weaker (the first stage F-statistic is 6.9). 4



Available at http://www2.jpl.nasa.gov/srtm/ Available at http://www.agiweb.org/pubs/globalgis/metadata qr/perennial rivers qk ref.html 6 Available at https://ngdc.noaa.gov/eog/dmsp/downloadV4composites.html. 5
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Table A.3: Descriptive Statistics for the Main Sample of City-Period Observations Main Variable: ∆tt−10 ln Urban Population ∆tt−10 ln MA (Market Access) ∆t−10 t−20 ln MA (Market Access) ∆t−20 t−30 ln MA (Market Access) ln Urban Populationt−10



Mean



Std. Dev.



Min



Max



0.318 0.666 0.909 1.175 10.247



0.209 0.903 1.113 1.300 0.990



-1.533 -8.192 -8.192 -8.192 9.210



2.343 10.613 11.407 13.288 15.902



IV-Foreign. Column (2) of Table A.4 uses an analogous strategy to column (1), defining “near” as in the same country as cell o, and “far” as in a different country. The point estimate using foreign changes to instrument for overall changes are slightly larger than the OLS estimate, but smaller than the estimates using the radius-based instruments, with a larger standard error than IV5. We believe this is because the role of borders is heterogeneous. In Column (3), the instrument excludes road surface changes within the same country and all its neighbors. It is substantially weaker (F-statistic of 4.0). Table A.4: Robustness Checks: Alternative Identification Strategies IV:



(1) Excl. 20



(2) Foreign



(3) Non-Neighbor



Cities:



(4) Foreign



(5) Non-Neighbor



Non-Transcontinental Only



Overall Effect IV F-statistic Observations



20.30*** [5.77] 6.9 4,725



4.61* [2.38] 15.1 4,725



8.00** [4.82] 4.0 4,725



12.96* [7.81] 8.0 2,593



15.51*** [5.82] 4.4 2,593



Notes: “Overall Effect” is the sum of the contemporaneous effect and both lags. Each regression includes the same controls as Table 1. Overall ∆ln Market Access is instrumented with measures of ∆ln Market Access that include road surface changes only in the area shown: outside 20 cells in column (1), outside the country itself (columns (2) and (4)) or outside the country itself and all neighboring countries (columns (3) and (5)). Columns (4)-(5), drop “transcontinental” cities. See text for details. Robust SEs, clustered by cell, are in brackets. *, **, *** = 10, 5, 1% significance.



IV-Foreign & International Coordination. These strategies will be effective in removing endogeneity to the extent that countries do not disproportionately take into account specific foreign cities in their road-building decisions (remember that country-year fixed effects are included). Columns (4) and (5) of Table A.4 show that point estimates increase when removing from the sample cities within 10 km of roads deemed “transcontinental” in the Michelin maps from the first year available (later maps do not identify transcontinental roads) as well as cities within 15 km of a border crossing in the Michelin maps from the last year available (early maps show few border crossings). These are cities possibly taken into account by international coordination efforts. We use 15 km to include the cell with a border crossing and its neighboring cells, as “border” towns are not always located exactly at a border.



A.7



Robustness Checks for the Main Identification Strategies (IV5-IV15)



Tables A.5 and A.6 report several robustness checks related to the main identification strategies. Co-Investments. In rows 2–4, cities with any co-investment in the same octant are dropped, with rows
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2, 3 and 4 defining the inner ring between 1 and 2 cells from the city (instead of 2–3 cells as in the main text), and the outer ring 5–6, 10–11, and 15–16 cells from the city, respectively. In rows 5–7, cities with any co-investment in the same quadrant are dropped. Rows 5, 6 and 7 define the inner ring between 2 and 3 cells from the city, and the outer ring 5–6, 10–11, and 15–16 cells from the city, respectively. The sample is reduced by more than 50%, but results are consistent with the baseline. Radial Extension. Rows 8–13 are analogous to rows 2–7, but exclude cities based on radial extension rather than co-investment. Results are generally consistent with the baseline. Drop Potential Growth Hubs. In rows 14–19, we drop selected cities with observable characteristics that may cause them to grow and to have roads to be built towards them, even from far away. In row 14, we drop from the sample each country’s 5 largest cities and national and regional capitals from both 1960 and 2010 (instead of 1960 only as in the main text). In rows 15–19, we drop any city that is within 100 km of: (15) a national city (the capital, largest, and second largest cities of each country in either 1960 or 2010); (16) a port in either 1960 or 2005; (17) an airport in 2007; (18) a border crossing in 2010; and (19) a natural park cell in 2015. Results are generally consistent with the baseline. Regional mean reversion. In rows 20–21, we account more explicitly for regional mean reversion. In row 20, we interact the lag of log population with country-year fixed effects, as the importance of local increasing returns/mean reversion may have been changing differentially across countries over time. In row 21, we control for log market access in 1960, as governments may have been targeting places that were relatively less connected initially. Results are generally consistent with the baseline. Outliers. Rows 22–23 drop the cell-years with the largest and smallest one percent of increases in population and market access, respectively, to ensure that outliers are not driving results. Indeed, outliers might be more endogenous, as the specific unobservable factors that explain their very slow/fast population/market access growth could be correlated with our road changes far away, thus invalidating the exclusion restriction. Results are generally consistent with the baseline. Colonies. Countries that are still colonies may see more road and non-road investments towards the capital city or other places of interest to the colonial government. The exclusion restriction may not be satisfied, despite the fact that we include country-year fixed effects. However, row 2 of Table A.6 shows results hold if we drop country-decades in which the country was a colony for at least a year. Wars. Rows 3–5 of Table A.6 show that results are similar if we drop country-decades associated with: (3) interstate or independence wars; (4) civil wars; or (5) any wars. In the last two cases, the 15-cell instrument is substantially weaker and the coefficient shrinks more. Refugees. Countries can also be indirectly affected by a war through refugee inflows. If refugees live in camps that drive city growth, and roads are built towards refugee camps, the exclusion restriction may not be satisfied, despite the fact that we include country-year fixed effects. Since we do not have historical data on the location and population size of refugee camps, we instead drop country-decades most likely to be affected by refugees. Rows 6–7 of Table A.6 show that results are similar if we drop



10



FOR ONLINE PUBLICATION: WEB APPENDIX



Table A.5: Robustness Checks: IV Strategies and Exclusion Restriction



(1) Baseline (N=4,725; F: ; 114.0; 41.9; 17.4) (2) Co-Investment: Octant: Inner: 1-2, Outer: 5-6 (N=2,533; F: ; 53.0; ; ) (3) Co-Investment: Octant: Inner: 1-2, Outer: 10-11 (N=2,654; F: ; 64.8; 15.5; ) (4) Co-Investment: Octant: Inner: 1-2, Outer: 15-16 (N=2,686; F: ; 71.3; 21.1; 6.8) (5) Co-Investment: Quadrant: Inner: 2-3, Outer: 5-6 (N=1,688; F: ; 15.3; ; ) (6) Co-Investment: Quadrant: Inner: 2-3, Outer: 10-11 (N=1,894; F: ; 25.1; 12.6; ) (7) Co-Investment: Quadrant: Inner: 2-3, Outer: 15-16 (N=1,899; F: ; 36.5; 13.5; 6.3) (8) Radial Extension: Octant: Inner: 1-2, Outer: 5-6 (N=1,971; F: ; 96.4; ; ) (9) Radial Extension: Octant: Inner: 1-2, Outer: 10-11 (N=1,546; F: ; 57.4; 13.6; ) (10) Radial Extension: Octant: Inner: 1-2, Outer: 15-16 (N=1,315; F: ; 36.5; 8.0; 4.0) (11) Radial Extension: Quadrant: Inner: 2-3, Outer: 5-6 (N=1,466; F: ; 48.5; ; ) (12) Radial Extension: Quadrant: Inner: 2-3, Outer: 10-11 (N=1,197; F: ; 31.8; 6.9; ) (13) Radial Extension: Quadrant: Inner: 2-3, Outer: 15-16 (N=1,020; F: ; 64.8; 8.7; 2.6) (14) Excl. National, Regional (Incl. 2010) & Top 5 (N=3,462; F: ; 82.8; 13.6; 6.7) (15) More than 100 Km from National Cities (1960, 2010) (N=3,391; F: ; 109.5; 25.1; 13.2) (16) More than 100 Km from Port (ca 2005) (N=4,317; F: ; 105.6; 38.9; 17.3) (17) More than 100 Km from Airport (ca 2007) (N=3,383; F: ; 99.2; 40.8; 19.3) (18) More than 100 Km from Border Crossing (ca 2010) (N=2,355; F: ; 82.8; 17.4; 10.0) (19) More than 100 Km from Natural Park (ca 2015) Cell (N=2,888; F: ; 99.3; 28.0; 15.7) (20) ln Urban Pop t-10 x Country-Year FEs (N=4,725; F: ; 107.6; 35.1; 18.8) (21) ln Market Access 1960 (N=4,723; F: ; 41.5; 6.3; 1.0) (22) Drop Top/Bottom 1% ∆ Population (N=4,631; F: ; 111.5; 39.0; 18.9) (23) Drop Top/Bottom 1% ∆ MA in Any Decade (N=4,456; F: ; 98.1; 42.7; 13.5)



OLS



IV5



IV10



IV15



3.62***



8.83***



13.74***



17.69***



[0.59]



[1.89]



[3.31]



[4.64]



3.75***



12.51***



[0.93]



[3.80]



4.61***



13.22***



[0.95]



[3.46]



[6.68]



4.24***



11.02***



14.82***



18.81**



[0.91]



[2.83]



[5.34]



[8.02]



4.53***



12.74**



20.56***



[1.31]



[5.12]



4.48***



13.31***



18.04**



[1.20]



[4.47]



[7.90]



3.34***



11.34***



16.31**



21.49*



[1.18]



[4.08]



[7.97]



[11.44]



4.42***



9.01***



[0.89]



[2.57]



4.00***



9.81***



17.27***



[0.95]



[2.93]



[5.43]



5.38***



12.99***



22.13***



33.67**



[1.05]



[3.33]



[7.27]



[13.17]



3.52***



10.67***



[1.11]



[3.34]



3.39***



10.12***



[1.06]



[3.40]



[7.02]



4.03***



9.64***



12.31*



11.74



[1.21]



[3.19]



[6.42]



[10.91]



3.26***



6.13***



8.35*



8.09



[0.71]



[2.15]



[4.72]



[6.86]



3.39***



10.63***



18.50***



24.95***



[0.66]



[2.23]



[4.36]



[6.46]



3.55***



9.27***



14.70***



18.65***



16.01**



[0.62]



[1.96]



[3.46]



[4.86]



3.43***



10.74***



15.34***



19.47***



[0.71]



[2.20]



[3.75]



[5.26]



3.55***



8.24***



11.98***



17.61***



[0.84]



[2.36]



[3.85]



[5.70]



4.15***



9.96***



14.83***



18.02***



[0.76]



[2.38]



[4.19]



[5.59]



3.58***



8.48***



13.70***



17.68***



[0.60]



[1.95]



[3.53]



[5.09]



3.38***



12.45***



33.02***



88.96*



[0.61]



[3.20]



[11.03]



[52.24]



2.80***



5.18***



8.51***



10.14**



[0.52]



[1.68]



[3.03]



[4.28]



4.51***



8.56***



13.44***



17.24***



[0.70] [2.11] [3.50] [4.69] Notes: This table is structured like Table 2 but only reports the overall effect. See text for details. Robust SEs, clustered by cell, are in brackets. *, **, *** = 10, 5, 1% significance.
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Table A.6: Robustness Checks: IV Strategies and Country-Level Shocks OLS 3.62***



IV5 8.83***



IV10 13.74***



IV15 17.69***



[0.59]



[1.89]



[3.31]



[4.64]



(2) Excl. Country-Decades with Colony (N=4,718; F: ; 114.4; 42.6; 17.4)



3.66***



8.75***



13.68***



17.74***



[0.59]



[1.89]



[3.30]



[4.63]



(3) Excl. Country-Decades with International War (N=4,463; F: ; 114.8; 40.4; 15.8)



3.80***



8.95***



13.84***



17.83***



[0.62]



[1.93]



[3.38]



[4.80]



(4) Excl. Country-Decades with Civil War (N=2,783; F: ; 30.7; 12.9; 5.2)



3.44***



7.50***



10.25***



8.76*



[0.69]



[2.26]



[3.75]



[4.74]



(5) Excl. Country-Decades with Any War (N=2,746; F: ; 31.3; 12.9; 5.3)



3.56***



7.66***



10.82***



9.71**



[0.72]



[2.23]



[3.47]



[4.31]



(6) Mean Number of Refugees in Decade < Mean in SSA (N=3,489; F: ; 57.1; 27.4; 11.8)



3.67***



7.75***



11.17***



11.99***



[0.64]



[2.06]



[2.91]



[3.86]



(7) Max Number of Refugees in Decade < Mean in SSA (N=3,344; F: ; 56.3; 27.9; 11.2)



3.71***



8.24***



11.42***



12.00***



[0.63]



[2.05]



[2.99]



[4.08]



(8) Excl. Country-Decades with Multi-year Drought (N=4,669; F: ; 115.0; 42.7; 18.2)



3.67***



7.95***



12.61***



16.58***



[0.59]



[1.86]



[3.32]



[4.60]



(1) Baseline (N=4,725; F: ; 114.0; 41.9; 17.4)



Notes: This table is structured like Table 2 but only reports the overall effect. See text for details. Robust SEs, clustered by cell, are in brackets. *, **, *** = 10, 5, 1% significance.



the country-decades in which the (6) mean and (7) maximum annual number of refugees during the decade is larger than their respective sample means (89,000 and 253,000). Multi-year Droughts. Row 8 of Table A.6 shows that results are similar if we drop the country-decades in which a multi-year drought (i.e., a drought that lasted at least two years) took place.



A.8



Robustness Checks: Functional Form and Measurement Error



Table A.7 explore the robustness of results to changing specifications and samples. Row 2 replaces country-decade fixed effects with decade fixed effects. In row 3 we cluster standard errors by country to account for spatial autocorrelation within countries. Functional Form. In row 4 we pool market access change (and its instrument) for the three decades into one change between t-30 and t. The point estimates are lower than in the baseline. This likely reflects two aspects of the change. First, it increases the variance of market access, without altering the variance of city growth. Still, the effect of a one standard deviation increase in market access is now a 0.24-0.44 standard deviation increase in city population (vs. 0.46-0.88 in the baseline regressions). We expect that this reflects a second aspect, namely that there is meaningful decadal variation that is being averaged away. Row 5 additionally uses population from 1960 in constructing market access. Market Access Measures. Rows 6 and 7 replace the speeds assumed at baseline with those used by Alder (2015) and Shiferaw et al. (2013) (see Table A.2). Magnitudes increase modestly. In row 8, we allow railroad travel (at the speed of paved roads) in constructing our market access. Next, our baseline analysis assumes θ = 3.8 in defining market access. Assigning larger (smaller) values of θ mechanically
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Table A.7: Robustness Checks: Functional Form and Measurement Error (1) Baseline (N=4,725; F: ; 114.0; 41.9; 17.4) (2) Year FE Instead of Country-Year FE (N=4,725; F: ; 129.5; 43.5; 20.9) (3) SE (Cluster Country) (N=4,725; F: ; 59.6; 40.4; 13.8) (4) 30-Year Period ∆ MA (N=4,725; F: ; 472.9; 157.4; 89.0) (5) 30-Year Period ∆ MA Fix Pop. to t-30 (N=4,725; F: ; 763.6; 232.9; 122.6) (6) Alder (2015) Speeds (N=4,725; F: ; 81.0; 34.2; 15.2) (7) Shiferaw et al. (2013) Speeds (N=4,725; F: ; 48.1; 15.2; 7.7) (8) Road + Railroad MA (N=4,725; F: ; 58.4; 33.1; 13.0) (9) θ = 8 (N=4,725; F: ; 103.5; 30.8; 7.7) (10) θ = 2 (N=4,725; F: ; 158.3; 72.7; 41.7) (11) Border Cost: 4 Hours (N=4,725; F: ; 127.3; 43.6; 20.7) (12) Border Cost: 24 Hours (N=4,725; F: ; 141.6; 47.4; 18.5) (13) Iceberg Costs (Container Value = 10,000 USD) (N=4,725; F: ; 1675.3; 469.5; 137.6) (14) Iceberg Costs & Including Own City Size (N=4,725; F: ; 2035.3; 486.7; 140.8) (15) Drop South Africa Neighbors (N=4,413; F: ; 114.6; 36.0; 15.5) (16) Drop North Africa Neighbors (N=4,238; F: ; 123.0; 30.5; 13.7) (17) Drop Arabian Peninsula Neighbors (N=4,378; F: ; 96.3; 28.7; 10.4) (18) Drop 1980s (N=3,631; F: ; 48.3; 25.0; 10.3) (19) Drop 2000s (N=2,607; F: ; 99.7; 34.3; 13.7) (20) Pop. Estimate < 10,000 Available (N=7,369; F: ; 122.3; 44.9; 27.0) (21) Pop. Est. < 10,000 Avail. One Prev. Year (N=6,164; F: ; 105.0; 36.3; 20.5) (22) 2 Censuses for Both Start & End Year (N=3,414; F: ; 50.0; 26.1; 11.5) (23) Excl. if Both Start & End ≥5 Yrs from Source (N=4,430; F: ; 122.4; 33.8; 16.7) (24) Excl. if Start or End ≥5 Yrs from Source (N=1,711; F: ; 55.6; 18.2; 9.9)



OLS 3.62***



IV5 8.83***



IV10 13.74***



IV15 17.69***



[0.59]



[1.89]



[3.31]



[4.64]



4.84***



8.11***



11.54***



12.99***



[0.60]



[1.84]



[3.16]



[4.25]



3.62***



8.83***



13.74***



17.69***



[0.88]



[2.53]



[3.50]



[5.32]



1.11***



2.52***



3.81***



4.67***



[0.19]



[0.52]



[0.83]



[1.12]



1.23***



3.39***



5.25***



6.96***



[0.30]



[0.69]



[1.11]



[1.58]



3.88***



11.20***



17.93***



22.71***



[0.64]



[2.40]



[4.28]



[5.91]



4.19***



14.51***



21.28***



26.19***



[0.69]



[3.07]



[5.57]



[7.57]



3.51***



9.11***



14.74***



17.69***



[0.61]



[2.08]



[3.55]



[4.43]



1.21***



3.44***



5.97***



7.17***



[0.21]



[0.74]



[1.43]



[2.16]



13.05***



20.35***



27.37***



34.95***



[2.33]



[5.06]



[7.49]



[9.68]



3.45***



9.19***



12.94***



16.90***



[0.57]



[1.90]



[3.18]



[4.32]



3.20***



8.43***



11.60***



14.79***



[0.55]



[1.74]



[2.86]



[3.80]



49.82***



52.08***



45.29**



41.53* [24.86]



[16.42]



[18.39]



[20.74]



71.12***



52.31***



45.47**



41.77



[16.50]



[18.64]



[21.11]



[25.39]



3.81***



8.96***



14.07***



18.30***



[0.62]



[1.97]



[3.44]



[4.69]



3.38***



5.55***



7.97***



8.82**



[0.60]



[1.72]



[3.09]



[3.79]



2.65***



5.56***



9.19***



10.46**



[0.56]



[1.68]



[3.31]



[4.68]



4.04***



8.98***



14.95***



21.41***



[0.76]



[2.35]



[4.36]



[6.91]



3.36***



7.35***



10.84***



10.94***



[0.65]



[1.96]



[3.22]



[4.16]



5.22***



7.73***



9.99***



11.24***



[0.68]



[2.01]



[2.82]



[3.52]



4.17***



6.86***



10.37***



12.48***



[0.67]



[1.94]



[3.07]



[3.99]



3.31***



10.97***



15.23***



16.74***



[0.66]



[2.59]



[4.26]



[6.05]



3.61***



8.95***



13.92***



17.40***



[0.60]



[1.95]



[3.39]



[4.72]



1.41



6.78***



8.72**



6.41



[0.86] [2.58] [4.23] [5.60] Notes: This table is structured like Table 2 but only reports the overall effect. See text for details. Robust SEs, clustered by cell, are in brackets. *, **, *** = 10, 5, 1% significance.
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increases (decreases) the coefficients on market access, as it shrinks (widens) the variation in market access, without altering the variation in city growth. This can be seen in rows 9 and 10 where we use θ = 8 and θ = 2 respectively. However, as in Donaldson and Hornbeck (2016), the effect of a one t−20 standard deviation increase in ∆tt−10 ln M A, ∆t−10 t−20 ln M A, and ∆t−30 ln M A is quite stable for values



of σ ≥ 2 (Figure A.6). Our results thus do not depend on the choice of a specific trade elasticity. We also verify that higher trade elasticities mechanically weaken our instruments (available upon request), rendering far away road changes less relevant. Lastly, we find similar effects if we assign border crossing costs of 4 or 24 hours (rows 11–12). Unfortunately, no data exist on specific border crossing costs for the 39 sample countries from 1960 to 2010. Figure A.6: Relationship between θ and the Standardized Overall Effect IV: Exclude 5
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Notes: This figure shows the overall effect (from t-30 to t) of a one standard deviation increase in ∆tt−10 ln M A, ∆t−10 t−20 ln M A, t and ∆t−20 t−30 ln M A on ∆t−10 ln urban population)/100 for values of θ = [1; 13], with 95% confidence interval, for each of the 5 main identification strategies.



Iceberg Costs. Row 13 replaces our measures of costs with one more closely related to the iceberg cost of Donaldson and Hornbeck (2016). Teravaninthorn and Raballand (2008) report costs of $2–$10 per km for trucks across several routes in sub-Saharan Africa. This corresponds well with the factor of five difference in unit costs we assume between paved and dirt costs. We thus assign costs of $1.5, $2, $3, and $10 per km to highways, paved, improved and dirt roads, respectively. The iceberg cost measure is 1 plus this dollar value divided by the value of a goods transported, for which we assume $10,000. We do not pursue this as a main specification because we expect substantial variation in the value of goods transported. The iceberg specification allows us to include a city’s own population in its measure of market access (row 14). Coefficients in both rows are larger. In part this reflects lower
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variation in market access. However, the effect of a one standard deviation increase in market access is now a 0.24–0.29 standard deviation increase in population (vs. 0.46-0.88 in the baseline regressions). Outliers and Countries. Because not all South African cities are included in calculating market access, it is possible that access to South African cities is biasing results. This is most likely to be true in the four sample countries that border South Africa: Botswana, Mozambique, Namibia, and Zimbabwe. In row 15, removing these countries has little effect. Likewise, magnitudes are broadly similar but slightly smaller if we drop countries nearest to North Africa (Chad, Mali, Mauritania, Niger and Sudan; row 16) or the Arabian Peninsula (Djibouti, Eritrea, Somalia and Sudan; row 17). Road Data Quality. Roads data for the 1960s are less reliable because no maps are available before 1965 for the Northwest and 1966 for the Northeast. In row 18, dropping the 1980s, the one period that uses road changes from the 1960s, increases the 30-year effect. Conversely, the reduction in roads changes in the 2000s may be due to poorer documentation or the fact that road investments involved rehabilitation rather than upgrading. Dropping the 2000s in row 19 slightly reduces magnitudes. Population Data Quality. Our main sample has the advantage of applying a consistent population threshold across all countries and using the same years across all countries. This strategy has two important flaws. First, the sample is not balanced. Places that entered the sample earlier may have been different from other cities in ways that are correlated with road building. Second, it requires interpolation and extrapolation, sometimes several years away from censuses or other official estimates. This affects both the dependent variable and the independent variables of interest. As long as this interpolation and extrapolation does not systematically overestimate or underestimate either of these, measurement error will be classical, biasing estimates downward. And country-decade fixed effects control for measurement error differences at the country-decade level. Rows 20–21 use additional population estimates for cell-years under 10,000 to increase the sample’s balance. Row 20 uses all cell-years with non-zero population estimates. The sample size increases to 7,369, only about 10% less than a balanced sample. Row 21 also adds to the baseline sample cell-years with non-zero population estimates only for the one year prior to crossing the 10,000 threshold. The longer the period a city has had its population recorded, despite it not being above 10,000, the more likely it is special in some unrecorded way, such as by serving as a regional capital. In both cases, OLS estimates are larger, and IV estimates are generally slightly smaller. Rows 22–24 restrict the sample to country-decades with the population estimates most likely to be reliable. Row 22 restricts the sample to periods whose beginning and end populations are each based on at least two census populations, as opposed to other sources. Row 23 excludes country-decades for which the initial and final populations are both at least 5 years from a population data source. In each case, results are similar to baseline. Row 24 excludes country-decades for which the initial or final populations are more than 5 years, respectively, from a population data source, reducing the sample by more than 50 percent. The point estimates are reduced as well, and while the 15-cell instrument is
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weakened substantially, the 5-cell and 10-cell instruments remain strong and suggest effects that are significant, if reduced by up to a third from baseline.



A.9



Robustness Checks: Night Lights



Table A.8 shows results for the 3,591 cell-years for which we have data on both population and night lights, i.e. the 1990s and 2000s, excluding cities in gas flaring regions. In Panel A, the outcome is log change in population. Effects are similar to those for the full sample (Table 2). In Panel B, the outcome is the log change in per capita night lights. Results are similar to those for total lights. Table A.8: Effects on Population and Night Lights for the Sample with Night Lights Data (1) OLS



(∆tt−10



Panel A: ∆tt−10



(2) IV: Excl. 5



ln Market Access



∆t−10 t−20 ln Market Access ∆t−20 t−30 ln Market Access Overall Effect



1.63*** [0.44] 1.55*** [0.34] 0.88*** [0.29] 4.06*** [0.77]



Panel B: ∆tt−10 ln Market Access ∆t−10 t−20 ln Market Access ∆t−20 t−30 ln Market Access Overall Effect IV F-Stat Observations



-0.45 [2.86] 0.80 [2.26] 1.23 [1.96] 1.58 [4.31] 3,591



(3) IV: Excl. 10



(4) IV: Excl. 15



ln Urban Population)/100



0.55 1.50 [1.35] [2.45] 4.82*** 7.94*** [1.18] [2.03] 3.62*** 5.46*** [1.16] [2.00] 8.99*** 14.90*** [2.35] [4.36] t ∆t−10 ln(Light Intensity Per Capita) 22.74** [9.08] 9.07 [7.48] 1.53 [4.82] 33.34*** [11.80] 48.12 3,591



41.17*** [11.34] -0.15 [11.57] -3.78 [7.18] 37.24** [17.85] 24.91 3,591



3.19 [4.60] 9.86*** [3.19] 8.26*** [3.00] 21.31*** [6.90] 65.13*** [21.30] -5.32 [17.95] -10.73 [10.59] 49.09* [27.92] 10.26 3,591



Notes: See Table 2. Regressions for 3,591 cell-years for which we have data for both population and night lights. *, **, *** = 10, 5, 1% significance.



A.10



Robustness Checks: Heterogeneous Effects



Tables A.9, A.10, and A.11 report robustness checks on the heterogeneous specifications. Initial City Population and market access. Rows 1–4 of Table A.9 show the results of Table 6, row 1 on population size are broadly similar if we define smaller cities based on a t-30 population smaller than: the national 25th percentile (row 1) or 75th percentile (row 2); the national median in a sample dropping the top cities in 1960 and 2010 (row 3); and the continental median (row 4). Initial Market Access. Rows 5–7 apply sample splits based on market access analogous to those based on population in rows 1, 2 and 4. Results are in the same direction, but instruments, especially in row 6, are substantially weaker. Alternatively, rows 8–15 show positive, although not always significant, effects of being less connected in terms of transportation infrastructure: (i) If the cell has no paved/improved road (row 8) in 1960 or no railroad in 1960 (row 9); (ii) If the cell is farther away
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Table A.9: Heterogeneous Effects: Population and Market Access: Alternative Specifications OLS Diff. (1) (1) Med. Dist. 1960 Port (F: ; 55.1; 14.3; 2.4. Sh: 0.50.) (11) >Med. Dist. 2005 Port (F: ; 52.3; 12.5; 2.0. Sh: 0.50.) (12) >Med. Dist. 2007 Airport (F: ; 19.7; 16.9; 11.4. Sh: 0.50.) (13) >Med. Dist. 1960 Port (Relative to SSA) (F: ; 4.4; 3.2; 3.0. Sh: 0.49.) (14) >Med. Dist. 2005 Port (Relative to SSA) (F: ; 4.5; 3.5; 2.3. Sh: 0.49.) (15) >Med. Dist. 2007 Airport (Relative to SSA) (F: ; 18.6; 8.3; 6.9. Sh: 0.50.) (16) >Med. Dist. Largest 1960 City (F: ; 64.9; 4.3; 1.8. Sh: 0.49.) (17) >Med. Dist. Top 1960 & 2010 Cities (F: ; 45.6; 5.7; 2.2. Sh: 0.49.) (18) >Med.Dist.Top 1960 Cities (Drop Top) (F: ; 55.2; 10.7; 1.9. Sh: 0.50.) (19) >Med.Dist.Top 1960 Cities (Relative to SSA) (F: ; 11.6; 2.5; 1.8. Sh: 0.50.)



0 (2)



Col. (2)–(4): IV5 1 Diff. (3) (4)



IV10 Diff. (5)



IV15 Diff. (6) 14.65**



3.21***



3.29



8.32***



5.03



12.27**



[1.21]



[3.95]



[2.11]



[4.19]



[5.93]



[6.75]



2.38**



6.50***



11.55***



5.05



11.27**



17.84**



[1.14]



[2.21]



[2.53]



[3.09]



[5.38]



[8.19]



6.64*** 5.68***



16.30***



19.09***



[1.28]



[1.96]



15.14*** 9.46*** [2.97]



[3.24]



[5.02]



[6.59]



1.81



5.43***



12.85***



7.42**



15.94***



22.36***



[1.11]



[2.09]



[2.79]



[3.32]



[5.65]



[7.82]



5.65***



3.46



10.81***



7.35



21.90***



38.22***



[1.17]



[3.77]



[2.75]



[4.51]



[7.58]



[10.38]



7.70**



-3.84



10.99***



14.83



17.26



18.47



[3.08]



[9.89]



[2.31]



[10.30]



[20.92]



[46.15]



4.70***



-1.46



19.97***



18.89***



[1.56]



[4.03]



10.95*** 12.41*** [2.54]



[4.07]



[5.59]



[6.69]



1.69



6.23***



12.50***



6.27**



11.26**



14.91**



[1.11]



[2.09]



[2.82]



[3.04]



[4.90]



[6.54]



13.46***



0.66



5.84**



9.38***



3.54



10.14**



[1.25]



[2.87]



[2.07]



[3.08]



[4.37]



[5.19]



4.11***



3.70



8.87***



5.17



8.70*



13.92*



[1.19]



[3.02]



[2.13]



[3.28]



[5.28]



[7.38]



4.22***



4.17



8.66***



4.49



7.73



12.45



[1.21]



[3.11]



[2.08]



[3.32]



[5.37]



[8.00]



4.47***



3.98



9.89***



5.92*



5.31



4.86



[1.20]



[2.53]



[2.51]



[3.18]



[4.68]



[6.54]



1.92*



1.66



9.90***



8.24***



12.08***



15.92***



[1.10]



[2.24]



[2.13]



[2.74]



[3.97]



[5.31]



1.83*



1.48



9.90***



8.42***



12.35***



16.01***



[1.07]



[2.03]



[2.12]



[2.58]



[3.80]



[5.10]



1.98*



3.50



10.24***



6.75**



10.80***



14.78**



[1.07]



[2.27]



[2.23]



[2.80]



[4.03]



[6.35]



5.42***



1.55



9.14***



7.59***



15.69***



26.59***



[1.31]



[2.40]



[2.22]



[2.82]



[4.09]



[7.05]



5.76*** 4.87**



9.69***



4.82*



8.71**



14.14***



[2.25]



[2.25]



[2.74]



[3.97]



[5.38]



6.41***



1.94



9.92***



7.98***



14.86***



23.46***



[1.36]



[2.17]



[2.19]



[2.60]



[3.93]



[5.60]



6.25***



-1.80



18.01***



22.35***



[1.24]



10.27*** 12.08***



[1.41] [1.82] [2.25] [2.54] [3.75] [5.53] Notes: Each row reports results from variants of Table 6, where the three variables of interest are interacted with the dummy variable shown at left. IV5 results show the 30-year (t−30 to t) effect for both groups, along with the differential between them. The OLS, IV10 and IV15 columns show the differential only. The 1st stage F-statistics (“F”) and the share of city-years with the dummy equal to one (“Sh”) are reported in the left column.
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than the median Euclidean distance to a 1960 port (rows 10 and 13), a 2005 port (rows 11 and 14), or a 2007 airport (rows 12 and 15), whether the median is defined for each country (rows 10–12) or for the continent as a whole (rows 13–15) among the full sample. Differences are larger and significant when medians are defined for the continent, possibly because not all countries have a port. Distance to Top Cities. Rows 16–19 shows that cities far from large cities evince broadly similar effects to Table 6, row 3, using alternative definitions: (i) limiting attention to the largest city in the country in 1960 (instead of the capital, largest and 2nd largest cities; row 16); (ii) expanding attention to top cities (capital, largest, 2nd largest) in both 1960 and 2010 (row 17); (iii) dropping the top cities themselves (row 18); and (iv) using the continental instead of country-specific median distance (row 19). Table A.10: Heterogeneous Effects: Land Suitability and Political Economy: Alternative Specifications



(1) Food Crop Suitability > 75% (F: ; 56.6; 20.3; 8.3. Sh: 0.04.) (2) Food Crop Suitability < 25% (F: ; 7.0; 15.3; 5.6. Sh: 0.12.) (3) Cash Crop Suitability > 75% (F: ; 3.2; 0.9; 0.4. Sh: 0.03.) (4) Cash Crop Suitability < 25% (F: ; 22.9; 16.4; 5.7. Sh: 0.14.) (5) >75 %tile Average Rainfall (F: ; 37.5; 20.7; 7.8. Sh: 0.74.) (6)  Med. Dist. Mine t-30 (F: ; 58.9; 12.1; 4.1. Sh: 0.50.) (8) Leader’s Origin 150km (90th %ile) (F: ; 55.8; 18.1; 8.7. Sh: 0.11) (9) Non-DemocraticLeader’sOrig. 150km(Mean) (F: ; 16.6; 15.3; 9.0. Sh: 0.21) (10) Non-Demo. Leader’s Orig. 150km (90th %ile) (F: ; 54.7; 19.4; 8.5. Sh: 0.11) (11) Leader’s Origin 250km (Mean) (F: ; 27.1; 9.0; 6.4. Sh: 0.39) (12) Leader’s Origin 250km (90th %ile) (F: ; 10.1; 2.6; 8.5. Sh: 0.20) (13) Leader’s Ethnicity (Murdock) (Mean) (F: ; 16.1; 10.8; 4.6. Sh: 0.21) (14) Leader’s Ethnicity (Murdock) (90th %ile) (F: ; 10.7; 11.3; 4.1. Sh: 0.13)



OLS Diff. (1) -1.38 [2.28]



-0.46



Col. (2)–(4): IV5 0 1 Diff. (2) (3) (4) 9.27*** -0.05 -9.32* [1.93]



[4.99]



6.63*** 16.37***



IV10 Diff. (5) -9.19



IV15 Diff. (6) -15.45



[5.18]



[7.96]



[9.81]



9.74



18.61**



29.64*** [10.79]



[1.72]



[1.78]



[6.06]



[6.26]



[8.44]



-2.28



8.96***



2.48



-6.48



-6.45



-8.11



[3.12]



[1.91]



[6.79]



[6.93]



[9.64]



[11.50]



16.48**



28.02***



[7.34]



[9.51]



-1.07 [1.54]



-3.38*** [1.16]



-1.53 [1.83]



4.42***



6.58*** 15.10*** 8.52* [1.77]



[4.88]



8.62*** 9.16*** [2.30]



[3.01]



8.54*** 18.25*** [1.91]



[6.33]



7.95*** 9.41*** [2.40]



[5.10]



0.54



3.56



8.28



[3.49]



[5.50]



[8.33]



9.70



16.61**



22.69**



[6.36]



[7.72]



[9.01]



1.47



3.74



6.72



[3.38]



[5.31]



[8.41]



[1.21]



[2.86]



-3.14**



9.07***



5.33



-3.75



-6.58



-8.86



[1.51]



[1.86]



[6.51]



[6.55]



[8.95]



[10.57]



-0.75



9.64***



3.34



-6.30



-6.90



-9.69



[1.21]



[1.93]



[4.11]



[4.15]



[5.09]



[6.17]



-2.43



9.65***



[1.51]



[1.99]



-1.81 -11.46*** -18.75*** -22.82*** [3.28]



[3.67]



[5.93]



[8.24]



-1.26



9.91***



4.11



-5.80*



-5.50



-8.12



[1.08]



[2.04]



[3.26]



[3.50]



[4.84]



[6.30]



-2.19



9.10***



3.42



-5.68



[1.40]



[2.01]



[3.62]



[4.10]



-13.35** [6.32]



-18.38* [9.44]



-0.79



9.57***



4.79



-4.78



-3.81



-6.58



[1.30]



[2.00]



[5.30]



[5.53]



[7.52]



[8.88]



-1.03



9.31***



4.33



-4.98



-9.75*



-11.52



[1.49] [2.08] [3.53] [4.15] [5.91] [8.04] Notes: Each row reports results from variants of Table 6, where the three variables of interest are interacted with the dummy variable shown at left. IV5 results show the 30-year (t−30 to t) effect for both groups, along with the differential between them. The OLS, IV10 and IV15 columns show the differential only. The 1st stage F-statistics (“F”) and the share of city-years with the dummy equal to one (“Sh”) are reported in the left column.



Land Suitability. Rows 1–6 of Table A.10 shows variants of Table 6 rows 4–5. Limiting attention to food (rows 1–2) or cash (rows 3–4) crops only gives similar results when splitting suitability at 25%, but somewhat smaller effects (and in the case of cash crops, substantially weaker instruments) when
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splitting at 75%. Redefining suitability more narrowly in terms of average rainfall 1960–2010 follows a similar pattern. In row 7, we do not find any differential effect on distance to a mine using our IV strategy, though OLS estimates imply smaller effects near mines. Land-labor ratios differ across sectors, so we should not expect roads to have the same population effects for all economic activities. Table A.11: Overall Effect of Foreign versus Domestic Market Access: Alternative Specifications



(1)



Domestic GDP-weighted Foreign GDP-weighted



(2)



First stage F-statistic Overland drop w/in 50km of ports Overseas drop w/in 50km of ports



(3)



First stage F-statistic Overland include overseas Overseas



(4)



First stage F-statistic Overland pop 1960 Overseas pop 1960



(5)



First stage F-statistic Overland ports 1960 Overseas ports 1960 First stage F-statistic



OLS (1) 3.17***



IV5 (2) 6.94***



IV10 (3) 8.50***



IV15 (4) 10.76*** [3.53]



[0.56]



[1.91]



[2.68]



2.46*



2.39



1.86



1.18



[1.35]



[3.51]



[3.63]



[3.86]



2.96***



32.93 7.42***



9.84 5.61**



4.55 4.20*



[0.63]



[2.33]



[2.26]



[2.37]



3.43



2.33



9.08*



14.49**



[2.39]



[4.07]



[4.90]



[6.17]



2.82***



41.89 8.88***



35.57 6.69***



21.09 5.01*



[0.64]



[2.60]



[2.48]



[2.66]



3.39



-1.03



6.25



12.17*



[2.39]



[4.54]



[5.25]



[6.63]



2.97***



38.70 7.93***



29.09 6.35***



15.07 4.97**



[0.63]



[2.28]



[2.19]



[2.30]



3.98*



1.05



7.12



12.66**



[2.41]



[3.97]



[4.73]



[5.98]



3.30***



42.15 8.80***



35.06 6.93***



21.86 4.90**



[0.63]



[2.31]



[2.20]



[2.32]



0.24



-1.88



3.83



10.00*



[2.22]



[3.60]



[4.32]



[5.27]



40.87



35.56



28.73



Notes: Each row reports results from variants of Table 7. See text for details. *, **, *** = 10, 5, 1% significance.



Leader Favoritism. Rows 8–14 of Table A.10 report perturbations of the Leader’s origin results of Table 6, row 6. In Table 6, we interact each market access change variable (between t-30 and t-20, between t-20 and t-10, and between t-10 and t) with a dummy equal to one if the leader was in power for more years than the mean duration (2 years) in the specific decade among the sample of 4,725 observations (thus, also between t-30 and t-20, between t-20 and t-10, and between t-10 and t). Row 8 of Table A.10 splits the sample at 9 years of rule in the decade (90th percentile) instead of 2. Rows 9 and 10 limit the dummy to non-democratic leaders (Polity IV score under 5), using the the mean and 90th percentile non-democratic durations (1 and 7 years). Rows 11 and 12 assign leaders to cities based on a radius of 250 instead of 150 km, using the mean and 90th percentile tenure durations (3 and 10 years). Rows 13 and 14 use ethnic boundaries from Murdock (1959) instead of circles around place of birth to define ethnic homelands (mean 2 and 90th percentile 7 years). We also find negative differential effects for politically connected areas if we use the specification of row 4 in Table A.7 where the market access changes variables and their instruments are defined for 30-year periods (available upon
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request; mean 5 and 90th percentile 20 years) in the period between t-30 and t among the sample of 4,725 observations. Overall, leaders’ ethnic territories consistently see lower point estimates, though many are now insignificant. Differentials are larger for long-serving and non-democratic leaders. Domestic/Foreign/Overland/Overseas Market Access. Table A.11 reports variants of Table 7. Row 1 of weights city populations in the foreign/domestic specification by their country’s GDP per capita, to account for the possibility that connections to wealthier cities/countries have larger effects than those to poorer ones, with minimal impact. Rows 2 and 3 show little change in overland/overseas results when: (i) excluding cities within 50 km of a 2005 port (row 2); (ii) including overseas cities in the overland market access (row 3); (iii) fix port population to its 1960 level when calculating overseas market access (row 4); and (iv) defining overseas cities based on 1960 instead of 2005 ports (row 5). Heterogeneous Effects with 30-Year Changes. Point estimates of heterogeneous effects are generally smaller when using the 30-year specification analogous to Table A.7 row 4 (results available upon request). The only consistent sign change is that initially smaller cities do not grow faster now.



A.11



Aggregate Urban Effects of Road Upgrading 1960-2010



This section describes a simple exercise estimating the aggregate effects of roads upgraded 1960–2010 on urban population growth and urbanization on city growth 1960–2010. We restrict attention to 5,903 cell-decades with intensive margin growth (i.e. urban population above 10,000 in both t-10 and t) and non-missing market access. This comprises our main estimation sample plus the 1960s and 1970s. Each of these city decades is affected by up to 3 decades of change in market access, but for those in the 1960s and 1970s, we only observe those that took place after 1960. To obtain the predicted increase in urban population for these 5,903 cell-years, we apply coefficients estimated fixing city populations to t-10 in the instrumented market access variables, and not just the instruments, as summarized in row 19 of Table 3. The analogous heterogeneous specifications are somewhat weaker than the baseline heterogeneous effects results, and are available upon request.7 Total urban population of the 39 sample countries increased by 203.5 million between 1960 and 2010, of which 171 million represent intensive margin growth. The first three columns of Table A.12 report the share of urban population growth coming from intensive margin growth that could be explained by road upgrades in 1960-2010, based on the 3 instruments. The baseline specification implies that 3.3-6.8% of intensive margin growth between 1960 and 2010 was due to the road upgrades. Depending on the variable considered, heterogenous effects imply contributions that are between 40% lower and 60% higher (excl. specifications with IV F-statistics below 5, i.e. weak instruments). The urbanization rate of the 39 countries increased from 9.2% in 1960 to 27.9% in 2010, but excluding extensive margin growth (new cities) it would have been 23.8% in 2010. This implies a 7



We now define initially small cities as those below the country median population in 1960 rather than t-30, because this exercise includes the 1960s and 1970s. Otherwise, the groups for the heterogeneous effect exercise are defined using the same thresholds and dummies as in our main analysis on the sample of 4,725 observations.
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14.6 percentage point increase between 1960 and 2010. The next three columns report estimates of reductions in the urbanization rate in the absence of 1960–2010 road upgrades. Column (3) reports these as a fraction of the 14.6 percentage point increase actually experienced. The average effects suggest that 4.8-10.3% of the intensive margin growth in urban share between 1960 and 2010 was due to the road upgrades. Depending on the heterogeneity variable considered, we find contributions that are between 40% lower and 60% higher (excl. specifications with IV F-statistics below 5). Table A.12: Estimated Aggregate Urban Effects of Road Upgrading 1960-2010 (1) Share of Urban Pop. Growth 1960-2010 (%)



(2) Diff. in Urban



(3) Share of Increase in



Share 2010 (%)



Urban Share 1960-2010 (%)



IV5



IV10



IV15



IV5



IV10



IV15



IV5



IV10



IV15



(1) Average Effects



3.3



5.1



6.8



-0.7



-1.1



-1.5



4.8



7.5



10.3



(2) Het.: Population in 1960 (3) Het.: Market Access in 1960 (4) Het.: Dist. to Top Cities 1960 (5) Het.: Land Suitability (25%) (6) Het.: Land Suitability (75%) (7) Het.: Leader Favoritism (8) Het.: Regional Capitals 1960 (9) Het.: Regional Capitals 2010 (10) Het.: Domestic/Foreign (11) Het.: Overland/Overseas



2.2 4.5 2 3.1 4.1 3.9 2.7 3.1 5.3 3.8



3.2 11.3 3 4.5 6.3 6.1 3.9 4.2 6.1 5.4



5.4 21.4 4.8 5.8 9.1 8.6 5.9 6.3 7.5 7



-0.5 -1 -0.4 -0.7 -0.9 -0.8 -0.6 -0.7 -1.1 -0.8



-0.7 -2.4 -0.6 -1 -1.4 -1.3 -0.8 -0.9 -1.3 -1.2



-1.2 -4.6 -1 -1.2 -1.9 -1.8 -1.3 -1.4 -1.6 -1.5



3.4 6.8 2.7 4.8 6.2 5.5 4.1 4.8 7.5 5.5



4.8 16.4 4.1 6.8 9.6 8.9 5.5 6.2 8.9 8.2



8.2 31.5 6.8 8.2 13 12.3 8.9 9.6 11 10.3



Notes: See text for details.



A.12



Projected Aggregate Effects of the Trans-African Highway 2010–2040



This section reports the projections of the aggregate effects of the TAH (had it been built in 2010; Figure A.7b) on urban population growth and urbanization, using methods analogous to the previous section. We focus on the 2,768 cells for which urban population was above 10,000 in 2010 applying average 30-year effect estimates from row 5 of Table A.7 and analogous heterogeneous effects estimates (available upon request) to the market access changes we assume are associated with TAH construction. To calculate these market access changes, we make two speed assumptions: 80 kph like other highways, and 100 kph.8 As above, heterogeneity point estimates are smaller than in the baseline decade-specific specification, and smaller cities no longer grow faster.9 Table A.13 reports predicted percentage increases in urban population between 2010 and 2040, from a base of 223.3 million in 2010, separately for the 3 instruments and the two assumed TAH speeds. Average effects range from 1.2 to 5.3%. Depending on the heterogeneity variable considered, effects are between 50% lower and 75% higher. Based on country-specific urban definitions, United Nations 8 Our city sample remains restricted to 39 countries, but we include TAH segments in South Africa, Lesotho and Swaziland in calculating market access. 9 We now define the leader favoritism dummy, using only information from the 2000s, since this is when the TAH plan we use was designed. Otherwise, the groups for the heterogeneous effect exercise are defined using the same thresholds and dummies as in our main analysis on the sample of 4,725 observations.
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Figure A.7: Roads in 2010 and Proposed Trans-African Highway Network (a) Roads in 2010



(b) Proposed Trans-African Highway Network



Road Type Highway/Paved Improved Dirt (c. 2000)



Notes: Subfigure A.7a shows the highways and paved/improved/dirt roads in the 39 sub-Saharan African countries of our sample in 2010. Subfigure A.7b shows the proposed Trans-African Highway network, from ADB and UNECA (2003).



(2015b) predicts that the urban population of the 39 countries will increase by 206% by 2040 (intensive and extensive margin growth). Our effects, while substantial, represent small fractions of this growth. United Nations (2015b) reports an urbanization rate of 33.6% for the sample regions in 2010, and a projected increase to 49.0% by 2040. Adding our estimated TAH effect to the United Nations (2015b) projection implies a 2040 urbanization rate 0.2-0.7 percentage points higher when using the average effects (details available upon request). Heterogeneous effect estimates imply values between 40% lower and two thirds higher than this range. Table A.13: Estimated Aggregate Urban Population Effects of the TAH 2010-2040 Predicted Percentage Increase in Urban Population (%) Speed for TAH Roads: 80 Kph



Speed for TAH Roads: 100 Kph



IV5



IV10



IV15



IV5



IV10



IV15



(1) Average Effects



1.2



1.9



2.6



2.5



3.9



5.3



(2) Het.: Population in 1960 (3) Het.: Market Access in 1960 (4) Het.: Dist. to Top Cities 1960 (5) Het.: Land Suitability (25%) (6) Het.: Land Suitability (75%) (7) Het.: Leader Favoritism (8) Het.: Reg. Capitals 2010 (Effects 1960) (9) Het.: Reg. Capitals 2010 (Effects 2010) (10) Het.: Domestic/Foreign (11) Het.: Overland/Overseas



1.3 1.1 0.7 1.1 1.2 1.2 1.4 1.4 2.1 1



2 1.9 1.2 1.7 1.9 1.9 2 1.9 2.1 1.6



2.9 2.6 1.4 2.1 2.6 2.6 2.8 2.5 2 2.1



2.7 2.2 1.2 2.3 2.5 2.4 3 3.1 4 2



4.3 3.9 2.2 3.4 3.9 3.8 4.2 4.1 4 3.2



6 5.3 2.6 4.2 5.4 5.2 5.8 5.4 4.1 4



Notes: This table shows the predicted percentage increase in total urban population between 2010 and 2040. In row 1, we use the average effects. In rows 2-11, we use the heterogeneous effects.
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