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THE BEHAVIOR OF THE RSK ALGORITHM UNDER SMALL PERTURBATIONS IN THE INPUT AVRAHAM MORGENSTERN Abstract. We study the behavior of the RSK (Robinson-SchenstedKnuth) algorithm under small changes in the input permutation. The “small changes” we consider are the deletion of a single element and a swap between two consecutive elements. We are able to give a full description of the change in the diagram that the RSK algorithm generates. We formulate several conjectures that pertain to the resulting change for random permutations and obtain some partial results concerning these problems.



1. Introduction 1.1. Young diagrams and Young Tableaux. A partition of an integer n, is an ordered list of integers λ = (λ1 ≥ λ2 ≥ · · · ≥ λs ≥ 0) such s P that λi = n. We denote this by λ ` n. The diagram corresponding i=1



to λ is a set of boxes, drawn as a subset of a s × n matrix with λi boxes in the i’s row. For example the diagram of the partition 10 = 6 + 3 + 1 is



We do not distinguish between partitions and their corresponding diagrams. There are several different conventions to be found in the literature in this area concerning the way in which diagrams are drawn. The convention that we follow is to draw the diagram in the plane as D(λ) = {(x, y) ∈ R+ × R− : y ≥ −λpxq }. The transposed diagram of λ denoted by λ0 is given by λ0i = ] {j : λj ≥ i}. 1
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Note that D(λ0 ) is obtained from D(λ) by reflecting with respect to the line {(−x, x) : x ∈ R}. We say that a diagram λ is contained in a diagram µ (the integer that λ partitions being larger than the integer partitioned by µ) if ∀i : λi ≤ µi . Equivalently D(λ) ⊆ D(µ). A tableau with shape λ (or a tableau on the diagram λ) is a filling of the squares of λ by n distinct real numbers such that the numbers are increasing down every column and from left to right along every row in the diagram. Unless otherwise stated we consider these numbers to be 1, 2, · · · , n. The number of tableaux with shape λ is denoted by fλ . The Frame-Robinson-Thrall hook formula (see [1], [2]) states that Qn! fλ = where hij = λi − i + λ0j − j + 1 is the size of the hij squares (i,j) in λ



”hook” of the square (i, j) - the set of all squares to the right of (i, j) or below (i, j). The Robinson-Schensted-Knuth (RSK) algorithm (see [1], [2]) gives a bijection between permutations σ ∈ Sn and ordered pairs of tableaux (P (σ), Q(σ)) where P (σ) and Q(σ) have the same shape (and have n squares). For a tableau T and an element i we denote by T ← i the tableau obtained from T by inserting i according to the RSK algorithm. An outer corner of a diagram λ ` n is a square of a diagram λ ⊆ µ ` n + 1 that is not a square of λ. Note that in the process of constructing the pair of tableaux corresponding to a given permutation, the RSK algorithm always inserts the next element by attaching a new outer corner to the previously created tableau. When we apply the RSK algorithm to insert a new element to the insertion tableau (denoted P ) the set of positions of the elements that are being bumped during the process is called the insertion path of the inserted element (in [2] it is called the ”bumping array”). We will also use ’potential’ insertion paths. Thus we sometimes consider together the insertion paths of different elements into the same tableau (without actually inserting those elements). For a pair of permutations σ ∈ Sn , τ ∈ Sm we denote by σ ⊕ τ the image of the pair (σ, τ ) under the injection Sn ⊕ Sm ,→ Sm+n (given by



3



(σ ⊕ τ )(x) =



 σ(x)



x≤n



), τ (x − n) + n x > n and call it the direct sum of σ and τ . For a pair of partitions λ1 ` n and λ2 ` m we define the direct sum as the partition λ1 ⊕ λ2 = (λ1 + µ1 , λ2 + µ2 , · · · ) ` (n + m). If T1 and T2 are tableaux with shapes λ1 and λ2 resp., we define T1 ⊕ T2 as a tableau with shape λ1 ⊕ λ2 whose i-th row is given by (x1 , · · · , xj1 , y1 + n, · · · , yj2 + n) where (x1 , · · · , xj1 ) and (y1 , · · · , yj2 ) are the i-th rows of T1 and T2 respectively. It is easy to see that RSK is compatible with the definitions of direct sums given above (P (σ ⊕ τ ) = P (σ) ⊕ P (τ ), Q(σ ⊕ τ ) = Q(σ) ⊕ Q(τ ) and in particular the diagram corresponding to σ ⊕ τ is the direct sum of the diagram corresponding to σ and the diagram corresponding to τ ).



1.2. Random tableaux. The irreducible representations of the symmetric group Sn are in a natural one-to-one correspondence with the partitions of n (see [1]), the dimension of the partition corresponding P 2 to λ being fλ . Thus the Frobenius formula implies that fλ = n!. λ`n



This identity is also a simple consequence of the RSK algorithm. This allows us to define a probability measure on the set of partitions f2 of n by the formula P r(λ) = n!λ . This measure is called the Plancherel measure. The Plancherel measure can also be obtained as the push forward of the uniform probability on Sn under RSK (forgetting about the two tableaux and considering only the common diagram). We can also define a probability measure on the set of Young tableaux with n squares by first choosing the diagram according to the Plancherel measure, and then uniformly choosing a tableau on it. This probability measure is obtained by pushing the uniform probability measure on Sn under the RSK algorithm (taking as the image of a permutation σ only the first tableau P (σ) corresponding to σ).
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Definition 1.1. For a sequence Xn of probability spaces, and a sequence A = (An ) of events in each Xn , we say that A occurs asymptotically almost surely if P r(An ) −→ 1 as n −→ ∞. We may sometimes use ’almost surely’ instead of asymptotically almost surely. Vershik and Kerov proved a concentration theorem about the typical shape of a random diagram with n squares. In order to be able to compare partitions of different integers, we associate with a diagram λ √ e λ ` n a contracted diagram as a function λ(x) = p√nxq . We also define n the function Lλ which is the rotation of the contracted diagram by π2 in the positive direction. Vershik  and Kerov proved that Lλ is typically |x| |x| ≥ 2 close to the curve Ω(x) = √  2 (x arcsin( x ) + 4 − x2 ) |x| ≤ 2 π 2 Theorem 1.2. ([3], for a detailed proof see [4] Theorem 3 together with Lemma 6) Asymptotically (in n) almost every diagram λ ` n sampled from the Plancherel distribution satisfies the following: The L∞ distance between the contracted rotated diagram Lλ and the curve 1 Ω does not exceed cn 3 where c is an absolute constant. Baik Dieft and Johansson proved a stronger result about the length of the first row of a random diagram. Theorem 1.3. ([5]) Asymptotically almost every diagram λ ` n drawn √ 1 from the Plancherel distribution satisfies |λ1 − 2 n| < O(n 6 ) 2. Omitting an element In this section we study the effect of omitting one or more elements from a permutation σ. We study how much the diagram corresponding to the new permutation can differ from the diagram corresponding to σ. Definition 2.1. 1) The permutation obtained from σ = σ1 σ2 · · · σn by omitting (or deleting) the element at place 1 ≤ i ≤ n is σ \ i = σ1 · · · σˆi · · · σn ∈ Sn−1 (we reduce by 1 all the elements greater than σi ).
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2) For a pair of permutations σ ∈ Sn and τ ∈ Sm (where n ≥ m), we say that σ contains τ , and denote σ ⊇ τ , if τ can be obtained from σ by deleting n − m elements. Equivalently, σ ⊇ τ if there exists a set A = {a1 < a2 < · · · < am } ⊂ {1, 2, · · · , n} of size m such that the order relation on A that is induced by σ (that is the restriction to A of the order induced on {1, 2, · · · , n}) is the same as the order induced by τ (the order aτ (1) < aτ (2) < · · · < aτ (m) ). Lemma 2.2. Let a = (a1 ≥ a2 ≥ · · · ≥ as ) and b = (b1 ≥ b2 ≥ · · · ≥ bs ) be partitions of k and k-1 respectively (we allow bs to be zero). P Suppose that ∀i : bi = ai + (−1)i . Then obviously (bi − ai )+ = s−1 , 2 √ √ and s≤ 2k − 1. Moreover s = 2k − 1 iff s − i i even ai = s − i + 1 i odd  s − i + 1 i even and bi = . s − i i odd



Proof. It is evident that s is odd. Denote αi =



 s − i



i even



s − i + 1 i odd and βi = αi + (−1)i . We will show that ∀i : ai ≥ αi , and hence √ √ P P 2 k = ai ≥ αi = s 2+1 , so 2k − 1 ≥ s2 = s. √ In addition s = 2k − 1 is an odd integer iff all the inequalities hold with equality, namely ai = αi , and it follows that ∀i : bi = βi . We use induction on s to show that ai ≥ αi . Using the induction hypothesis for k 0 = k − (a1 + a2 ) = k − (b1 + b2 ), a0 = (a3 , a4 , · · · ), b0 = (b3 , b4 , · · · ), we know that ai ≥ αi for all i > 2. But a2 ≥ a3 ≥ α3 = s − 2, and a1 = b1 + 1 ≥ b2 + 1 = a2 + 2 ≥ s.  We will use the following lemma ([1] page 9): Lemma 2.3. Let T be a Young talbeau, and S be the tableau obtained from T by inserting an element x. If y > x then the insertion path of x in T is strictly to the left of the insertion path of y in S.
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Now we can answer the question mentioned above and determine how much the diagrams associated with σ and τ can differ where τ is obtained from σ by omitting one element. Theorem 2.4. Let σ ∈ Sn and τ ∈ Sn−1 such that τ ⊆ σ. Assume that λ (resp. µ) is the shape associated with σ (resp. τ ) by the RSK algorithm. Then the number of squares in µ that are not in λ (i.e. √ P (µi − λi )+ ) is no more than x 2n−1−1 y. This bound is tight. If 2 √i √ 2n−1−1 is an integer, i.e. m = 2n − 1 is an odd integer, and if 2 squares in µ that are not in λ, then λ = (m, m − there are exactly m−1 2 2, m − 2, m − 4, m − 4, · · · , 3, 3, 1, 1), and µ = (m − 1, m − 1, m − 3, m − 3, · · · , 4, 4, 2, 2). Here is an illustration of the diagrams λ and µ in the extreme case when m = 7 (n = 25), the dotted squares are the ones that exist only in one of the diagrams • • • •



• • • Proof. The upper bound: Denote the maximal size of a union of k increasing subsequences of k P σ by I(σ, k). It is well known that λi = I(σ, k) (cf. [1], chapter 3). i=1 √ Denote by m the largest odd integer not exceeding 2n − 1. Assume that the number of squares in µ that are not in λ is more than m−1 . 2 Since τ is obtained from σ by omitting one element, we know that for all k, either I(τ, k) = I(σ, k) or I(τ, k) = I(σ, k) − 1. Denote δi = λi − µi .
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We have (2.1)



∀k : 0 ≤



k X



δi ≤ 1,



X



δi = 1,



i=1



X m−1 (−δi )+ > 2



It also follows easily that (2.2)



i2 X ∀i1 ≤ i2 | δi | ≤ 1 i=i1



It follows that if i1 > i2 > · · · > ip are all the indices for which δi 6= 0 then δi1 = 1, δi2 = −1, δi3 = 1, and so on. The inequality P (−δi )+ > m−1 implies that p > m. Lemma 2.2, with s = p, a = 2 P (λi1 , λi2 , · · · , λip ), and b = (µi1 , µi2 , · · · , µip ) (and k = λij ), shows j



that this is impossible. 2 squares in µ that are not If n = m 2+1 and if there are exactly m−1 2 in λ, then p = m,and Lemma 2.2 implies that no δi is 0, and for all m − i i even 0 ≤ i < m, λi = m − i + 1 i odd  m − i + 1 i even and µi = m − i i odd so λ = (m, m − 2, m − 2, · · · , 3, 3, 1, 1) and µ = (m − 1, m − 1, m − 3, m − 3, · · · , 4, 4, 2, 2). We now turn to construct examples to show that the bound given in 2 the theorem is tight. It is enough to show tightness when n = m 2+1 , because for a general n we can take a pair of permutations σ ∈ S m2 +1 , 2



2



τ ∈ S m2 −1 which attain the bound for m 2+1 and consider σ ⊕ id ∈ Sn 2 and τ ⊕ id ∈ Sn−1 where id = idn− m2 +1 is the identity permutation in 2 Sn− m2 +1 . 2 We construct a permutation σ ∈ Sn with a specified element j ∈ [n], such that the diagrams corresponding to σ and τ = σ \ j are the diagrams specified in the theorem. We define σ by induction on m. The case m=1 is trivial, and for m=3 we define σ = 41352 with j = 3 (note that this doesn’t agree with the definition for general m given below).
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For m > 3, assume that we have already defined the permutation σ e ∈ Sn−2m+2 , and define σ = n − m + 3, n − m + 4, · · · , n − 1, m − 1, 1, σ e + m − 1, n, n − m + 2, 2, 3, 4, · · · , m − 3, m − 2. The element to be omitted is j = n+1 . 2 It is worth mentioning that sigma is the reverse complement of itself (that is, σn+1−i = n + 1 − σi , and j is its middle element, so that τ is also the reverse complement of itself. Now we prove that this construction satisfies the requirements. We will illustrate the proof by checking the case m = 5 (n = 13). In this case σ e = 4, 1, 3, 5, 2, and σ = 11, 12, 4, 1, 8, 5, 7, 9, 6, 13, 10, 2, 3 The increasing sequences in σ will be 135,4,2 for m = 3, and for m=5 {4, 5, 7, 9, 10} , {1, 2, 3} , {11, 12, 13} , {8} , {6}



For m > 5 if σ e contains the increasing sequences Ie1 , · · · , Iem−2 of lengths m − 2, m − 4, m − 4, m − 6, m − 6, · · · , 1, 1 respectively, then in σ we have the increasing sequences I1 , · · · , Im of lengths m, m − 2, m − 2, m − 4, m − 4, · · · , 1, 1 where I1 = (Ie1 + m − 1) ∪ {m − 1, n − m + 2}, I2 = {1, 2, 3 · · · , m − 2}, I3 = {n − m + 3, n − m + 4, · · · , n − 1, n}, and Ih = Ieh−2 + m − 1 for h > 3. For τ = σ \ j in the case m = 3 we have the increasing sequences {1, 2}, {4, 5}. When m = 5, τ contains the increasing sequences {4, 5, 6, 10} , {1, 8, 9, 13} , {11, 12} , {2, 3} (where the first two are appending the increasing sequences obtained in the case m = 3). For m > 5, if e j = n−2m+2 and if τe = σ e \e j has the increasing sequences 2 e e J1 , · · · , Jm−3 with length m−3, m−3, m−5, m−5, · · · , 2, 2, τ will have the sequences J1 , · · · , Jm−1 of lengths m−1, m−1, m−3, m−3, · · · , 2, 2 where J1 = (Je1 +m−1)∪{1, n − m + 2}, J2 = (Je2 +m−1)∪{m − 1, n},
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J3 = {n − m + 3, · · · , n − 1}, J4 = {2, · · · , m − 2}, and Jh = Jeh−2 + m − 1 for h > 4. This choice of increasing sequences is optimal, because the elements 2, 3, 4, · · · , m−2 and n−m+2, n−m+3, · · · , n−1 can not enlarge any increasing sequence in σ e, so they clearly have to form new increasing sequences, and these sequences are longer than all the other sequences except for the longest one. To the longest increasing sequence in σ e we can attach m − 1 and n − m + 1, and then 1 and n can not be added to it, so they will be added to the second and third longest increasing sequences (it is clear that the longest increasing sequence will appear in any maximal union of any number of increasing sequences, and will not be replaced by another sequence). All the other unions of increasing sequences must remain as in σ e. We give a second proof by applying the RSK algorithm on σ and on τ and check (by induction on m) that the diagrams associated with σ and τ are (m, m − 2, m − 2, m − 4, m − 4, m − 6, m − 6, · · · , 3, 3, 1, 1) and (m − 1, m − 1, m − 3, m − 3, · · · , 4, 4, 2, 2) respectively. For m = 3 we see that P (σ) and P (τ ) are 1 2 5 3 1 2 4 and 4 5 respectively. In our example where m = 5, we must show that the diagrams associated with σ and τ = σ \ 7 are



and respectively. Denote by Pi the insertion tableau after inserting the first i elements of σ. Then Pm−1 = 1 n − m + 4 ··· n − 1 m−1 n−m+3
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In our example that is P4 = 1 12 4 11 Then we insert into it the elements of σ e + m − 1 whose shape is (m−2, m−4, m−4, m−6, · · · , 3, 3, 1, 1) and which consists of elements smaller than all the elements in Pm−1 except 1 and m − 1. So the shape of Pn−m+1 is (m − 1, m − 3, m − 3, m − 4, m − 6, m − 6, · · · , 3, 3, 1, 1) (the elements n − m + 3, · · · , n − 1 are greater than all the others, so they are pushed to the ends of the m-3 first columns). For m = 5 that is 1 5 6 9 4 7 8 12 11 Then we add n,n-m+2 which are added at the ends of the first two rows. 1 5 6 9 10 4 7 13 8 12 11 Now come 2, 3, 4, · · · , m − 2 whose insertion paths are strictly to the right of each other (by Lemma 3.7), so if we show that (m − 3)’s insertion path ends at the (m − 4)th column, and (m − 2)’s insertion path ends at the (m − 2)th column, then it follows that the diagram must be (m, m − 2, m − 2, m − 4, m − 4, · · · , 3, 3, 1, 1). For m = 5 we must check that the insertion path of 2 is 2, 2, 1, 1, 1, and the insertion path of 3 is 3, 3, 3 The insertion path of 2 includes the square (2, 2) because m − 1 is at place (2, 1). So all the insertion paths of 2, 3, · · · , m − 3, m − 2 are going at least one step down before going to the left. The element that is bumped from place (2, m − 2) is n which is greater than all the other elements, and hence does not bump any element, but gets placed at the end of the third row. We prove by induction on 2 ≤ i < m−2 that the insertion path of i goes once down, and then it goes left. Assume that we have already inserted
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the elements 2, 3, · · · , i − 1, and that their insertion paths satisfy the claim. The current element at place (2, i + 1) was in place (2, i) in σ e so it was above the element at place (3, i) in σ e, and hence is smaller than it. By the induction hypothesis, the current element at place (3, i) is the same as in σ e. For i=m-3 this shows that the insertion path of m-3 ends at column m-4. In the example we get 1 2 3 9 10 4 5 6 7 12 13 8 11 Assuming that the diagram of τe is (m−3, m−3, m−5, m−5, · · · , 4, 4, 2, 2), we compute the diagram of τ . After inserting the first m − 1 elements we have the same tableau Pm−1 as above. Then we insert τe + m − 1 to get the shape (m − 2, m − 2, m − 3, m − 5, m − 5, m − 7, · · · , 6, 4, 4, 2, 2). For m = 5 we get 1 5 6 4 8 9 11 12 Then we add two elements at the ends of the first two rows. And then we insert 2, 3, · · · , m − 2, and the same argument as before shows that their insertion paths are going one square down and then left, and hence the insertion paths must end at columns 1, 2, · · · , m − 3. Therefore the diagram associated with τ is (m − 1, m − 1, m − 3, m − 3, · · · , 2, 2). For m = 5 we have the tableau 1 2 3 10 4 5 6 13 8 9 11 12  Now we consider the effect of deleting more than one element from a permutation. The theorem we prove extends Theorem 2.4. Theorem 2.5. Let k be an integer, σ ∈ Sn and τ ∈ Sn−k such that τ ⊆ σ. Let λ and µ be the shapes associated with σ and τ resp. by the RSK algorithm. Then the number of squares in µ that are not in
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√ 2n−1



√ 2n−1



−1



−1



k y. The bound is tight. If is an λ is no more than kx 2 2 q 2n−1 integer, i.e. m = is an odd integer, and if there are exactly k k



k m−1 squares in µ that are not in λ, then λ = (mk, (m − 2)k, (m − 2 2)k, (m − 4)k, (m − 4)k, · · · , 3k, 3k, k, k), and µ = ((m − 1)k, (m − 1)k, (m − 3)k, (m − 3)k, · · · , 4k, 4k, 2k, 2k). Proof. Let m be largest odd integer not exceeding



q



2n−1 . k



Assume we



k m−1 2



squares in µ that are not in λ. In the notation h P P of the previous proof we now have ∀h : 0 ≤ δi ≤ k, δi = k,



have more than



i=1



P



(−δi )+ > k m−1 and ∀i1 ≤ i2 | 2



i2 P



δi | ≤ k. As in the previous proof,



i=i1



we compute the minimal n for which this is possible. It is clear that we will not decrease n if we assume that (2.3)



∀i : δi 6= 0, δi δi+1 < 0, |δi | = k



(assuming that the first two conditions hold, if i is the minimal index such that |δi | < k, then we could increase |δi | by increasing also q |δi+1 | 2



≥ without changing n). Therefore n ≥ k m 2+1 + 2mk + 2, and 2n−1 k √ m2 +q 4m + 4 = m√+ 2, which contradicts the maximality of m. 2n−1 −1 k If m = 2n−1 (i.e. is an integer), and if there are exactly k m−1 k 2 2 squares in µ that are not in λ, then it follows that equation 2.3 holds, and λ = (mk, (m − 2)k, (m − 2)k, (m − 4)k, (m − 4)k, · · · , 3k, 3k, k, k), µ = ((m − 1)k, (m − 1)k, (m − 3)k, (m − 3)k, · · · , 4k, 4k, 2k, 2k). To see tightness take a pair of permutations σ, τ which demonstrate L L tightness for k = 1, and then σ(= σ ⊕ σ ⊕ · · · ⊕ σ) and τ show k



k



the tightness for a general k.  Numerical experiments given in the following table can give us an idea about the probability that after omitting some elements from a random permutation σ ∈ Sn , the diagram corresponding to the reduced permutation is not included in the diagram corresponding to σ



13



n 103 104 105 This



Omitting one Omitting the Omitting 5 Omitting 10 n random element element 2 random elements random elements 0.15 0.18 0.49 0.66 0.26 0.3 0.78 0.94 0.35 0.35 0.91 0.99 seems to suggest the following problem



Problem 2.6. Consider the procedure where σ ∈ Sn is chosen at random and τ is the permutation attained by omitting a random element from σ. When n −→ ∞ how likely is that the diagram associated with σ is included in the diagram associated with τ ? What if we omit c random elements for some integer c ≥ 2? There are, of course, more detailed questions comparing the diagrams corresponding to σ and τ . 3. Exchanging successive elements In this section we ask what happens when we swap two consecutive elements in a permutation σ. That is σ = σ1 σ2 · · · σn 7→ σ(i, i + 1) = σ1 · · · σi+1 σi · · · σn for some 1 ≤ i < n. To what extent can the diagram corresponding to the new permutation differ from the diagram corresponding to σ? Theorem 3.1. Let σ ∈ Sn , i ∈ {1, 2, · · · , n − 1} and τ = σ(i, i + 1). Assume that λ is the diagram associated with σ by the RSK algorithm, and µ is the diagram associated with τ . Then the number of squares √ in µ that are not in λ is no more than x 22n y, and the bound is tight. √ √ If 22n is an integer, i.e. m = 2n − 1 is an odd integer, and if there are exactly m+1 squares in µ that are not in λ, then λ and µ are 2 (m, m, m − 2, m − 2, m − 4, · · · , 3, 3, 1, 1), and (m + 1, m − 1, m − 1, m − 3, m − 3, · · · , 4, 4, 2, 2) or vice versa. Proof. Except for the tightness part, the proof is the same as the proof for the omission of an element. To see tightness, we define by induction 2 a permutation σ ∈ Sn where n = (m+1) , and m is an odd integer. 2 For m = 1, σ = 12 (the identity element in S2 ), and for m > 1, if
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we have already defined σ e ∈ S (m−1)2 , then σ = n − m + 2, n − m + 2



3, · · · , n − 1, m, 1, σ e + m, n, n − m + 1, 2, 3 · · · , m − 1. We take i = n2 , so τ = σ( n2 , n2 + 1). For example when m = 3 n = 8 and σ = 7, 3, 1, 4, 5, 8, 6, 2, P (σ) = 1 2 5 6 3 4 7 8 τ = 7, 3, 1, 5, 4, 8, 6, 2 and P (τ ) = 1 2 6 3 4 8 5 7 the diagrams are (4, 2, 2) and (3, 3, 1, 1) and each of them has two squares that do not exist in the other. We claim that the diagrams associated to σ and τ are (m, m, m − 2, m − 2, m − 4, · · · , 3, 3, 1, 1) and (m + 1, m − 1, m − 1, m − 3, m − 3, · · · , 4, 4, 2, 2) respectively. This is shown just like in the previous section.  Conjecture 3.2. For a (uniformly chosen) random σ ∈ Sn and 1 ≤ i < n, it holds asymptotically almost surely that the insertion tableau of σ equals to that of σ e = σ(i, i + 1). (In particular, they have the same diagram). Definition 3.3. We say that two insertion paths in a tableau are 1) intersecting if there exists a square that belongs to both of them. 2) adjacent if there exists a row in which they are adjacent. 3) separated if at any row they are at least one square away from each other. We will show that Conjecture 3.2 can be derived from the following conjecture. Conjecture 3.4. For almost every tableau of size n and almost every  two elements i, j ∈ 21 , 32 , · · · , n + 21 , the insertion paths of i and j in T are separated. This is equivalent to
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Conjecture 3.5. There exists a function f (n) = o(n) such that for almost every tableau on n squares there are at most f (n) elements in 1 3 1 whose (potential) insertion paths end at a given outer , , · · · , n + 2 2 2 corner of the tableau. Denote α(n) = P rσ∈Sn {P (σ) 6= P (σ(n − 1, n))}, and β(n) = P rσ∈Sn ,i∈[n−1] {P (σ) 6= P (σ(i, i + 1))}. We need the following simple proposition which we state without proof. Proposition 3.6. Two separated insertion paths are exchangeable. Namely, if the insertion paths of i, j into a tableau T are separated, then (T ← i) ← j = (T ← j) ← i We will need the following lemma. Lemma 3.7. For any k < n (3.1)



  1 n−1 β(n) ≤ + sup α(t) : t ≥ k k



Proof. First we note that for σ ∈ Sn and i < n, P (σ|[i+1] ) = P (σ|[i+1] (i, i+ 1)) implies that P (σ) = P (σ(i, i + 1)) (where σ|[p] is the permutation obtained from σ by deleting all the elements after the p-th place). Here is the idea of the proof: We pick a random permutation σ and a random index i < n, and ask whether (3.2)



P (σ) = P (σ(i, i + 1))



If i < nk we consider the worst case and add k1 to the probability that 3.2 is false. If i > nk we say that the restriction of σ to {1, 2, · · · , i, i + 1} (that is, the permutation obtained from σ by deleting all the elements after the (i + 1)-th place) is uniformly distributed in Si+1 , and we swap its last two elements. If this does not effect the insertion tableau (which we expect when i >> 0, and in particular whenever n >> k, as i > nk ), then we are allowed to insert the deleted elements and the tableau will still not be effected by the exchange.
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Specifically β(n) = 1 n−1 1 k



n−1 P



1 n−1



n−1 P



P rσ∈Sn {P (σ) 6= P (σ(i, i + 1))} ≤



i=1



P rσ∈Sn {P (σ) 6= P (σ(i, i + 1))} ≤



i=x n−1 y k



 1 + (1 − k1 + n−1 ) max α(i) :



n−1 k



≤i≤n ≤



1 k



1 + n−1



1 k



n−1 P



1 k



+



α(i + 1) ≤



i=x n−1 y k



 + sup α(i) : i ≥



n−1 k







 Now we prove that Conjecture 3.4 implies conjecture 3.2. We will show that it is enough to prove Conjecture 3.2 when i = n − 1, i.e. that asymptotically almost surely a swap of the last two elements of a permutation does not change the insertion tableau. Once we show that, Conjecture 3.2 will follow from Conjecture 3.4 together with Proposition 3.6. We need to show that α(n) −→ 0 implies that also β(n) −→ 0. This √ follows e.g. from Lemma 3.7 with k = n. Denote by E(x) the column in which the insertion path of x ends. Note that E is increasing. Denote by I(c) the probability that a random  element x ∈ 12 , 32 , · · · , n + 12 satisfies E(x) = c.  Conjecture 3.5 implies Conjecture 3.4. For i, j ∈ 12 , · · · , n + 12 , the (potential) insertion paths of i and j intersect iff E(i) = E(j). In this case E(x) = E(i) = E(j) for every x between i and j, and therefore I(E(i)) > |i−j| . Similarly, if the insertion paths of i and j are adjacent, n+1 then for each x between i and j, E(x) is either E(i) or E(j). In |i−j| particular either I(E(i)) > 2n+2 or the same for j.  We are able to prove a weaker version of Conjecture 3.5. We consider separately the corners that are close to the axis and those that are far from the axis. n Fix an integer k, and define √ o k A = Aλ = (i, j) outer corner in λ : i ≤ kn , n √ o k B = Bλ = (i, j) outer corner in λ : j ≤ kn , and n √ √ o C = Cλk = (i, j) outer corner in λ : i > kn ∧ j > kn . This is illustrated in the figure (where we take the distance from the √ axis to be 3 instead of kn ). All the corners with letters are outer
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corners and are not part of the diagram. B B B C C C C C C A A



Theorem 3.8. There exists functions fk (n) and g(k) such that a) ∀c ∈ C : asymptotically almost surely I(c) ≤ fk (n) P b) asymptotically almost surely I(c) ≤ g(k) c∈A P c) asymptotically almost surely I(c) ≤ g(k) c∈B



d) ∀k : fk (n) −→ 0 as n −→ ∞ e) g(k) −→ 0 as k −→ ∞ Corollary 3.9. Let σ ∈ Sn be a random permutation, and k an in teger (which may depend on n), if j, t ∈ 21 , 32 , · · · , n + 12 are chosen (independently) at random then asymptotically almost surely a) If µ is the diagram corresponding to σ, and λ the diagram of P (σ) ← j then µk = λk . b) If λ1 is the diagram of (P (σ) ← j) ← t and λ2 is the diagram of (P (σ) ← t) ← j, then λ1k = λ2k . We prove the theorem in the following sequence of lemmas. Claim 3.10. For any ε > 0 there exists δ > 0 such that asymptotically √ almost surely λ1 − λxδ√ny < ε n, and δ −→ 0 as ε −→ 0. Proof. This is essentially the statement that the function Ω mentioned above is continuous near 2. (Recall that in passing from a diagram λ to √ the corresponding function Lλ we first normalize by n. The rotation that we carry out does not change the conclusion). Moreover, as we e = λ/√n almost surely deviates mentioned above, (Theorem 1.2), λ 1 1 1 from Ω at most O(n 3 − 2 ) = O(n− 6 ) = o(1). The conclusion follows. 
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Proposition 3.11. For every t ∈ (0, 2), and for almost every permu√ tation σ ∈ Sn the element x at the xt ny place in the first row of P (σ) 2 2 satisfies x ≥ t4 n + O(n 3 ). Proof. Assume σ = σ1 σ2 · · · σn , and let i1 < i2 < · · · < ix be all the indices such that σij ≤ x, where x = σij0 . Consider the random permutation τ = σi1 σi2 · · · σij0 −1 ∈ Sj0 −1 . If µ is the diagram corresponding to τ 1 √ √ 1 then asymptotically almost surely µ1 = 2 j0 + O(j06 ) ≤ 2 x + O(n 6 ) (note that n −→ ∞ implies x −→ ∞ which implies (almost surely) j0 −→ ∞). When the RSK algorithm is about to insert x into the insertion tableau of σ, there are µ1 elements at the first row which are smaller than x, so x is inserted at position µ1 + 1. √ √ 1 Hence we have xt ny = µ1 + 1 ≤ 2 x + O(n 6 ), and it follows that 2 t2 n + O(n 3 ) ≤ x.  4 Lemma 3.12. There exists a function g(k) such that asymptotically P P almost surely I(c) ≤ g(k), I(c) ≤ g(k), and g(k) −→ 0 as c∈A



c∈B



k −→ ∞ Proof. By symmetry (exchanging any element x by n + 1 − x) the two P claims are equivalent. So let us show I(c) ≤ g(k). Let ε > 0, by c∈B √ Proposition 3.11 the element x at place (2−ε) n in the first row of the insertion tableau of a random permutation σ ∈ Sn is asymptotically 2 2 almost surely greater than (2−ε) n + O(n 3 ). 4 Since insertion paths are always going to the left, we know that the √ insertion path of an element y < x ends at E(y) ≤ (2 − ε) n. By Claim 3.10, there exists a δ > 0 such that almost surely λ1 − λxδ√ny < √ √ ε√ n, and by Theorem 1.3, almost surely 2 n − λxδ√ny < ε n. If 2 √ P 2 2 k >> 0 then kn < δ, and I(c) ≤ n1 (n − (2−ε) n + O(n 3 )) ≤ ε + o(1). 4 c∈B



It follows that there exists a function g(k) as required.







Lemma 3.13. There exists a function fk (n) such that ∀c ∈ C : I(c) ≤ fk (n), and for all k fk (n) −→ 0 as n −→ ∞
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Proposition 3.14. Let µ ` n − 1 and λ ` n be obtained from µ by attaching an outer corner (i0 , j0 ). Suppose that µ is the diagram corresponding to σ|[n−1] for some σ ∈ Sn . The probability that λ is the Q diagram corresponding to σ is (1 − h1ij ). The product is taken over the set H = {(i, j) : i = i0 ∨ j = j0 } \ {(i0 , j0 )}, the opposite hook of the new corner. As usual hij stands for the (regular) hook length. Proof. The probability that λ is the shape associated with σ is



fλ2 n!



and



fµ2 . (n−1)!



the probability that µ is the shape associated with σ \ n is If λ is the diagram corresponding to σ, then µ corresponds to σ \ n iff in σ’s recording tableau the element n resides in in the new corner (i0 , j0 ). The probability for this event is ffµλ . It follows that the probability in question is fµ fλ2 fλ n! fµ2 (n−1)!



=



fλ nfµ



Denote by hλij and hµij the length of the hook of (i, j) in λ and in µ respectively. Note that hλij = hµij unless (i, j) ∈ H, in which case hµij = hλij − 1. We now apply the hook formula and calculate: n!



Y Πi,j hλ fλ 1 i,j = (n−1)! = (1 − ) nfµ hij n Πi,j hµ (i,j)∈H i,j



as claimed.  Proof of Lemma 3.13. Let us pick a random diagram λ, and let c = (i0 , j0 ) ∈ C be an outer corner that is far away from the axis. By the last proposition, the average of I(c) over all the tableaux on λ is asymptotically almost surely bounded by 1 − Y − 1 h 1 hij (i,j)∈H ij (1 − )≤ e =e hij



P



Y (i,j)∈H



(i,j)∈H



−



P



1 hij



If we show that asymptotically almost surely e ≤ sk (n) where sk (n) −→ 0 as n −→ ∞, then the probability for a random tableau on (i,j)∈H
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p p λ to satisfy I(c) > sk (n) will be bounded by sk (n) which tends to p 0 as n −→ ∞. In this case we can take fk (n) = sk (n) and satisfy our claim. It remains to prove the existence of such sk (n), which would follow from the existence of a function rk (n) such that asymptotically almost P 1 surely ≥ rk (n), and rk (n) −→ ∞ as n −→ ∞. This is proved hij (i,j)∈H



in the following lemma.







Lemma 3.15. Let k, n be integers and let λ be a random partition of n. Then asymptotically almost surely X 1 ≥ rk (n) hλij (i,j)∈H



where rk (n) = k.



log n 18



+ O(1) where the additive constant depends only on



Proof. Let ψ be the rotation of Ω in 3π to the negative direction, and 2 √ i x 0 0 let Ψ(x) = ψ( √n ) n. Assume that ψ ( √n ) ≤ 1 (the case ψ 0 ( √i0n ) > 1 is handed o n similarly). Let √ H 0 = (i, j) : i = i0 , j0 − kn < j < j0 (this is a subset of the horizontal part of the opposite hook H defined above). We claim that asympP 1 n totically almost surely already ≥ log + d where d = d(k) is hij 18 (i,j)∈H 0



a constant. √ First we prove an analogous claim for Ψ. Observe that if i > i0 − kn then Ψ(i + ∆x) − Ψ(i) ≤ 2∆x. This clearly holds if k is large enough, since Ψ0 is continuous and by assumption Ψ0 ( √i0n ) ≤ 1. Therefore P hij is a partial sum of the harmonic sum (i,j)∈H 0



1+



1 1 1 + + · · · + √n 2 3 ( k )



which includes at least one out of every three consecutive terms. Con√ P hij ≥ 31 log( kn ). sequently (i,j)∈H 0



For a random diagram λ the hook lengths of λ may deviate from those 1 of Ψ by up to tn 3 (by Proposition 3.16) where t = t(k) depends only
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on k. However we still have at least one third of the sum



n



k P 1 i=tn 3



hence at least



1 18



log(n) + d(k) for some constant d(k).



1 i



and 



Proposition 3.16. For any a > 0 (think of a small) there exists a t such that for almost every diagram λ and for any (x, y) such that a ≤ x, and a ≤ y ≤ Ψ(x), the length of the hook of (x, y) in λ is not 1 larger than the hook length in Ψ by more than tn 3



Proof. This is a simple corollary of the fact that away from the axis Ψ0 is bounded away from 0 and ∞. By Claim 3.10 there exists b < 2 such that any point (x, y) as above satisfies x < b. This implies that there exist 0 < a0 and b0 < ∞ such that ∀x ∈ [a, b] : a0 < ψ 0 (x) < b0 . Now √ √ by Theorem 1.2, on the interval [a n, b n] the L∞ distance between 1  λ and Ψ is O(n 3 ), and the claim follows. Remark 3.17. We could improve our estimation in the prove of Lemma 3.15 by replacing the 2 factor by 1 + ν for small ν’s, saying that Ψ(i + ∆x) − Ψ(i) ≤ (1 + ν)∆x, and concluding that we could take rk (n) = 1 1 log n + d(k). That would lead to sk (n) = exp(− 6(2+ν) log n + 6(2+ν) 1



d(k)) = c(k)n− 6(2+ν) . Remark 3.18. Numerical experiments give the following estimates for the probabilities we mentioned: Recall that 1 − α(n) is the probability that a swap of the last two elements of a randomly chosen σ ∈ Sn leaves the insertion tableau unchanged. Also 1 − β(n) is the probability that the insertion tableau remains unchanged after two consecutive elements at a random position in σ are swapped. Denote by γ(n) the probability that the insertion paths of two consecutive elements at a random position are not separated, but the insertion tableau of σ nevertheless remains unchanged when the two get swapped.
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n 1−α 1−β 1−γ 103 0.856 0.943 0.915 104 0.902 0.98 0.996 105 0.96 0.996 0.986 Numerical experiments indicate that for most diagrams and for every P 1 corner in the diagram the sum falls into the interval [0.39 log n, 0.54 log n]. hij H
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