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The Calibration of Image-Based Mobile Mapping Systems Cameron Ellum and Naser El-Sheimy Department of Geomatics Engineering The University of Calgary 2500 University Dr., N.W., Calgary, Canada E-mails: [email protected] and [email protected] Abstract: The accuracy of points measured by direct georeferencing critically depends on the calibration of the integrated system used for the data collection. Errors in calibration have the same effect as measurement errors, and the importance of an accurate calibration cannot be underestimated. In this paper, three elements of integrated system calibration are examined: camera calibration, boresight calibration, and lever-arm calibration. The first element refers to the determination of the camera's interior geometry, the second element refers to the determination of the differential rotations between the camera and the orientation sensor, and the third element refers to the determination of the position offsets between the camera and position sensor. Using simulated data, various misconceptions about the three elements of calibration are refuted, while other preconceptions are enforced through example. The calibration of both terrestrial and aerial integrated systems is examined. Key words: Mobile Mapping Systems, Direct Georeferencing, Boresight Calibration, LeverArm Calibration, Camera Calibration, Bundle Adjustment



1. Introduction Integrated systems, also called multi-sensor or mobile mapping systems (MMS), have become an ubiquitous mapping tool, and there is a preponderance of literature describing the design, implementation, and results from such systems. Remarkably, however, there has been relatively little written about the calibration of such systems. Instead, the focus of the literature has invariably been on increasing the accuracy of the navigational systems they employ and on automating feature extraction. Perhaps one reason why calibration has been little discussed is because it is so overwhelming. Indeed, there are few aspects of a MMS that don’t have to be calibrated. For example, a complete discussion on the calibration of an image-based MMS would have to include the following: ! ! ! !



Navigation sensor calibration Calibration of synchronisation errors between sensors Camera calibration Calibration of the relative position and orientation between sensors



The focus of this paper will be on the latter two aspects of calibration. First, an overview of calibration methods will be presented. Then, through simulation, the practical aspects of calibration will be illustrated.



2. Background The physical relationship between a camera, an inertial measurement unit (IMU), and a GPS antenna in a MMS is shown in Figure 1. In this Figure, rPM indicates the co-ordinates of a point in the mapping co-ordinate system, and r pc indicates the co-ordinates of the same point in the camera (image) co-ordinate system. Mathematically, these co-ordinates are related by
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M c rPM = r (t ) GPS − R (t ) bM R bc rGPS − µ pP r pc .



(1) where r are the co-ordinates of the GPS antenna, R is the rotation matrix between the mapping and IMU co-ordinate frames, µ pP is the scale between the image and mapping c frames, rGPS is the vector connecting the GPS antenna and the camera, and R bc is the rotation matrix between the camera and IMU frames. The t indicates the time changing quantities – specifically, the GPS position and IMU orientation. M GPS
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Figure 1: Relations between sensors in an MMS c For this paper, the important terms in Equation 1 are r pc , rGPS , and R bc . The former term – the camera co-ordinates of the point – has the effects of camera calibration embedded in it. The latter two terms describe the relative position and orientation between the navigation c sensors and the camera. Determination of the rGPS vector between the camera and the GPS antenna is known as lever-arm calibration and determination of the R bc rotation matrix between the camera and IMU is known as boresight calibration. It should be noted that some authors refer to both calibrations as the boresight calibration (or the calibration of the boresight parameters). However, to clearly demarcate between the two calibrations the terminology presented above will be followed herein.



The effect of calibration errors on the total system error can be found by performing a first-order error analysis on Equation 1. The result, shown in Equation 2, illustrates that errors in calibration have the same effect as measurement errors. As a corollary, a more accurate calibration can mean that less accurate – and less expensive – navigation sensors are required.
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2.1. Camera Calibration In MMS, cameras are usually calibrated by self-calibration. There are two reasons for this: 1. The cameras are integrated into the MMS, and it is not feasible to remove them for laboratory calibration 2. The digital-cameras prevalent in MMS have relatively unstable interior geometries and consequently require more frequent calibrations. In MMS camera self-calibrations – like in virtually all photogrammetric applications – the standard parameter set is used. This includes the camera’s focal length (c) and principal point offsets (xp, yp), two or three terms for symmetric radial lens distortion (k1, k2, k3), and two terms for decentring lens distortion (p1, p2). Additionally, for digital cameras, terms may be added to account for affinity (differential scaling) or shear of the image axes (b1, b2). An overview of this standard parameter set can be found in Fraser (1997). 2.2. Lever Arm Calibration The simplest and most common method for determining the lever arm between the GPS antenna and perspective centre of the camera is to measure it using conventional survey methods. Unfortunately, the accuracy of this technique is limited by the inability to directly observe the phase and perspective centres of the antenna and camera, respectively. Without using esoteric measurement procedures this accuracy is limited to the centimetre-level. For many applications, however, this is not sufficient. For example, requests for proposals (RFPs) for film-based aerial photogrammetric services can ask for offsets with an accuracy of better then 10mm. To achieve this accuracy, it is necessary to relate measurements of the camera to its front nodal point. In film-based cameras this can be done by making measurements to the camera’s fiducial marks. In digital cameras it is not normally possible to make direct measurements to the image plane, and consequently such a procedure is not possible. An alternative “pseudo” measurement technique is to use the difference in positions determined by GPS observations and positions resulting from a bundle adjustment. However, the accuracy of this technique is dependent upon finding a calibration field that is suitable for both GPS and photogrammetry – i.e., a field that minimises GPS errors such as multipath, and has dense and well-distributed targets for the photogrammetric measurements. If such a target field can be found, then the offset vector in the camera co-ordinate frame can be calculated using
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c M rGPS = R cM rGPS − rcM (3) c where R M is the rotation matrix between the camera and mapping co-ordinate frames. This matrix, like rcM , is available from the adjustment. Obviously, if several exposures are available, then the accuracy of the offset vector can be improved by averaging, and, if the covariance of one or both position vectors is known, by weighted averaging. Because of the difficulties in obtaining an accurate exposure position in aerial photogrammetric adjustments, this technique is really only practical for land-based systems.



Another method of determining the offsets is to include them in a bundle adjustment as unknown parameters. However, opinion on this approach is mixed. For instance, Mikhail et al (2001) indicates that the offsets are usually included, while Ackermann (1992) claims that the offsets cannot be included as they result in singularities in the adjustment. For airborne cases, the truth is somewhere in the middle. The offsets are highly correlated with both the interior and exterior orientation parameters – particularly with the focal length and exposure station position. Because of this correlation, offsets determined in the adjustment are not very accurate – especially the z-offset. For close-range photogrammetry the same conclusion applies, although the use of convergent imagery, to some degree, decorrelates these parameters and makes the recovery of the offsets more reliable. In any case, to include the offsets in the adjustment as unknowns it is necessary to provide parameter observations of the GPS positions. Otherwise the effects of focal length and z-offset cannot be separated (i.e., they are 100% correlated), and the adjustment is singular. 2.3. Boresight Calibration As outlined in section 1, a boresight calibration essentially refers to the determination of the rotation matrix R bc that relates the axes of the orientation sensor to the axes of the camera. To perform such a calibration, it is first necessary to simultaneously determine both the R cM and R bM matrices. This, in turn, requires that a known target field be imaged with the camera and orientation measuring device mounted together, the roll, pitch and yaw angles measured, and the ω , φ , and κ angles determined by resection. Then, R cM can be determined using the latter angles, and R bM can be determined by the former. With both the R cM and R bM rotation matrices available, R bc can be calculated using



( )



T



(4) R bc = R cM R bM Although this calculation can be done with a single exposure, it is obviously better to have multiple exposures and to average the results. Of course, it is not possible to simply average the individual elements of the R bc rotation matrices from each exposure station, as the resulting rotation matrix would almost certainly not be orthogonal. Instead, a set of Euler angles must be extracted from each exposure station’s R bc matrix, those angles averaged, and a final R bc reconstructed. A problem with this procedure, however, is the averaging of negative and positive angles and angles that straddle quadrant boundaries. For example, averaging 359 degrees and 1 degree will incorrectly yield 180 degrees, and averaging 270 degrees and –90 degrees will incorrectly yield 90 degrees. To overcome this problem the x (= sin(α ) ) and y (= cos(α ) ) components of each angle can be averaged and a final angle reconstructed α = tan −1 (x / y ) . It should be noted that simply rectifying the angles between 0 and 2π does not solve this problem (consider the first example).
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In practice, images at the edge of the photogrammetric block are occasionally excluded from the above average calculation because their adjusted attitude parameters are less accurate than those images closer to the middle of the block (Škaloud, 1999). An alternative



to this procedure is to weight the contribution of each exposure according to its angular standard deviations coming from the adjustment. Bäumker and Heimes (2001) presented an analogue to the above technique where instead of averaging the angles, an unweighted least-squares adjustment was used to estimate small angular misalignments. This was done after the bundle adjustment, and treated the both the orientations from the adjustment and measured orientations as fixed. Unfortunately, the method, while being conceptually more complicated than the one above, will likely give exactly the same results – if not worse, because of the small-angle approximation. Also, it is only suitable for determining small misalignments between sensors, and thus requires a reasonably accurate initial estimate for R bc . Like the lever-arm calibration, it is also possible to determine the R bc matrix by including it in a bundle adjustment as an unknown. In order to do this, the matrix is parameterised using three Euler angles. For example, if α1, α2, and α3 are the three angles, then R bc may be described by R bc = R z (α 3 )R y (α 2 )R x (α 1 ) .



(5) Of course, any order of rotation is possible. Regardless, the three angles are included as parameters in the adjustment. A disadvantage of this procedure is that the addition of these angles necessitates changes to the implementation of the adjustment, as the collinearity equations become functions of six angles instead of just three. This, in turn, makes the linearisation of the collinearity equations considerably more complex. The procedure is advantageous, however, as it better enables the covariance of the observed INS angles to be included in the calibration. It is believed this procedure is the same as that advocated by Mostafa (2001), although differences in terminology make this conclusion uncertain. Unlike the lever-arm, it is not really possible to determine the misalignment angles between the camera and IMU by making external measurements. The difficulty here is that it is not generally possible to get the orientation of the either the IMU’s or the camera’s axes from external measurements to them. A summary of the techniques for boresight and lever-arm calibration – along with their advantages and disadvantages – is presented in Table 1. Table 1: Summary of techniques for boresight and lever-arm calibration Technique External measurement (lever-arm only) Post-adjustment averaging Including in adjustment as unknown parameter



Advantages Independent from the bundle adjustment ! Does not require any changes to the adjustment ! Conceptually simple ! Permits full covariance information to be more easily included !



Disadvantages Difficulty in observing centres of antenna and camera ! Requires accurate space resection !



Correlations with other parameters mean results may not be reliable ! Requires changes to the nominal bundle adjustment !



3. Camera Calibration Simulations Three different target fields were simulated to test the self-calibration of cameras in integrated systems. For each of these calibration fields, different configurations of imaging geometry and input data were generated and then adjusted using bundle adjustment software developed at the University of Calgary (Ellum, 2002). The simulated target fields correspond to practical target fields used in both photogrammetry and computer vision. 3.1. 3-D Calibration Cube The first target field was a three-dimensional calibration cube like the one pictured in Figure 2. Such a cube has all the characteristics generally espoused for fields used for selfcalibration – chiefly, target points that are dense and well distributed in all three dimensions (Fraser, 1997). The simulated target field was 2.25 m high, 2.25 m wide, and 2 m high. It had 16 vertical bars, on each of which 4 targets were mounted. The targets were arranged randomly on the bars, except for a constraint on the minimum proximity of one target to another. This was done to ensure an adequate distribution of points on each bar.



Figure 2: Typical camera-calibration cube



In the nominal imaging configuration used in the calibration cube simulations, five exposures were captured from stations located on an arc level with the centre of the cube and 5 m from it. At each exposure, the optical axis of the camera was aligned with a vector emanating from the centre of the cube. The angle between two adjacent vectors was set at 22.5° so that the maximum convergence angle between the first and last exposures would be 90°. For each exposure, the camera was rotated 90° along its optical axis relative to the previous camera. This meant that after the five exposures the camera had done a full roll rotation and returned to its original roll angle. To better simulate real-world conditions, white noise with a maximum of 0.25 m was added to the positions. Similar noise, but with a maximum of 2.5°, was added to the orientations. The nominal imaging configuration is shown below in Figure 3.
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Figure 3: Calibration cube imaging geometry



In addition to simulations done with the imaging configuration described above, simulations were also performed using configurations with slight variations. Three changes were made. The first change was to rotate the camera 90° in only one direction along its optical axis. In other words, instead of the camera completing an entire roll rotation through 360°, it is only rotated 90° in one direction for the second and fourth exposures. The second change was to eliminate the rotations altogether, and have all exposures captured with the same roll angle. Finally, the third change was to treat all but 4 of the targets in the calibration field as tie points. This variation was examined because measuring target points in a real calibration cube is a difficult and tedious process that – because of cube instability – must be periodically repeated. Having only 4 control points greatly reduces these mensuration requirements. The simulated configurations are summarised in Table 2 Table 2: calibration cube exposure configurations Configuration A B C D E F



Description All control points, full roll rotations All control points, one sided roll rotations All control points, no roll rotations Minimal control points, full roll rotations Minimal control points, one sided roll rotations Minimal control points, no roll rotations



The specifications of the camera used in all the calibration cube simulations are shown in Table 3. The values essentially correspond those from a real Kodak DC260 consumer digital camera that has been routinely calibrated at the University of Calgary. The only significant difference between the real and simulated values is the addition of a differential scaling of the x and y image axes. Such scaling has not been observed in the actual camera. However, it may be present in digital cameras used for close-range photogrammetry; hence its inclusion here. Table 3: Close-range digital camera specifications (units – pixels) c 1700



xo 765



yo 510



k1 k2 -8 3.75×10 -2.50×10-14



p1 3.35×10-7



p2 2.79×10-7



b1 1.79×10-4



Results corresponding to the configurations described in Table 2 are shown below in Table 4. For each configuration, 500 simulations were run. Both new exposure stations and target fields were generated for each trial. For all simulations in this Table (and throughout



this paper) the standard deviation of the image measurements was a fairly pessimistic 0.5 pixels in both x and y. Table 4: Calibration cube camera calibration results (RMSE) Configuration A B C D E F



c 0.80 0.87 0.87 2.17 2.11 2.49



xo 2.86 2.77 2.75 3.27 3.58 6.99



yo 2.15 2.08 1.91 2.39 2.90 6.63



k1 2.09×10-9 2.16×10-9 1.92×10-9 3.09×10-9 2.96×10-9 2.81×10-9



k2 3.48×10-15 3.54×10-15 2.99×10-15 5.09×10-15 4.97×10-15 4.44×10-15



p1 3.14×10-7 3.01×10-7 2.95×10-7 3.60×10-7 4.22×10-7 8.29×10-7



p2 2.40×10-7 2.38×10-7 2.11×10-7 2.76×10-7 2.98×10-7 3.08×10-7



b1 1.70×10-4 1.62×10-4 1.58×10-4 1.91×10-4 1.98×10-4 9.20×10-4



The most notable conclusion that can be drawn from Table 4 is that when all the target points were treated as control points, rotating the camera about its optical axis had a negligible – and not always positive – impact on the accuracy of the calibration parameters. This runs contrary to photogrammetric doctrine that states an accurate self-calibration requires orthogonal roll rotations to decorrelate the principal point offsets from the decentring distortion terms and camera orientation (Kenefick et al., 1972; Fryer, 1996; Fraser, 1997). Of course, this is not to say that the doctrine is incorrect. Rather, it should be clarified that in highly controlled and redundant networks with strong geometry, the solution is strong enough that the effects of parameter correlations are not significant. Note, however, that this not the same as saying that the parameter correlations are reduced or eliminated, as high correlations (>99%) still exist. It is also not the same as saying that roll rotations are always unnecessary, as the results in Table 4 also clearly show that in minimally controlled networks such rotations are critical for an accurate determination of the principal point offsets. The other significant conclusion from Table 4 relates to the minimally controlled networks. With such a network it is possible to achieve camera calibration accuracies that are largely equivalent to those from a fully controlled network. Thus, the time-consuming and laborious process of surveying the target field can be avoided for all but the most demanding calibrations. To perform calibrations using a minimally controlled target field, however, the caveat from the previous paragraph must be kept in mind – orthogonal roll rotations are required. The only significant variation in calibration accuracy between the fully controlled and the minimally controlled networks is in the principal distance. However, the accuracy is still likely close the “noise” level for the principal distances of the non-metric digital cameras used in close-range photogrammetry. If, for example, the camera were a Kodak DC260 (upon which the simulations were based) the 2 pixel error in principal distance would correspond to about 10 µm. 3.2. Planar Calibration Field The second target field with which simulations were performed was a two-dimensional grid of targets. Such planar target fields have a number of advantages over calibration cubes or other three-dimensional target fields. Foremost among these is that it is far easier to automate image point measurement from such a field than it is with a three-dimensional field. Also, the establishment of such fields is easier and the field requires less space. Planar fields are widely used in computer vision for camera calibration – see, for example Triggs (1998) or Zhang (2000). In the photogrammetric community, however, they are used much less frequently because of a preference for three-dimensional fields. It is worthwhile to investigate whether this bias is entirely justified.



The nominal imaging configuration for the planar calibration field was the same as for the calibration cube. As with the calibration cube, simulations were performed altering the camera roll angles and the number of control points in the target field. In addition, another variation was added where the pitch angles of the exposures was changed. In other words, the target field was viewed from two planes that converge at 90°. This second variation is shown in Figure 2, which also shows the target point configuration when minimal control points were used. It should be noted that although the exposures stations are depicted in this Figure as changing, in reality the simulated target field is small enough that it could be moved while the camera was held fixed.
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Figure 4: Planar Calibration Field Imaging Geometry



The configurations for the first eight simulations performed using the planar calibration field are summarised below in Table 5. In these configurations the simulated plane was 1.6 m in both width and height, and had targets spaced at 0.2 m in height and 0.4 m in width. This made for 45 targets in total. When the field was viewed from two planes (i.e., from two different pitch angles), the exposures were located approximately 1.8 m away from the centre of the field. When it was viewed from only one plane, the exposures were 2.5 m away. In both cases the distances were chosen so that there was an adequate distribution of points in the images. For all configurations, white noise with a maximum of 0.25 m and 2.5° was added to the exposure positions and orientations, respectively, before the image points were simulated. The same camera was used as was used for the simulations done with the calibration cube. Table 5: Planar Calibration Field Camera Configurations Configuration G H I J K L M N



Description All control points, 2 viewing planes, full rotation rolls All control points, 2 viewing planes, no roll rotations All control points, 1 viewing plane, full rotation rolls All control points, 1 viewing plane, no roll rotations Minimal control points, 2 viewing planes, full rotation rolls Minimal control points, 2 viewing planes, no roll rotations Minimal control points, 1 viewing plane, full rotation rolls Minimal control points, 1 viewing plane, no roll rotations



Table 6 shows the results for simulations performed using the configurations in Table 5. Again, 500 simulations were performed with new exposure stations being generated for every trial. By comparing these results with the results in Table 4, it can be seen that with a planar calibration field it is possible to achieve accuracies that are only slightly worse than those



achieved using a calibration cube. It is important to emphasise, however, that this conclusion is only valid under the assumption that it not feasible to view the cube from significantly different roll angles. For most calibration cubes, though, this can generally be considered the case. The other significant conclusion that can be drawn from is that if the network is strongly controlled, than good calibration results can be achieved even with less-than-ideal exposure geometries. Configuration J is particularly notable in this regard, as it corresponds to a target field that could easily be implemented for the calibration of terrestrial MMS. For example, the targets could be affixed to the side of a wall that can be viewed by the mobile mapping system. Table 6: Planar Calibration Field Camera Calibration Results (RMSE) Configuration G H I J K L M N



c 0.87 0.95 1.75 2.12 1.21 1.21 3.49 3.50



xo 2.36 2.24 3.14 2.90 2.63 4.65 4.03 13.02



yo 2.22 1.83 2.73 2.68 2.27 4.60 4.24 10.76



k1 1.69×10-9 1.60×10-9 2.35×10-9 2.52×10-9 2.47×10-9 2.25×10-9 4.85×10-9 4.25×10-9



k2 2.59×10-15 2.34×10-15 3.61×10-15 3.79×10-15 3.59×10-15 3.13×10-15 5.56×10-15 5.76×10-15



p1 2.64×10-7 2.45×10-7 3.42×10-7 3.19×10-7 2.88×10-7 4.07×10-7 4.23×10-7 1.40×10-6



p2 2.42×10-7 2.00×10-7 2.93×10-7 2.78×10-7 2.49×10-7 5.00×10-7 3.78×10-7 1.11×10-6



b1 4.74×10-4 4.68×10-4 3.19×10-4 3.38×10-4 5.10×10-4 7.93×10-4 4.81×10-4 8.02×10-4



Of course, a planar target field is not a panacea for camera calibration. Indeed, Table 6 highlights a danger of using such a target field – namely, the poor accuracy of calibrations performed using minimally controlled networks. However, this accuracy really only reaches critically poor levels when both convergent pitch angles and orthogonal roll rotations are neglected. Counterbalancing this poor accuracy is the relatively good accuracy when both considerations are followed. As mentioned above, image mensuration from images of planar target fields can be automated with much greater ease than from images of three-dimensional fields. Consequently, in planar fields the number of targets can be increased essentially without any operational cost. Thus, it is practical to investigate what impact an increase in targets has on calibration accuracy. It is also interesting to examine the impact of non-orthogonal convergent imagery (i.e., the difference in yaw angles of the two end exposures is less than or greater than 90°). Both changes were tested in simulations described in The results in Table 8 also show that with a planar calibration field with roll rotations neglected it is possible to achieve calibration accuracies that are essentially equivalent to those obtained from the ideal calibration cube field with roll rotations. Table 7, and the results from the simulations are shown in Table 8. For comparison’s sake, the same investigations were also conducted for the calibration cube. In both cases, the configuration chosen treated all points as control points and neglected orthogonal roll rotations. From Table 8 it can be seen that for both the planar calibration field and the calibration cube increasing the number of points – and consequently the network redundancy – increased the accuracy of the calibration. Indeed, for the planar calibration field doubling the number of targets roughly doubled of the calibration accuracy. For the calibration cube, the improvement is smaller. This was, however, expected, as the network geometry of the calibration cube adjustment was already so strong that it was unlikely an increase in redundancy would have a significant impact on calibration accuracy. The results in Table 8 also show that with a planar calibration field with roll rotations neglected it is possible to



achieve calibration accuracies that are essentially equivalent to those obtained from the ideal calibration cube field with roll rotations. Table 7: Camera Calibration Configurations O-R Configuration O P P P S T U V



Description Same as configuration J, but with double the number of target points Same as configuration J, but with a 60° convergence angle Same as configuration J, but with a 120° convergence angle Same as configuration J, but with a 120° convergence angle and double the number of targets Same as configuration C, but with double the number of target points Same as configuration C, but with a 60° convergence angle Same as configuration C, but with a 120° convergence angle Same as configuration C, but with a 120° convergence angle and double the number of targets



Table 8: Effects of Geometry and Network Redundancy on Camera Calibration (RMSE) Configuration J O P Q R



c 2.12 1.17 3.50 1.58 0.90



xo 2.90 1.72 2.86 3.16 1.78



yo 2.68 1.60 2.54 2.84 1.83



k1 2.52×10-9 1.30×10-9 2.31×10-9 2.73×10-9 1.35×10-9



k2 3.79×10-15 2.03×10-15 3.34×10-15 4.32×10-15 2.18×10-15



p1 3.19×10-7 1.85×10-7 3.07×10-7 3.40×10-7 1.97×10-7



p2 2.78×10-7 1.63×10-7 2.58×10-7 3.15×10-7 1.94×10-7



b1 3.38×10-4 1.69×10-4 2.88×10-4 3.42×10-4 1.90×10-4



C S T U V



0.87



2.75



1.91



0.61 0.80 0.81 0.57



2.04 2.66 2.72 1.97



1.28 1.93 1.87 1.27



1.92×10-9 1.39×10-9 1.90×10-9 1.91×10-9 1.39×10-9



2.99×10-15 2.14×10-15 2.91×10-15 3.03×10-15 2.19×10-15



2.95×10-7 2.21×10-7 2.89×10-7 2.87×10-7 2.08×10-7



2.11×10-7 1.44×10-7 2.31×10-7 2.07×10-7 1.52×10-7



1.58×10-4 1.13×10-4 1.64×10-4 1.62×10-4 1.17×10-4



3.3. Aerial Calibration Field The third and final calibration field that was used to examine camera calibration was an aerial photogrammetric test field. The test field, partly shown in Figure 5, was based on an actual test field in Calgary that was recently used for a boresight calibration of an integrated system. The aforementioned system used a medium-format digital camera, upon which the specifications for camera used in the aerial simulations were also based. These specifications are shown in Table 9.
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Figure 5: Aerial Calibration Field Imaging Geometry Table 9: Aerial Digital Camera Specifications c 3400



xo 1532



yo 1028



k1 3.40×10-8



k2 2.00×10-15



p1 -2.25×10-7



p2 -2.25×10-7



b1 -1.50×10-4



For the aerial calibration field, six different exposure station configurations were simulated. All configurations had 4 forward flight lines and 2 cross flight lines as depicted in Figure 5. This nominal configuration was varied in three different ways. First, the flying heights for the forward and cross flight lines were changed; second, exposure station parameter observations were added; and third, the trajectory of the forward flight lines was changed. The different configurations resulting from these variations are shown in Table 10. It should be noted that configurations AA and AB specify sloping and parabolic trajectories, respectively, for the forward flight lines. While such trajectories are certainly possible, whether they are permitted or not is another question altogether. Also, these trajectories would make both automatic and manual measurement of ground points more difficult. Table 10: Aerial Camera Calibration Configurations Configuration W X Y Z AA AB



Description Two different flying heights – 400 m and 700 m Two different flying heights – 400 m and 900 m One flying height – 500 m, exposure position parameter observations Same as configuration S, except with exposure position parameter observations Same as configuration S, except with forward flight lines sloping at approximately 10° Same as configuration S, except parabolic forward flight paths, with start and end slopes of approximately 10°



For the each of the simulations done with the aerial calibration field, 500 trials were run. In each trial the location and azimuth of the block of exposures was changed and white noise with a maximum of 5.0 m and 2.0° was added to the positions and orientations respectively. In addition, for the simulations done with parameter observations, randomly distributed noise of 10 cm in both horizontal directions and 15 cm in the vertical direction was added to the positions after the points in the images had been simulated. Such values are representative of



the values possible from using kinematic GPS (keeping in mind that in calibration flights short baselines and multiple base stations are the rule). Results for the aerial calibration field simulations are given in Table 11. From this table it is immediately apparent that it is not possible to accurately recover the focal length unless the exposure positions are constrained in the adjustment. Certainly, flight lines at different elevations give very poor results – in some cases the reported focal length was more than 5% off its true value. Sloping and parabolic flight lines bring some improvement, but – as stated above – whether such flight patterns are feasible is unknown. Table 11: Aerial Camera Calibration Results (RMSE from 500 trials) Configuration W X Y Z AA AB



c 43.46 45.60 0.66 0.64 11.47 16.71



xo 3.59 3.80 1.77 2.01 2.23 3.00



yo 3.19 3.15 1.53 1.59 3.75 2.76



k1 3.01×10-10 2.97×10-10 2.54×10-10 2.46×10-10 2.30×10-10 2.65×10-10



k2 1.08×10-16 1.07×10-16 9.33×10-17 8.89×10-17 8.48×10-17 9.79×10-17



p1 1.14×10-7 1.25×10-7 2.56×10-8 2.76×10-8 6.18×10-8 9.92×10-8



p2 9.80×10-8 1.00×10-7 2.32×10-8 2.37×10-8 1.34×10-7 8.26×10-8



b1 6.33×10-5 6.25×10-5 6.20×10-5 5.51×10-5 9.27×10-5 7.02×10-5



4. Boresight and Lever-Arm Calibration For the boresight and lever-arm calibrations, two sensor configurations were examined. The first configuration was a terrestrial calibration that was done using a planar target field and the second was an aerial calibration using the target field described above. 4.1. Terrestrial MMS Calibration There were two reasons for selecting a planar target field for the terrestrial MMS calibration: first, the results from section 3.2 showed that a well-controlled planar target field could provide an accurate calibration, and second, maintaining a three-dimensional target field of sufficient size for a terrestrial MMS is not always practical. It is equally as impractical to establish such a field every time a calibration is performed. As detailed in the theoretical background, there are two techniques to determine the leverarm in a bundle adjustment. The first is to determine it after the adjustment by differencing the input and output camera positions, and the second is to include it in the adjustment as an unknown parameter. Both possibilities were tested in the simulations shown in Table 12. For the close-range calibrations the misalignment angles between camera and IMU were calibrated for using the averaging technique only.



Table 12: Close-Range Boresight and Lever-Arm Calibration Configurations Configuration Description Lever-Arm determined by averaging A 0° misalignment angles between camera and IMU B 5° misalignment angles between camera and IMU D 45° misalignment angles between camera and IMU E Same as configuration A, but with a 60° convergence angle F Same as configuration A, but with interior orientations constrained to observed values Lever-Arm included in the adjustment as an unknown parameter G 5° misalignment angles between camera and IMU H Same as configuration A, but with a 60° convergence angle I Same as configuration A, but with interior orientations constrained to observed values



A note is required on configurations F and I in Table 12. For these tests, it was assumed that the results from a previous camera calibration were available, and were used as parameter observations in the adjustment. The weights for the parameter observations were taken from Table 4. To simulate the uncertainty in the parameters, noise with the same variance as the parameter observations was added to the camera parameters before the image points were generated. The results of the close-range boresight and lever-arm calibrations are contained within Table 13. It is apparent that there is little difference in results between calibrations done with the lever-arm included as a parameter, and those done with it averaged after the adjustment. Notably, both are about as accurate as a lever-arm that was physically measured would be. Of course, determining the lever-arm in the adjustment is considerably easier and faster than measuring by external means. The data in Table 13 also shows that when the network configuration is strong enough the camera can be calibrated in addition to the leverarm and misalignment angles. Indeed, the camera should be calibrated, because when the interior orientations are treated as known in the adjustment the result is a decline in calibration accuracy – particularly in the accuracy of the camera/IMU misalignment angles. Table 13: Close-Range Boresight and Lever-Arm Calibration Results (RMSE from 500 trials) Configuration units A B D E F G H I



c 1.40 1.40 1.39 2.32 1.38 2.11 -



xo pixels 2.80 2.70 2.90 2.68 3.05 2.72 -



yo



xc/gps



1.80 1.83 1.74 1.74 1.84 1.61 -



0.009 0.009 0.009 0.010 0.010 0.009 0.010 0.011



yc/gps metres 0.014 0.013 0.014 0.013 0.015 0.014 0.014 0.014



zc/gps 0.010 0.010 0.011 0.013 0.016 0.010 0.012 0.016



θx 3.4 3.5 6.6 3.2 7.2 3.5 3.0 6.8



θy minutes 5.5 5.2 4.7 5.1 8.5 5.9 5.3 8.4



θz 0.4 0.5 4.7 0.4 0.5 0.4 0.3 0.8



The accuracy of the lever-arm determined in the close-range calibrations largely depended on the accuracy of the GPS positions. If, for example, the GPS positions are considered error-free, than the lever-arm is three or more times as accurate than it otherwise would be. This illustrates that – for close-range calibrations, at least – accurate GPS positions are critical. This also implies that the positions of the targets in the target field must also be as accurate as the GPS positions.



Finally, it should be noted that when the lever-arms were included in the adjustment as an unknown parameter, it was no longer possible to calibrate for affinity in the image axes. Fortunately, in modern CCD chips the affinity term is usually very small and its omission has a negligible effect on accuracy. 4.2. Aerial MMS Calibration The 8 configurations used in the aerial lever-arm/boresight calibration simulations are shown below in Table 14. They are divided into three categories, depending on which parameters were included in the adjustment. For the final two tests (configurations P and Q), the leverarm was considered measured prior to the boresight and lever-arm calibration, and was held fixed in the adjustment. To simulate measurement error, biases of 1 cm normally distributed noise with a standard deviation of 0.5 cm were added to each co-ordinate of the lever-arm. In the tests where the misalignment angles were included in the adjustment (configurations M, N and O), the observed angles were given parameter observations with weights of 0.01° in roll and pitch, and 0.02° in azimuth. These values are slightly pessimistic values based on the advertised performance of Applanix’s POS AV 410 (Applanix, 2002). Table 14: Aerial boresight and lever-arm calibration configurations Configuration Description Camera/GPS lever-arm included in the adjustment as an unknown parameter; Camera/IMU misalignment angles determined by averaging J Two different flying heights – 400 m and 700 m K One flying height – 500 m L Forward flight lines sloping at approximately 10° Camera/GPS Lever-Arm and Camera/IMU misalignment angles included in the adjustment as unknown parameters M Two different flying heights – 400 m and 700 m N One flying height – 500 m O Forward flight lines sloping at approximately 10° Lever-Arm held fixed; misalignment angle included in the adjustment as unknown parameters P Two different flying heights – 400 m and 700 m Q One flying height – 500 m



The results of the Aerial calibration simulations are shown in Table 15. The most obvious conclusion that can be drawn from this Table is that it is not possible to accurately determine the lever-arm by including it in the adjustment. A lever-arm determined in this manner would be entirely ineffective for direct-georeferencing. The other conclusion from Table 15 is that the boresight calibration is flexible with regard to what else is calibrated for in the adjustment. The reason for this is that all calibrations had essentially the same accuracy in the principal point offsets, and it is these parameters that most affect the accuracy of the misalignment angles. Finally, the last significant conclusion available from Table 15 is that including the boresight misalignment angles in the adjustment improves calibration accuracy – but only slightly. The reason for the improvement is likely the better handling of the angular covariance information from the IMU.



Table 15: Aerial boresight and lever-arm calibration results (RMSE from 500 trials) Configuration units J K L M N O P Q



c 0.92 12.66 1.77 0.89 12.52 1.80 0.64 0.67



xo pixels 2.64 2.91 2.08 2.02 2.95 1.84 1.90 1.82



yo 2.42 2.66 1.85 1.58 2.54 2.38 1.43 1.52



xc/gps 0.26 0.33 0.18 0.08 0.32 0.13 0.01 0.01



yc/gps metres 0.23 0.29 0.18 0.08 0.28 0.26 0.01 0.01



zc/gps 0.12 1.86 0.25 0.12 1.83 0.26 0.01 0.01



θx 1.9 1.7 1.4 1.5 1.7 1.5 1.5 1.6



θy minutes 2.2 1.9 1.8 1.9 2.0 1.6 1.9 1.9



θz 0.9 0.3 0.3 0.3 0.3 0.3 0.3 0.3



It is worthwhile to mention the additional parameter correlations introduced when the boresight misalignment angles are included in the adjustment. The boresight angles that correspond to roll and pitch movement of the camera are moderately correlated with the principal point offsets (~80%), and highly correlated with the decentring lens distortion parameters (~95%). Neither correlation is surprising, as it is well known that both the principal point offsets and decentring lens distortion parameters are significantly correlated with the angular elements of exterior orientation.



5. Conclusions and Recommendations The key conclusions from this paper can be divided into two categories. The first set relates to camera calibration: !



Orthogonal roll rotations are not required in self-calibrations when a well-controlled and three-dimensional target field is used.



!



A planar target field can provide calibration accuracies equivalent to a threedimensional field, providing appropriate care is taken with respect to imaging geometries.



The second set of conclusions relates to the boresight and lever-arm calibrations !



For aerial MMS, the lever-arm should be measured using survey techniques. Determining it in an adjustment or from the results of an adjustment does not give sufficiently accurate results.



!



For terrestrial MMS, the lever-arm can be determined either from the results of an adjustment, or in the adjustment itself. Both will give accuracies roughly equivalent to those possible from measuring the offset by external means. However, care must be taken to obtain accurate GPS positions.



!



For all boresight and lever-arm calibrations, it is advantageous to simultaneously calibrate the camera while calibrating either the lever-arm or boresight.
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