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Abstract Primality Testing, the problem of algorithmically identifying prime numbers, is of critical importance to cryptographic systems such as RSA. We give an expository survey of some of the algorithms currently at the forefront of the field. We focus on the AKS and Miller-Rabin primality tests; we have implemented, tested and timed both of these algorithms.
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Introduction



Prime numbers are fundamental to much of mathematics. Primes have been seriously studied since at least around 300BC, when a proof that there are infinitely many appeared in the ninth book of Euclid’s Elements. Today we have more practical reasons to study primes. Since the invention of digital computer networks, cryptographic algorithms based on number theoretic problems have become crucial to secure communication. We will present two efficient algorithms for determining whether a given number is prime or composite. First we present the AKS test. We have made modifications to both the algorithm and its proof of correctness. These modifications are intended to simplify and improve the performance of the algorithm. Second we present the Miller-Rabin test. The Miller-Rabin test is used by libraries such as OpenSSL1 . We begin with some motivation for the study of primality testing. We briefly explain encryption and decryption using RSA as presented in [17]. This is the means by which most secure internet transactions begin. ∗ 1



[email protected] http://www.openssl.org/docs/apps/genrsa.html
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To create a key, one begins by choosing two different prime numbers p and q and a suitable exponent e (usually e = 65537).2 The public key is the pair n = pq and e; the number n is called the modulus. The public key is distributed to other parties to allow them to encrypt messages. The private key, which is needed for efficient decryption, is the pair n and another exponent d. The decryption exponent d is calculated to have the property de = 1 + k(p − 1)(q − 1) for some integer k; the extended Euclidean algorithm allows d to be calculated efficiently. To encrypt a message, it must first be converted to a number m ∈ Z∗n . The ciphertext c is calculated as c = me (mod n) and is transmitted. To decrypt a message c, one calculates m′ = cd (mod n). As a result of Euler’s theorem, m′ = cd = (me )d = m1+k(p−1)(q−1) = m · (mφ(n) )k = m (mod n), where φ(n) represents the Euler totient function. Hence this method successfully transmits m. ‘Breaking’ RSA – that is, decrypting a message without being given the private key, is usually done by factoring n to find p and q and thus obtaining the private key.3 Hence we see that the security of RSA depends on n being difficult to factor. This requires us to choose p and q to be large (typically hundreds of digits in length) and difficult for others to guess, which means we must choose them randomly. In order to assume that RSA is secure, we must assume that there are no efficient algorithms for factoring large integers.4 However, we must also have efficient algorithms for randomly generating large primes; otherwise generating good RSA keys would be computationally impossible. This problem can be solved and we shall explain some practical methods for doing so. We will begin in Section 2 by showing that efficiently finding random primes can be done once one has an efficient primality testing algorithm. In Section 3 we will demonstrate the failings of elementary primality testing methods. Then, after having clarified the need for them, we will begin introducing some polynomial time tests. Deterministic tests are discussed in Section 4 and probabilistic tests are discussed in Section 5. After discussing a more theoretical viewpoint in Section 6, we conclude with Section 7. Our references and the appendix can be found at the end of this document. We aim to give an overview of these algorithms that is intelligible to most senior undergraduate computer science or mathematics students. Some of the more interesting and simpler results are included in the main body of this document. However, we also wish to provide sufficient detail and rigor to convince the reader of the correctness of our main claims in a self-contained manner; for this reason we include several proofs in the appendix. The reader is warned that the proofs in the appendix are much longer and more difficult. Familiarity with mathematical rigor, modular arithmetic and abstract algebra (groups, rings and fields) is required to be comfortable with our arguments. 2



Note that we require gcd(e, (p − 1)(q − 1)) = 1. It has not been shown that factoring n is necessary for decrypting messages. It may be possible that an efficient method for breaking RSA exists which does not require factoring n. 4 An efficient algorithm for integer factorisation which runs on a hypothetical quantum computer has been devised by P. Shor in 1994 [20]. Quantum computers are still mostly hypothetical devices. This algorithm does not present an immediate threat to RSA. 3
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The Guess-and-Check Algorithm



The method generally used for randomly finding large primes proceeds as follows. It is the method recommended by [17]. Step 1. Randomly choose a suitable integer n. Step 2. If n is prime, we are done; return n. Step 3. If n is composite, we try again; go to Step 1. While it is immediately obvious that this algorithm is correct, it is not so obvious that it is efficient. For this to be efficient, we require that there be many suitable primes so that the probability of finding one randomly is large. We also require an efficient means of identifying when we have found a prime number. What is meant by a ‘suitable’ integer varies depending on the application.5 We shall assume that suitable means 2 ≤ n ≤ m for some provided upper bound m. Now we wish to prove that there are sufficiently many prime numbers in such intervals. Let π(x) denote the number of prime numbers less than or equal to x. The famous prime number theorem states that π(x) x ln(x)



→ 1 as x → ∞.



This allows us to determine that the expected number of iterations required for the Guessand-Check algorithm is θ(log(m)). We shall not prove this; however, we shall prove a weaker but sufficiently powerful lower bound on π(x), which allows us to give an upper bound on the complexity of this algorithm. For each positive integer m denote the lowest common multiple of the numbers 1, 2, · · · , m by L(m) = min{a > 0 : i|a (1 ≤ i ≤ m)}. We give a lower bound on L(m) which leads to a lower bound on π(m). Lemma 1. For m ≥ 1, L(m) ≥ 2m−2 . Proof. This proof comes from [14]. Let Im = Since 0 ≤ x(1 − x) ≤ points, we have



1 4



Z



1 0



xm (1 − x)m dx.



for 0 ≤ x ≤ 1 and 0 < x(1 − x) 



1 4



everywhere except three isolated



1 0 < Im < ( )m . 4
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It is recommended by [17] that p and q have certain properties. The definition of suitable may be slightly more complicated than is mentioned here.
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Also, Z
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Im · L(2m + 1) =
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0
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n = (−1)i · L(2m + 1) · i i=0 m   X n L(2m + 1) , = (−1)i m+i+1 i



Z



1



xm+i dx



0



i=0



which is a strictly positive integer, since 1 ≤ m + i + 1 ≤ 2m + 1 implies that L(2m + 1) is always divisible by m + i + 1. It follows that Im · L(2m + 1) ≥ 1, so 1 1 ≥ 1 m. Im (4)



L(2m + 1) ≥ For odd m we obtain L(m) ≥ 4



m−1 2



= 2m−1 > 2m−2 ,



and for even m, L(m) ≥ L(m − 1) ≥ 2m−2 .  Theorem 2. For m ≥ 1, π(m) ≥



m−2 log2 (m) .



Proof. This proof also comes from [14]. We first give an upper bound on L(m) based on prime numbers; then, using the lower bound from Lemma 1, we are able to derive the required result. Let p1 , p2 , · · · , pπ(m) be all the primes less than or equal to m and let π(m)



Pm =



Y



⌊logpi (m)⌋



pi



.



i=1



We wish to show that Pm ≥ L(m) (in fact they are equal). We do this by showing that any integer n with 1 ≤ n ≤ m divides Pm ; so Pm is a common multiple of 1, 2, · · · , m; since L(m) is the least common multiple, the result will follow. Take 1 ≤ n ≤ m and let the prime decomposition of n be e



π(m) n = pe11 pe22 · · · pπ(m) .



For 1 ≤ i ≤ π(m) we have ⌊logpi (m)⌋



so pei i divides pi



pei i ≤ n ≤ m =⇒ ei ≤ logpi (m),



and hence n divides Pm .



By Lemma 1, we have Pm ≥ L(m) ≥ 2m−2 . 4



Since



π(m)



Y



logpi (m)



pi



i=1



we have



π(m)



Y i=1



logp (m) pi i



≥ Pm ≥ 2m−2 ,



π(m)



=



Y i=1



m = mπ(m) ≥ 2m−2 .



Hence π(m) ≥ logm (2m−2 ) =



m−2 . log2 (m) 



For m ≥ 3, the probability of randomly choosing a prime number from the interval 2 ≤ n ≤ m, is at least m−2 1 log2 (m) ≥ . m−1 2 log2 (m)



The number of iterations required by the Guess-and-Check algorithm to randomly find a prime in the range 2 ≤ n ≤ m is geometrically distributed. Hence the expected number of iterations is O(log(m)). This shows us that once we have an efficient method for identifying primes, we already have an efficient method for finding primes and generating RSA keys. This motivates our search for efficient primality testing algorithms. Note that we require a general primality test – that is, a test which works efficiently for any n > 1. There are several primality tests which are only efficient for numbers with particular properties: For example, the Lucas-Lehmer-Riesel test [16] works efficiently for Mersenne numbers – numbers of the form 2k − 1 – but not for arbitrary numbers.
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Trial Division



Trial division, also known as exhaustive division, is a simple primality test. It attempts to find a divisor of n, the number being tested. If it finds one, it determines that n is composite; if not, it determines that n is prime. Without any further analysis, it is obvious that this cannot be of much use in the RSA system; this is in fact a factoring algorithm. If this algorithm were used for RSA key generation, then an eavesdropper could use the same algorithm to factor the key. If we wish to use primality testing to our advantage in RSA, we will need an algorithm which is significantly faster than any factoring algorithm. This tells us that we cannot possibly use a ‘constructive’ compositeness test. Whatever primality test we use must give us no useful information about the factors of a composite number. Nevertheless, we shall continue to analyse this algorithm.
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A first attempt at this method would divide n by 2, 3, 4, · · · , n − 1. It is clear that n is prime ˜ if and only if none of these numbers divides it. This takes θ(n) time.6 We can improve on this by noting that, if n is composite, then at least one of its factors must be √ √ less than or equal to n. This means we need only divide n by 2, 3, 4, · · · , ⌊ n⌋, which requires √ ˜ n) time. We can further improve on this by only trying prime divisors. Theorem 2 tells us θ( √ prime divisors to consider. Thus we cannot hope that, for n ≥ 3, there are still at least ⌊logn−1⌋ 2 (n) to benefit significantly from eliminating composites. Trial division is clearly far too slow to be of practical use. Unfortunately, there are no obvious algorithms for solving this problem; we must appeal to more complicated methods to achieve the desired complexity. We want a polynomial time primality test; the running time of the algorithm must be bounded by a polynomial in the length (number of bits) of n. A polynomial time algorithm will have a complexity of the form O((log(n))k ), where k is some positive integer. Remarkably, this can be achieved, as we shall soon see.



4



The AKS Primality Test



In this section we discuss polynomial time deterministic primality tests. 4 ) time. ˜ The first such test was discovered by G. Miller in 1976 [13]; it runs in O((log(n)) However, it is not known that the test is correct, as the proof depends on the correctness of the extended Riemann hypothesis, which remains unproven.



The first unconditional algorithm is due to Manindra Agrawal, Neeraj Kayal and Nitin Saxena (AKS) [1]; it was only discovered in 2002. We follow their presentation with some changes. The idea behind the test is the following result. Lemma 3. If p is prime, then (u + v)p = up + v p (mod p) and (x + a)p = xp + a in the polynomial ring over Zp . Proof. We have p



p



(u + v) = u +



p−1   X p i=1



where



i



ui v p−i + v p ,



  p (p − 1)(p − 2) · · · (p − i + 1) =p . i i(i − 1)(i − 2) · · · 1



In the above 1 ≤ i, i − 1, i − 2, · · · , 1 ≤ p − 1 and p is prime, so p cannot be a factor of the denominator. Hence p can be factored out of the numerator of pi and we are left with an



6 ˜ ˜ ˜ Note that f (n) = Ω(g(n)), f (n) = θ(g(n)) and f (n) = O(g(n)) denote that, for some k ≥ 0, f (n) = Ω(g(n)(log(g(n))k ), f (n) = θ(g(n)(log(g(n))k ) and f (n) = O(g(n)(log(g(n))k ) respectively. For more detail on asymptotic notation see the appendix.
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integer, which gives   p = 0 (mod p), i (u + v)p = up + v p (mod p). In particular, applying this to the polynomial x + a for some a ∈ Zp , we get (x + a)p = xp + ap = xp + a (mod p), as ap = a (mod p) for a 6= 0 (mod p) by Fermat’s Little Theorem and trivially for a = 0 (mod p).  The converse of the second part of Lemma 3 is in fact also true. This alone forms the basis of a primality test: The number n is prime if and only if, after choosing some a ∈ Z∗n , we have (x + a)n = xn + a (mod n). Using this to test for primality requires far too much computation. The test we present performs this computation modulo a polynomial of the form xr − 1; if r is sufficiently small, then this can be done efficiently. For each positive integer r and each n ∈ Z∗r , we denote by |n|Z∗r the order of n in the group Z∗r – that is, the smallest k > 0 such that nk = 1 (mod r). We denote congruences, modulo an integer a and a polynomial f (x), by A(x) = B(x) (mod f (x), a). This means that there exist polynomials S(x) and T (x) such that A(x) − B(x) = S(x) · f (x) + T (x) · a. We now present the algorithm and, based on some results from the appendix, we prove that it correctly determines whether its input is prime in polynomial time.



1. 2. 3. 4. 5. 6.



The AKS Primality Testing Algorithm Input: n > 1 If n = ab for some a, b > 1, return COMPOSITE. Find the smallest r such that n ∈ Z∗r , |n|Z∗r > ⌊log2 (n)⌋2 and r is a prime power. If 1 < gcd(a, n) < n for some 1 ≤ a ≤ r, return COMPOSITE. If n ≤ r, returnpPRIME. For 1 ≤ a ≤ l = ⌊ φ(r)⌋⌊log2 (n)⌋; if (x + a)n 6= xn + a (mod xr − 1, n), return COMPOSITE. Return PRIME.



Our algorithm differs from the original AKS one in two respects. First, it requires that r be a prime power, which the original does not; this simplifies a later proof (Lemma 17). Our version of the proof of Lemma 17 is elementary and does not rely on cyclotomic polynomials, as [1] does. 7



This will make the proof more understandable to those who are not familiar with polynomials over fields. Since this step does not dominate the computational complexity of the algorithm, our requirement has no effect on its asymptotic complexity.7 Secondly, the original algorithm has ⌊(log2 (n))2 ⌋ rather than ⌊log2 (n)⌋2 in step 2. The reason for this change is that the former is quite difficult to calculate exactly, whereas the computation of the latter is simple. This is an important difference as one must calculate this value exactly in order for the proof to be valid. If a larger number is used, the proof of existence and an upper bound on r may no longer be valid; if a smaller number is used, the algorithm may no longer be correct. To accommodate this change, the appropriate results have also been altered. p φ(r) log2 (n)⌋ in step 5 of the original algorithm has been changed to Additionally, the ⌊ p ⌊ φ(r)⌋⌊log2 (n)⌋ in ours. This is not very significant, as verifying that the congruence holds for more values of a will not affect the correctness of the algorithm. ˜ 32 (log(n))3 ) steps, and that it is correct We next show that the algorithm terminates in O(r based on some results from the appendix. Our complexity bound depends on using several fast algorithms, found in [22], to perform basic operations. The algorithm still runs in polynomial time if somewhat slower methods are used for some underlying operations, but it may have a ˜ 32 (log(n))3 ). higher complexity than O(r Theorem 4. The AKS Primality Testing Algorithm correctly determines whether or not its ˜ 32 (log(n))3 ) steps. input is prime in O(r Proof. Let n and r be as in the algorithm. We show that each individual part of the algorithm ˜ 32 (log(n))3 ) steps. will only return a correct result and that it runs in O(r Step 1. If this step finds a, b > 1 such that n = ab , then clearly n is composite as we have a nontrivial factor a. Since a ≥ 2, we must check for bth roots of n for 2 ≤ b ≤ ⌊log2 (n)⌋. 2 ) steps. This leads to an ˜ Finding a root can be done using a binary search in O((log(n)) 3 ). ˜ overall complexity of O((log(n)) Step 2. Lemma 10 tells us that such an r exits. If we start at r = 2 and test successively larger values of r, then we must check only O(r) values. Each candidate requires checking that ˜ – gcd(n, r) = 1, which can be done in O(log(n) + (log(r))2 ) steps; 2 log(r)) ˜ – nk 6= 1 (mod r) for 1 ≤ k ≤ ⌊log2 (n)⌋2 , which can be done in O((log(n)) steps; and



– r is a prime power. Testing if r is a prime power can be done by finding the smallest 2 ) steps each. We ˜ root of r. This requires testing for O(log(r)) roots in O((log(r)) then test if this root is prime, either by trial division or by recursively calling the ˜ √r) steps. algorithm; trial division takes O( ˜ √r + (log(n))2 log(r)). Overall, the complexity of this step is O(r Step 3. If this step finds a such that 1 < gcd(a, n) < n, then we have a nontrivial factor of n, so n is composite. This involves computing the greatest common divisor of r pairs of numbers; ˜ ˜ log(n)). this takes O(log(n) + (log(r))2 ) steps for each pair. Thus the complexity is O(r 7



We conjecture that the minimality of r guarantees that it is a prime power anyway.
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Step 4. If n ≤ r then the preceding step amounts to trial division, so n must be prime. Doing this comparison takes O(log(n) + log(r)) time. Step 5. By Lemma 3, if n is prime, then (x + a)n = xa + n (mod n) for every a; if this test fails, then n cannot be prime. This step dominates the complexity of the algorithm. The loop runs p √ l = ⌊ φ(r)⌋⌊log2 (n)⌋ = O( r log(n))



times. Each iteration involves computing (x + a)n modulo xr − 1 and n. Fast exponentiation leads to O(log(n)) multiplications of polynomials. If simple polynomial multiplication is used, we require O(r 2 ) arithmetic operations in Zn . However, faster polynomial mul˜ tiplication methods exist which require O(r) operations. Each operation can be done in ˜ O(log(n)) steps. Thus the overall complexity of this step and of the algorithm is √ ˜ 32 (log(n))3 ). ˜ r log(n) · log(n) · r · log(n)) = O(r O( Step 6. By Lemma 20, if we reach the end of the algorithm, then n is prime. This takes O(1) steps.  Lemma 10 shows that r ≤ max{3, ⌈(log 2 (n))5 ⌉}. So we can prove that the algorithm terminates 21 ˜ 2 ) steps. However, this bound on r is far from tight. It can in fact be shown that in O((log(n)) 15 ˜ 2 ) steps. Empirical evidence as well as r = O((log(n))3 ) and the algorithm runs in O((log(n)) several conjectures, including the Extended Riemann Hypothesis, lead to the conclusion that 6 ) steps. A ˜ r = O((log(n))2 ); this would have the running time of the algorithm at O((log(n)) ˜ different version of this algorithm has been discovered [8] which provably runs in O((log(n))6 ) steps. 6 ) is a massive achievement, and it proves that primality testing can be done ˜ While O((log(n)) deterministically and unconditionally in polynomial time, it still leaves much to be desired practically. This algorithm is too slow to compete with the algorithms we will meet in the next section. The AKS test is primarily of theoretical interest.



For testing, this algorithm was implemented in C++ using the GMP8 library for arithmetic; the code can be found in the appendix. Figure 1 details the runtime of the algorithm on randomly generated input. Note that computations taking longer than 1000 seconds were terminated and are not shown on Figure 1. It is obvious from the graph that this is impractically slow. The algorithm takes more than 10 minutes to prove that 452537 is prime. The large jump in time occurring around log2 (n) = 16 can be explained as the point where integer resolution must be increased to avoid overflow. The graph shows that composite numbers are identified as being so very quickly. This suggests that the value of l is perhaps excessive. We have discovered a method of improving the performance of the algorithm by decreasing l. Our experiments show that an improvement of a factor 8



http://gmplib.org/
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Figure 1: Running time of the AKS primality test. of about 3 can be achieved. We describe this method in the appendix after the proof of Lemma 20 on page 30.
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The Miller-Rabin Test



6 ) bound offered by deterministic primality tests, we must make ˜ To improve on the O((log(n)) use of randomness. Random algorithms have access to a source of random data.



It is clear that one must make sacrifices to gain performance improvements from random algorithms: Suppose that we have a random primality testing algorithm that has worst-case polynomial time complexity and always gives correct answers. Since the algorithm is guaranteed to give correct results in polynomial time regardless of the random input, it can be made into an equally fast deterministic algorithm by feeding deterministic data in. In order to gain from randomness, one must either accept non-polynomial time in the worst case or accept a non-zero probability of error. We shall consider some algorithms which admit a small probability of incorrectly identifying a composite number as being prime. These algorithms work by randomly attempting to prove 10



that their input n is composite, using some variant of Fermat’s little theorem. If they are unable to prove that n is composite, then it is considered to be ‘probably prime’. These algorithms are more correctly called compositeness testing algorithms. We require that, for composite n, the probability of successfully proving n to be composite is large. Let us begin by stating and proving Fermat’s little theorem. Theorem 5. If p is prime and 0 < a < p, then ap−1 = 1 (mod p). Proof. This proof comes from [6]. We prove this by proving that p divides ap − a; since p does not divide a, we can conclude that p divides ap−1 − 1, as required. We take an alphabet containing a characters. We consider the set S of all strings of length p except those which are one character repeated p times. Clearly, there are ap strings of length p and a strings of one character repeated; so S contains ap − a elements. We attempt to partition S into groups of p elements. If this succeeds, then we know that the size of S is divisible by p; which gives the desired result. We form groups by taking strings related by cyclic shifts. A cyclic shift consists of taking one character from one end of the string and appending it to the other end of the string. This process can be repeated arbitrarily many times. Suppose that one of these groups has size k < p. This means that removing the last k characters from the end of the string and appending them to the front will give the same string. Hence the string is a repetition of a smaller string of length k. This means that k must divide p, as we can create a string of p characters from a repetition of a string of k characters. Since p is prime and k < p, we have k = 1; the string is one character repeated p times. This is impossible as S does not contain such strings; so all groups must have size p, as required.  It is possible to create a test using only Fermat’s little theorem. This is called the Fermat test. It can be shown that this test performs well on most inputs. Unfortunately, the Fermat test will almost always give an incorrect answer on Carmichael numbers; it is rarely used as a primality test. A Carmichael number n is a composite number that satisfies an−1 = 1 (mod n) for every a ∈ Z∗n ; the smallest example is 561. We must use stronger versions of Fermat’s little theorem. The first practical primality test of this form was discovered by R. Solovay and V. Strassen in p−1 1974 [21]. It is based on a result about the value of a 2 (mod p). In 1980 M. Rabin produced another primality test [15] based on the conditional deterministic test by G. Miller [13]. The Miller-Rabin test has superseded the Solovay-Strassen test as it is faster. The Miller-Rabin test is based on the following result. Lemma 6. If p is an odd prime and p − 1 = 2s d where d is odd, then for any 0 < a < p, we r have either ad = 1 (mod p) or a2 d = −1 (mod p) for some r with 0 ≤ r ≤ s − 1. 11



r



Proof. Suppose that a2 d 6= −1 (mod p) for 0 ≤ r ≤ s − 1. We now show, by induction, that r 0 a2 d = 1 (mod p) for 0 ≤ r ≤ s. Therefore a2 d = ad = 1 (mod p), as required. s



Firstly, by Fermat’s little theorem, since a ∈ Z∗p , we have ap−1 = a2 d = 1 (mod p). Since Zp is a field, x2 − 1 has no more than two distinct roots over Zp (Lemma 16). Thus there are no more than two distinct solutions to the congruence b2 = 1 (mod p); as p > 2 we have +1 and r −1 being these solutions. Now the induction step: Suppose that a2 d = 1 (mod p) for some r−1 r r−1 r > 0. Then (a2 d )2 = a2 d = 1 (mod p); so a2 d = ±1 (mod p). The −1 case is impossible r−1 due to our original supposition; so a2 d = 1 (mod p), as required.  Furthermore, it can be shown that, if n > 1 is an odd composite integer, then at least three quarters of all possible values of a will prove that n is composite by Lemma 6. The proof can be found in the appendix as Lemma 25.



1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12.



The Miller-Rabin Primality Testing Algorithm Input: n > 1, k ≥ 1 If n is even, then: If n = 2, return PRIME; otherwise return COMPOSITE. Set s and d such that n − 1 = 2s d and d is odd. Repeat the following loop k times. Randomly choose 1 < a < n. If gcd(a, n) 6= 1 return COMPOSITE. Set x ← ad (mod n). If x = ±1, continue to the next loop iteration. Repeat s − 1 times: Set x ← x2 (mod n). If x = −1, continue to the next loop iteration. Return COMPOSITE. Return PROBABLY PRIME.



We now show that this algorithm will give correct results with a probability of at least 1 − ( 14 )k .



2) ˜ Theorem 7. The Miller-Rabin Primality Testing Algorithm always terminates in O(k·(log(n)) −k steps. If n is composite, then the probability of returning PROBABLY PRIME is at most 4 ; otherwise it will always give the correct answer.



Proof. Let n, s and d be as in the algorithm. We show that each part of the algorithm only ˜ · (log(n))2 ) steps. returns the required results and terminates in O(k • Initialisation: Identifying s and d can be done by repeatedly dividing n − 1 by 2. Each division, in the form of a shift, takes O(log(n)) time, as does the single subtraction. Since s ≤ log2 (n − 1), there are only O(log(n)) such divisions. Hence calculating s and d takes O(log2 (n)) steps. Checking whether n is even involves checking the last bit of n in binary form; clearly this part returns correct results and takes O(log(n)) steps. • Choosing a: Choosing a at random can be done in O(log(n)) steps. (Provided that the source of randomness can produce a this fast.) Checking that gcd(a, n) = 1 can be done in 12



2 ˜ O(log (n)) steps. Clearly, if this step returns COMPOSITE, then n is composite as we have found a nontrivial factor. This check is, however, not strictly necessary; if gcd(a, n) 6= 1, then ak 6= ±1 (mod n) for all integers k and the test will determine that n is composite anyway.



• Performing the Test: By Lemma 6, if this step finds that ad 6= 1 (mod n) and r a2 d 6= −1 (mod n) for 0 ≤ r < s and returns COMPOSITE, then n must be composite. 2 ˜ Performing this test involves calculating ad (mod n), which can be done in O(log (n)) steps using fast exponentiation. Then we must square s − 1 times; each squaring takes 2 ˜ ˜ O(log(n)) steps. Overall, O(log (n)) steps are required for performing the test. • Positive Result: If the algorithm returns PROBABLY PRIME, then we have checked that k random elements from Z∗n are all in the set rd



Bn = {a ∈ Z∗n : ad = 1 (mod n) or a2



= −1 (mod n) for some r with 0 ≤ r ≤ s − 1}.



By Lemma 25, if n is odd and composite, then |Bn | 1 ≤ . ∗ |Zn | 4 Thus, the probability of each a value being in Bn is at most one in four. Since k different a values are tried, the probability that all k are in Bn and we incorrectly return PROBABLY PRIME is at most 4−k . This shows that, if the algorithm returns PRIME or COMPOSITE, then n is in fact prime or composite respectively. Also the probability of PROBABLY PRIME being returned for a composite 2 ˜ n is at most 4−k . All of the parts run in O(log (n)) steps with the loop repeating k times.  This algorithm is very practical: With as few as 20 iterations we can ensure that the probability of failure is less than one in a trillion. It can be proved that, for most values of n, the one in four probability bound is not tight. Values for which this is close to tight are rare. We can, under certain conditions, safely use as few as 3 iterations to obtain very low failure probabilities for the Guess-and-Check algorithm. See [11] for these results. This algorithm has been implemented in C++ using the GMP library for arithmetic; the source code can be found in the appendix. Figure 2 shows the runtime of the algorithm on randomly generated primes. Note that the regression line in Figure 2 is a cubic rather than quadratic. This is because, for small numbers, the GMP library will use a θ((log(n))2 ) time multiplication algorithm, rather ˜ than a θ(log(n)) time algorithm. (The latter only becomes more efficient for extremely large numbers.) Clearly this is a very fast and practical test. Using the Guess-and-Check algorithm with the Miller-Rabin primality test, we are able to produce a 5000-bit random prime in under two minutes. We are also able to find 550-bit prime numbers, which is nearer the size used in RSA, in about one second.



13



Figure 2: Running time of the Miller-Rabin primality test on prime input with k = 20.
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Theoretical Viewpoint



So far we have presented primality testing algorithms as a quest for faster algorithms. This is perhaps not representative of the field. The Miller-Rabin test was discovered more than 20 years before the AKS test; yet, despite being far slower than the Miller-Rabin test, the AKS test is still considered to be very important. It is perhaps more representative to present these algorithms as a quest to remove randomness from the polynomial time algorithms. To show the nature of this quest, we shall define some complexity classes. A complexity class is a set of decision problems for which a certain type of algorithm exists. A decision problem is one for which there is a yes or no answer; for the problem of primality testing, the answer is either prime (yes) or composite (no). The exact definition of what constitutes an algorithm is based on the idea of a Turing machine which either accepts (yes) or rejects (no) its input; see [4] for more details about Turing machines. We shall consider random algorithms – that is, algorithms which have access to a source of true randomness. Now we shall define some probabilistic complexity classes. BPP Bounded error Probabilistic Polynomial time: problems for which there exists a random algorithm which always has a probability of giving the correct answer of at least two thirds9 , and always halts in polynomial time. 9



The choice of two thirds as the success probability is arbitrary. Any fixed value in the interval ( 21 , 1) will give an equivalent definition of BPP.
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RP Randomized Polynomial time: problems for which there exists a random algorithm which never gives a false positive and always has a probability of giving the right answer of at least one half10 , and always halts in polynomial time. co-RP Complement of RP: problems for which there exists a random algorithm which never gives a false negative and always has a probability of giving the right answer of at least one half, and always halts in polynomial time. ZPP Zero error Probabilistic Polynomial time: problems for which there exists a random algorithm which always gives the correct answer and, on average, halts in polynomial time. (However the algorithm may have a worst case which is not polynomial time but extremely improbable.) P Polynomial time: problems for which there exists a deterministic algorithm which always gives the correct answer and halts in polynomial time. If we denote that A is a subset of B with an arrow from A to B, then the above complexity classes are related as follows.



All problems in these complexity classes are considered to be ‘easy’ as there are polynomial time algorithms to solve them with high certainty. Ever since the first random polynomial time primality testing algorithms emerged in 1974, the goal has been to bring the problem down towards P. The probabilistic tests we have described here show that primality testing is in co-RP: If we run the Miller-Rabin test for only one iteration, then we have a polynomial time algorithm which can prove that its input is composite (a proof means that we never get a false negative) and will do so with a probability of at least three quarters if that is the case. In 1992 it was also shown by L. Adleman and M-D. Huang [10] that primality testing is in RP. Algorithms from RP are more practical for proving the primality of a number than the 10



Again, the choice of one half is arbitrary. Any fixed value in (0, 1) can be used.



15



AKS test. However, in practice co-RP algorithms are still used, as proving that a number is ‘probably prime’ is usually sufficient. We can then show that primality testing lies in ZPP: If we take an RP algorithm and a co-RP algorithm and continually alternate between iterations of the RP and co-RP algorithms, then we have an algorithm which will eventually prove that the input is either prime (through the RP algorithm) or composite (through the co-RP algorithm). This algorithm will on average run in polynomial time, as the probability that we successfully determine the answer at every stage is at least one half. The AKS test [1] completed the quest in 2002: The authors showed that deterministic polynomial time primality testing is possible. Since the discovery of G. Miller’s conditional algorithm [15], it has been conjectured that primality testing is in P. In fact it is conjectured (for example [3] page 343) that BBP=P – that is, all problems solvable in polynomial time by a random algorithm can also be solved in polynomial time by a deterministic algorithm. However, while a deterministic algorithm may be desirable theoretically, in practice a random algorithm may be superior, as the comparison between AKS and Miller-Rabin shows.
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Conclusion



Here we summarise what we have learnt and achieved and, hopefully, have conveyed through this report. We have seen that primality testing can be done in polynomial time. This fact is far from obvious upon initial inspection of the problem. The algorithms for achieving this are deceptively simple: They can be described in merely a few lines, but to demonstrate that they are correct and efficient requires several pages of careful reasoning. We have also seen that randomness is a very important tool. No practical method for primality testing that is deterministic is known; all practical methods rely on randomness. The AKS test, while a major theoretical breakthrough, has not yet enjoyed any practical success. It is still more efficient to use co-RP algorithms to eliminate composites and RP algorithms to prove that numbers are prime than it is to use the AKS test. The reason why randomness is so crucial is that the patterns being studied are so complex that they are not efficiently predictable enough for deterministic methods to succeed. Alternatively, we may simply lack the understanding of these patterns required to devise such methods. The most we can thus far achieve is to show that we seek objects which are plentiful. This allows us to be confident that random methods will quickly succeed. It is interesting to note that the efficient methods for primality testing we have discussed are in fact compositeness tests; they cannot prove that a number is prime, only that it is composite. It would perhaps be more appropriate to call these methods compositeness testing algorithms. However, in practice these algorithms are used to identify primes and are therefore usually called primality tests. This is because in practice we are not as concerned about proving that 16



a number is prime as we are for theoretical applications. From the practical viewpoint, the most important realisation is the existence of practical methods for finding large random prime numbers, such as the Guess-and-Check method along with the Miller-Rabin primality test. This is an extremely important realisation for RSA: As we saw in Section 1, without efficient algorithms for finding primes, RSA keys cannot be created effectively. Examining the details of these tests has also shown us the secret to RSA’s security. By studying these tests, we see the difference between primality testing and prime factorisation. These are two very different problems. None of the efficient primality tests will give us any useful information about the factors of a composite number; we are merely assured that nontrivial factors exist. This is the difference between testing and factoring: A testing algorithm will prove that a given number has nontrivial factors, but may not identify them. A factoring algorithm will find any factors. It is the asymmetry between primality testing and factorisation which RSA depends on. Legitimate users of the system are able to use polynomial time algorithms, including those for primality testing, for communication. However, illegitimate users are faced with a problem for which no practical method of solution currently is known to exist. As this is a very large and well developed field, the focus has been primarily on understanding existing algorithms for primality testing. The Miller-Rabin and AKS tests have been implemented for testing purposes; the source code can be found in the appendix. However, some improvements to the AKS test have also been made. One of the computations involved in the AKS test has been simplified, and a method for tripling the speed has been devised. The proof of Lemma 17 has also been altered to avoid cyclotomic polynomials. This makes the test easier to understand to those who are not experts in the required areas. Unfortunately, the latter two of these improvements require one to explore the AKS test more than has been done here. For the sake of brevity, most of the details of the AKS test have only been included in the appendix. Hence our improvements are only found there.11
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Appendix



8.1



Notation and Arithmetic



This section is intended as a reference for the notation used in this document and also for some results about the complexity of arithmetic operations. Notation f (n) = O(g(n)) f (n) = Ω(g(n)) f (n) = θ(g(n)) ˜ f (n) = O(n) ˜ f (n) = Ω(g(n)) ˜ f (n) = θ(g(n)) |n|Z∗r A = B (mod n) A(x) = B(x) (mod f (x), n) a|b gcd(a, b) Z∗n φ(n)



Operation a+b a−b a·b ⌊ ab ⌋ a (mod b) gcd(a, b) a−1 (mod b)



8.2



Meaning There exist constants A, B > 0 such that, if |n| > A, (n) | < B. then | fg(n) g(n) = O(f (n)). f (n) = O(g(n)) and f (n) = Ω(g(n)). There exists a constant k ≥ 0 such that f (n) = O(g(n) · (log(g(n))k ). ˜ (n)). g(n) = O(f ˜ ˜ f (n) = O(g(n)) and f (n) = Ω(g(n)). The smallest k > 0 such that nk = 1 (mod r). There exists an s such that A = B + s · n. There exist polynomials S(x) and T (x) such that A(x) = B(x) + S(x) · f (x) + T (x) · n. a divides b – that is, there exists an integer k such that b = ka. The greatest common divisor of a and b – the largest integer that divides both a and b. The multiplicative group of the integers modulo n. The Euler totient function, φ(n) = |Z∗n | – the number of integers 0 < a < n with gcd(a, n) = 1.



Complexity O(log(|a|) + log(|b|)). See [12] pages 229 to 248. Same as addition. ˜ O(log(|a · b|)) or O(log(|a · b|) · log(log(|a · b|)) · log(log(log(|a · b|)))). See [18] or, for a tighter bound, see [7]. Same as multiplication; see [2] page 286. Same as multiplication. ˜ O(log(max{|a|, |b|}) + (log(min{|a|, |b|}))2 ) using the Euclidean algorithm; see [5] page 13. ˜ O(log(|a|) + (log(|b|))2 ), using the extended Euclidean algorithm.



The AKS Test



We begin by proving the existence of a suitable r and giving a loose upper bound on it. We break the proof into three lemmas.
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Lemma 8. Let f (x) = x4 − 2,



1 g(x) = log2 (x5 + 1) + x2 (x2 + 1). 2



If x ≥ log2 (5), then f (x) > g(x). Proof. When x = log2 (5), we have f (x) − g(x) ≥ 3 > 0. If x ≥ log2 (5), then, noting that 1 1 ln(2) 1 1 ≤ = =⇒ ≤ , x log2 (5) ln(5) x ln(2) ln(5) and log2 (5) > 2, we have 5x4 1 d (f (x) − g(x)) = 4x3 − 2x3 − x − dx ln(2) x5 + 1 1 5 ≥ 2x3 − x − ln(2) x 5 ≥ x(2x2 − 1) − ln(5) 2 ≥ 2(2 · 2 − 1) − 5 > 0. Hence f (x) − g(x) is strictly increasing for x ≥ log2 (5), and the result follows. Let Bn = ⌈(log2 (n))5 ⌉, Pn = n⌊log2 (Bn )⌋



⌊log2 (n)⌋2



Y i=1



(ni − 1).



Lemma 9. If n ≥ 3, then Pn < 2Bn −2 . Proof. We first compute P3 = 54 < 512 = 2B3 −2 , P4 = 740, 275, 200 < 1, 073, 741, 824 = 2B4 −2 .
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If n ≥ 5, then Pn = n



⌊log2 (Bn )⌋



⌊log2 (n)⌋2



Y i=1



⌊log2 (n)⌋2



Y



≤ nlog2 (Bn )



= nlog2 (Bn )+ = n



(ni − 1)



ni



i=1 P⌊log2 (n)⌋2 i=1



i



log2 (Bn )+ 12 ⌊log2 (n)⌋2 (⌊log2 (n)⌋2 +1) 5 +1)+ 1 (log (n))2 ((log (n))2 +1) 2 2 2



≤ nlog2 ((log2 (n)) 4 −2



< n(log2 (n)) ≤ 2(log2



(by Lemma 8)



(n))5 −2 log



2 (n)



≤ 2Bn −2 . 



Lemma 10. For each integer n > 1, there exists rˆ such that: (i) rˆ ≤ max{3, ⌈(log 2 (n))5 ⌉}, (ii) rˆ is a prime power. (iii) n ∈ Z∗rˆ, and (iv) |n|Zr∗ˆ > ⌊log2 (n)⌋2 . Proof. If n = 2, then we take rˆ = 3. Consider n ≥ 3. Let rˆ be the smallest number such that rˆ > 1 and rˆ does not divide Pn . Suppose that rˆ > Bn = ⌈(log 2 (n))5 ⌉. Then Pn must be a common multiple of i for every 1 ≤ i ≤ Bn , as rˆ is its smallest non-divisor. Hence Pn ≥ L(Bn ), by definition. By Lemmas 1 and 9, 2Bn −2 > Pn ≥ L(Bn ) ≥ 2Bn −2 . This contradiction shows that (i) holds. Now suppose that rˆ is not a prime power. Then there exist integers a and b such that 1 < a, b < rˆ, gcd(a, b) = 1, and rˆ = ab. Both of a and b cannot divide Pn , as otherwise rˆ would also do so. Thus one of a, b does not divide Pn . This contradicts the minimality of rˆ, so rˆ must be a prime power. Writing rˆ = q k , where q is prime, next suppose that gcd(ˆ r , n) 6= 1. Then q divides n. Since q ≥ 2 and rˆ ≤ Bn , we have k = logq (r) ≤ log2 (Bn ). Hence nk divides n⌊log2 (Bn )⌋ , which in turn divides Pn , but rˆ = q k divides nk ; so rˆ divides Pn , which is impossible. Hence rˆ is coprime to n and n ∈ Z∗rˆ.
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Finally, since n ∈ Z∗rˆ, we know that |n|Zr∗ˆ is a well-defined number. Also, for 1 ≤ i ≤ ⌊log2 (n)⌋2 , since ni − 1 divides Pn , we see that rˆ does not divide ni − 1. Hence ni 6= 1 (mod rˆ) for 1 ≤ i ≤ ⌊log2 (n)⌋2 , from which (iv) follows.  Hence we know that r can be found and that r = O((log(n))5 ). This is crucial to proving that the AKS primality test halts and does so in a timely manner. Now we wish to prove that the final step of the algorithm it correct. For the rest of this section the values of n and r are fixed as in the algorithm. We show that, if the AKS Primality Testing Algorithm returns PRIME at the last step, then the input is in fact prime. All of the following lemmas assume, as an unstated hypothesis, that the algorithm returned PRIME at the last step. First we give a rough proof sketch: We wish to work in fields so we work modulo a prime divisor of n and an irreducible factor of xr − 1. We generalise the property (x + a)p = xp + a (mod p) from Lemma 3. Based on what Step 5 of the algorithm verifies and Lemma 3, we determine some objects with this property. Then we show that this property is preserved under multiplication. By looking at the set generated under multiplication, we are able to give a lower bound on the number of objects with this property. We are also able to give an upper bound if n is composite – specifically not a prime power. The bounds are too tight for n to be anything but a prime power, so we conclude that it is prime since Step 1 deals with prime powers. Lemma 11. There exists a prime divisor p of n such that |p|Z∗r > 1. Proof. Note that, since gcd(n, r) = 1, we have gcd(d, r) = 1 for each divisor d of n. Suppose that every prime divisor of n has order 1 in Z∗r . Then every prime divisor of n is congruent to 1 modulo r. Therefore n = 1 (mod r), which is impossible as |n|Z∗r > ⌊log2 (n)⌋2 ≥ 1. So at least one prime divisor must have nontrivial order.  For the remainder of the section, we fix one such prime divisor p of n with |p|Z∗r > 1. Lemma 12. The following are true: • r < p, • xr − 1 has no repeated factors in Zp [x], and • if a divides b then xa − 1 divides xb − 1. Proof. Suppose that r ≥ p. Then either p = n ≤ r and step 4 returns PRIME or p < n and step 3 returns COMPOSITE as 1 < gcd(p, n) = p < n and 1 ≤ p ≤ r. Either way the algorithm never reaches step 6, so r < p. Suppose that xr − 1 has a repeated factor in Zp [x], that is xr − 1 = (f (x))2 g(x) (mod p), 22



for some f (x), g(x) ∈ Zp [x] with the degree of f (x) being at least one. Then, over Z, we have xr − 1 = (f (x))2 g(x) + ph(x), for some h(x) ∈ Z[x]. Since Z is in R, we can apply calculus to get rxr−1 = 2f (x)f ′ (x)g(x) + (f (x))2 g′ (x) + ph′ (x). These are still polynomials with integer coefficients so we can take them modulo p to get rxr−1 = 2f (x)f ′ (x)g(x) + (f (x))2 g′ (x) (mod p). This implies that f (x) divides rxr−1 ; since 0 < r < p, r is invertible modulo p, f (x) also divides xr−1 . Combining this together we conclude that f (x) divides (xr − 1) − x(xr−1 ) = −1 (mod p). This is impossible as the degree of f (x) is greater than that of −1. So xr − 1 cannot have a repeated factor. Suppose that a divides b. Then xa − 1 divides xb − 1 as follows; b



b



a



(x − 1)



−1 a X



ia



x



=



i=0



−1 a X



b



x



(i+1)a



i=0 b a



=



X i=1 b



xia −



−



b −1 a



X



−1 a X



xia



i=0



xia



i=0



= x − 1.  Definition 13. Let m ≥ 1 and f (x) ∈ Zp [x]. We say m is introspective for f (x) if (f (x))m = f (xm ) (mod xr − 1, p). Lemma 14. Both p and



n p



p are introspective for x+a for every a with 1 ≤ a ≤ l = ⌊ φ(r)⌋⌊log2 (n)⌋.



Proof. We fix some 0 ≤ a ≤ l. Since p is prime, by Lemma 3, we have (x + a)p = xp + a (mod p). Hence (x + a)p = xp + a (mod xr − 1, p), and p is introspective for x + a. Also, the algorithm verifies that (x + a)n = xn + a (mod xr − 1, n), (the case a = 0 is trivially true). Since p divides n, this also holds modulo p and we conclude that n is introspective for x + a. 23



Let m =



n p



and f (x) = (x + a)m − xm − a. We have (f (x))p = ((x + a)m − xm − a)p (mod xr − 1, p)



= ((x + a)m )p + (−xm )p + (−a)p (mod xr − 1, p) (by Lemma 3)



= (x + a)n − xn − a (mod xr − 1, p)



(since either p > 2, then p is odd and (−1)p = −1 (mod p), or p = 2 and



−1 = +1 (mod p). Also



ap = a (mod p) by Fermat’s little theorem) = xn + a − xn − a (mod xr − 1, p)



(since n is introspective for x + a)



= 0 (mod xr − 1, p). So xr − 1 divides (f (x))p (modulo p). Now we factorise both into monic irreducible polynomials xr − 1 = g1 (x)g2 (x) · · · gτ (x),



f (x) = h1 (x)h2 (x) · · · hσ (x).



Each gi (x) must divide some hji (x) and, since both are irreducible, gi (x) = hji (x). Hence xr − 1 = hj1 (x)hj2 (x) · · · hjτ (x). However, none of these factors can be repeated (Lemma 12), so xr −1 divides f (x) too. Therefore f (x) = (x + a)m − xm − a = 0 (mod xr − 1, p),



(x + a)m = xm + a (mod xr − 1, p).



Since this holds for any 0 ≤ a ≤ l, we conclude that m = for every 0 ≤ a ≤ l.



n p



and p are introspective for x + a 



Lemma 15. If m and m′ are introspective for f (x), then so is m · m′ . If m is introspective for f (x) and for g(x), then it is also introspective for f (x) · g(x). Proof. Since m is introspective for f (x), we have ′



′



(f (x))mm = (f (xm ))m (mod xr − 1, p). Since m′ is also introspective for f (x), replacing x with xm also gives us ′



′



(f (xm ))m = f (xmm ) (mod xmr − 1, p). However, xr − 1 divides xmr − 1 by Lemma 12. Hence ′



′



′



(f (x))mm = (f (xm ))m = f (xmm ) (mod xr − 1, p). 24



Also (f (x)g(x))m = (f (x))m (g(x))m = f (xm )g(xm ) (mod xr − 1, p).  Lemma 16. Let f (x) be a polynomial in x of degree k over a field. Then • x − c divides f (x) if and only if f (c) = 0, and • f (x) has no more than k distinct roots. Proof. Suppose that f (c) = 0, and k X



f (x) =



αi xi .



i=0



Let βi =



k−i−1 X



αi+j+1 cj .



j=0



Then we have k−(k−1)−1



X



βk−1 =



αk−1+j+1 cj



j=0



= αk , k−(i−1)−1



X



βi−1 − cβi = =



j=0



k−i X j=0



−cβ0



j



αi−1+j+1 c −



αi+j cj −



k−i X



αi+j cj



j=1



= αi , for 1 ≤ i ≤ k − 1, k−1 X αj+1 cj+1 = − j=0



= −



k X



αj cj



j=1



= −(f (c) − α0 )



= α0 .
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k−i−1 X j=0



αi+j+1 cj+1



Now x − c divides f (x) as follows (x − c)



k−1 X



βi xi =



i=0



=



k−1 X



i=0 k X i=1



βi xi+1 − βi−1 xi −



= βk−1 xk + = αk xk +



k−1 X



i=0 k−1 X



cβi xi cβi xi



i=0 k−1 X



i=1 k−1 X



(βi−1 − cβi )xi − cβ0



αi xi + α0



i=1



= f (x).



Suppose, conversely, that x − c divides f (x). Then f (x) = (x − c)g(x), f (c) = (c − c)g(c) = 0, for some polynomial g(x). Suppose that f (x) has κ distinct roots. Let these roots be c1 , c2 , · · · , cκ . Then the distinct linear polynomials x − c1 , x − c2 , · · · , x − cκ divide f (x). Thus: f (x) = (x − c1 )(x − c2 ) · · · (x − cκ )g(x), for some polynomial g(x). This means that the degree of f (x) is at least κ so κ ≤ k.







Lemma 17. There exists a polynomial, h(x), over Zp , such that • h(x) is monic and irreducible, • h(x) has degree at least two, • h(x) divides xr − 1, and • h(x) does not divide xk − 1 for any 1 ≤ k ≤ r − 1. Proof. 12 We factorise xr − 1 into monic irreducible polynomials. Suppose that all factors have degree one. Then we have xr − 1 = (x − c1 )(x − c2 ) · · · (x − cr ) (mod p). Let H = {c1 , c2 , · · · , cr }. By Lemma 16, H = {c ∈ Z∗p : cr − 1 = 0 (mod p)}, so H is precisely the set of r th roots of unity. By Lemma 12, these factors are distinct and |H| = r. In fact H is a subgroup of Z∗p as: 12



The original proof of this result was based on cyclotomic polynomials. This argument avoids these.
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• If a, b ∈ H, then ar = br = 1 (mod p) so (ab)r = ar br = 1 (mod p) and ab ∈ H. • If a ∈ H, then ar = a−1 a = 1 so 1r = (a−1 a)r = (a−1 )r ar = (a−1 )r = 1 and a−1 ∈ H. So H is a subgroup of Z∗p . By Lagrange’s theorem, the order of a subgroup must divide that of the group. Thus |H| = r divides |Z∗p | = p − 1. This implies that p = 1 (mod r), but, by definition (Lemma 11), p 6= 1 (mod r). So this situation is impossible and xr − 1 must have at least one irreducible factor of degree at least two. Now we must simply show that at least one of the irreducible factors of xr − 1 does not divide xk − 1 for any 1 ≤ k ≤ r − 1. We know that r is a prime power, so let r = q s where q is prime. Note that all linear factors of s−1 xr − 1 divide xq − 1: If x − c divides xr − 1, then cr = 1 (mod p) (Lemma 16). However, the order of c must be strictly less than r as we already know we cannot have r distinct r th roots of s−1 = 1 (mod p) unity; the order of c must also be a divisor of r, so it is a divisor of q s−1 . Thus cq s−1 q − 1. and x − c divides x Suppose that every nonlinear irreducible factor of xr − 1 also divides some xk − 1 with 1 ≤ k ≤ r − 1. Clearly k must be a divisor of r so it is a divisor of q s−1 . Thus every irreducible factor s−1 − 1 (Lemma 12). of xr − 1 divides xq s−1



− 1; this Since the factors of xr − 1 are not repeated (Lemma 12), we have xr − 1 divides xq is impossible as the former has higher degree than the latter. So, at least one of the nonlinear irreducible factors of xr − 1 satisfies the requirements.  Let h(x) be one such irreducible nonlinear divisor of xr − 1. We fix h(x) for the rest of this section. Now we can define the required sets. Let n I = {pi ( )j : i, j ≥ 0}, p l Y P = { (x + a)ea : ea ≥ 0 (0 ≤ a ≤ l)}, a=0



G = I mod r, G = P mod h(x), p. That is to say G and G are the residues of I and P modulo r and h(x), p respectively. Clearly every m ∈ I is introspective for every f (x) ∈ P ; this follows from Lemmas 14 and 15. Let t = |G|.



√



Lemma 18. If n ≥ 7, then |G| > n⌊



t⌋ .
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Proof. Let Pˆ be the subset of P defined by Pˆ = {



l Y



a=0



(x + a)ea : e1 , e2 , · · · , el ≥ 0 and e0 + e1 + · · · + el < t},



namely, all the elements of P with degree less than t. We first show that distinct elements in Pˆ map to distinct elements in G. Let f (x), g(x) be distinct elements of Pˆ . Now suppose that f (x) = g(x) (mod h(x), p). Take some m ∈ I. Since m is introspective for f (x) and g(x) and xr − 1 is divisible by h(x), we have f (xm ) = (f (x))m = (g(x))m = g(xm ) (mod h(x), p). So xm is a root of the polynomial f (y) − g(y) ∈ (Zp [x]/h(x))[y] for every m ∈ I. We now show ′ that these roots are distinct. So, suppose that m, m′ ∈ G, m ≤ m′ , and xm = xm (mod h(x), p). ′ Then xm −m = 1 (mod h(x), p). Now m ≤ m′ implies m′ − m ≥ 0; m, m′ ∈ G ⊆ Z∗r implies m′ − m < r; xk 6= 1 (mod h(x), p) for 0 < k < r implies m′ = m. So there are at least as many distinct roots as there are elements in G. However, this leads to a contradiction as the degree of the polynomial is strictly less than t (by our choice of f (x), g(x)) and it has at least t roots; this contradicts Lemma 16. Thus, every member of Pˆ maps to a distinct member of G, so |G| ≥ |Pˆ |. Every member of Pˆ corresponds to a partitioning of t − 1 into l + 2 non-negative integers13 with order being important. Each such partition corresponds to a partition of t − 1 dots (•) into l + 2 groups by l + 1 separators (|): For example, 1, 3, 0, 2, 0 ≡ • | • • • || •• | . Here we are choosing t − 1 positions to put dots out of an available t − 1 + l + 1 positions, so t+l  such combinations. Therefore there are t−1 |G| ≥ |Pˆ | =







   t+l t+l = . t−1 l+1



√ √ t+l  Now, it only remains to show that t−1 > n⌊ t⌋ . Let k = ⌊ t⌋⌊log2 (n)⌋.14 Then, since ni ∈ G √ √ for all i ≥ 0, we have t = |G| ≥ |n|Z∗r > ⌊log2 (n)⌋2 ; thus t > ⌊log2 (n)⌋, so t > t⌊log2 (n)⌋ ≥ k; p hence t − 1 ≥ k. Also, G ⊆ Z∗r , so t = |G| ≤ |Z∗r | = φ(r); hence l = ⌊ φ(r)⌋⌊log 2 (n)⌋ ≥ √ ⌊ t⌋⌊log2 (n)⌋ = k. Hence         t−1+l+1 k+l+1 k+l+1 k+k+1 ≥ = ≥ . l+1 l+1 k k



These two inequalities holds because we are choosing the same number of items from a possibly 13



The l + 2 comes from l + 1 exponents plus one ‘slack variable’ which allows the exponents can sum to less than t − 1. √ 14 Note that n ≥ 2 so t > ⌊log 2 (n)⌋2 ≥ 1 therefore k = ⌊ t⌋⌊log 2 (n)⌋ ≥ 1.
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 smaller set. Using induction, we show that 2k+1 ≥ 3k : k   2(1) + 1 = 3, (1)   2(k + 1) + 1 (2k + 3)(2k + 2)(2k + 1) · · · (k + 2) = (k + 1) (k + 2)(k + 1)k · · · 1 (2k + 3)(2k + 2) (2k + 1) · · · (k + 2) = · (k + 2)(k + 1) k···1   1 2k + 1 = 2(2 − )· k k+2   2k + 1 ≥ 3· . k Now we obtain our desired result, |G| ≥ |Pˆ |   t+l = l+1   2k + 1 ≥ k ≥ 3k



√



= 3⌊



t⌋⌊log2 (n)⌋ √ log2 (n)−1 ⌊ t⌋



> (3 ) √ 1 = ( nlog2 (3) )⌊ t⌋ 3 √ nlog2 (3)−1 ⌊√t⌋ ) = n⌊ t⌋ ( 3 √ 7log2 (3)−1 ⌊√t⌋ ) ≥ n⌊ t⌋ ( 3 [Since n ≥ 7.] √ t⌋



≥ n⌊



.



 Lemma 19. If n is not a power of p, then |G| ≤



√ n⌊ t⌋ .



Proof. Consider the following subset of I √ n Iˆ = {pi ( )j : 0 ≤ i, j ≤ ⌊ t⌋}. p ˆ so there is a Since n is not a power of p, there is a unique factorisation for each element of I; ˆ one-to-one correspondence between i, j values and elements of I. Hence √ ˆ = (⌊ t⌋ + 1)2 > t. |I|
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Since |G| = t, all these numbers cannot be distinct modulo r in G. Let m1 , m2 ∈ Iˆ be two such numbers with m1 > m2 . Then xm1 = xm2 (mod h(x), p), as xr = 1 (mod h(x), p). Let, f (x) ∈ G. Then (f (x))m1 = f (xm1 ) = f (xm2 ) = (f (x))m2 (mod h(x), p), as m1 and m2 are introspective for f (x). So every f (x) ∈ G is a root of the polynomial y m1 − y m2 ∈ (Zp [x]/h(x))[y]. These are all distinct roots so the size of G must be less than or equal to the order of the polynomial (Lemma 16). Hence √ n √ |G| ≤ m1 ≤ (p )⌊ t⌋ = n⌊ t⌋ . p



 Lemma 20. The number n is prime. Proof. We show this is true by considering two cases: first n < 7, then n ≥ 7. Suppose that n < 7 and n is not prime. Then either n = 4 or n = 6. If n = 4, then step 1 will have determined that n = 4 = 22 and n is composite. If n = 6, then r = 11 and step 3 will have determined that 0 < gcd(n, 2) = 2 < n and n is composite. Either way, this is impossible as we have reached step 6; so if n < 7, then n is prime. Now, suppose that n ≥ 7. If n is not a power of p then, by Lemmas 18 and 19, we have √ √ n⌊ t⌋ < |G| ≤ n⌊ t⌋ . This is not possible, so n must be a power of p. Let n = pk . Then k > 0 as n > 1; if k > 1, then step 1 would determine that n = pk with p, k > 1 and that n is composite. So the only possibility is that k = 1 and n = p is prime. 



This completes the proof of the correctness of the AKS test. By examining the proof of Lemma 18, we see a method of improving the algorithm. This is the only place where we require that l be sufficiently large. In fact all that we require of l is that   √ t+l > n⌊ t⌋ . l+1 We also have bounds on t, namely ⌊log2 (n)⌋2 + 1 ≤ t ≤ φ(r). p From these bounds alone we show in Lemma 18 that choosing l = ⌊ φ(r)⌋⌊log2 (n)⌋ is sufficient. However, we can do better. We first note that     t+l ⌊log2 (n)⌋2 + 1 + l ≥ , l+1 l+1 and



√



n⌊



t⌋



√ ≤ n⌊ φ(r)⌋ . 30



So, if we directly calculate the smallest l such that   √ ⌊log2 (n)⌋2 + 1 + l ⌊ φ(r)⌋ n < , l+1 then we will have an appropriate l which can be no larger than our original bound and is possibly smaller. Making l smaller will have a significant impact on the speed of the algorithm as the loop which runs l times dominates the complexity of the algorithm. We have performed experiments using this method. Our data indicates p that the l values calculated using this method are approximately one third of the value of ⌊ φ(r)⌋⌊log2 (n)⌋. The computation of l using this method can be performed efficiently using the recurrence     (l + 1) + ⌊log2 (n)⌋2 + 1 l + ⌊log2 (n)⌋2 + 2 l + ⌊log2 (n)⌋2 + 1 = . ⌊log2 (n)⌋2 l+2 ⌊log2 (n)⌋2



8.3



The Miller-Rabin Test



Definition 21. For an odd integer n > 1, let n − 1 = 2s d where d is odd, and rd



Bn = {a ∈ Z∗n : ad = 1 (mod n) or a2



= −1 (mod n) for some 0 ≤ r ≤ s − 1}.



Note that Lemma 6 is equivalent to saying that, if p is prime, then Bp = Z∗p . We now turn our attention to the case where n is composite and prove another result about the size of Bn . First we must prove some lemmas about Z∗n for various values of n. Lemma 22. If p is prime, then Z∗p is cyclic. Proof. This proof comes from [9] page 122. We compare Z∗p to a cyclic group of the same order, say G; let n be the order of these groups. Let md be the number of elements in Z∗p of order d and, similarly, let m′d be the number of elements of order d in G. Clearly, since every element’s order must divide that of the group, we have X X md = n = m′d . d|n



d|n



We show that md ≤ m′d and thus, by the above equality, md = m′d for all d. From this the desired result will follow: Since G is cyclic, m′n ≥ 1 so mn ≥ 1; which tells us there is an element in Z∗p which generates the entire group. Let Hd = {a ∈ Z∗p : ad = 1 (mod p)}. Since Zp is a field, xd − 1 cannot have more than d distinct roots (Lemma 16). Therefore |Hd | ≤ d. Now take a subgroup H of Z∗p . Let d = |H|. By Lagrange’s theorem, for any a ∈ H we have ad = 1 (mod p), so H ⊆ Hd . However, d = |H| ≤ |Hd | ≤ d so |H| = |Hd |. Thus H = Hd . So all subgroups of the same order are identical; in particular, if a is an element of order k, then all elements of order k are in the same subgroup so are powers of a. Note that ai has the same order as a if and only if a = (ai )j for 31



some integer j; which is possible if and only if i is invertible modulo the order of a. Thus, if there are any elements of order k, then there are φ(k) such elements.15 n



Suppose k divides n. Then, if g is a generator for G, then g k is an element of order k. By a similar argument to the above we can show that m′k ≥ φ(k). So we have m′k ≥ φ(k) ≥ mk , as required.  Lemma 23. If n = pk is an odd prime power, then Z∗n is cyclic. Proof. This proof also comes from [9] page 122. We show that, there exists a ∈ Z such that a (mod p) generates Z∗p , and g = (p + 1)a (mod n) generates Z∗n . ˆ Firstly, by Lemma 22, there exists a ˆ ∈ Z such that a ˆ (mod p) generates Z∗p . The order of a modulo n must be a multiple of p − 1 because that is the order of a ˆ modulo p. Let the order of a ˆ modulo n be l(p − 1) and let a = a ˆl . Then the order of a modulo n is exactly p − 1. The element ∗ a (mod p) must also generate Zp : Since the order of a ˆ modulo n, namely l(p − 1), must divide ∗ k−1 k−1 |Zn | = p (p − 1), we have l divides p and gcd(l, p − 1) = 1. Hence, if l′ = l−1 (mod p − 1), ′ l ˆ (mod p); so a (mod p) generates everything that a ˆ (mod p) does. then a = a We require the following result. Let i ≥ 0. Then there exists an αi coprime to p such that i



(p + 1)p = αi pi+1 + 1. We show this inductively. It is clear that α0 = 1. Let  p−1 p X j αj p(i+1)j−(i+2) + αpi p(i+1)p−(i+3) , βi = p i j=2



αi+1 = αi + pβi .



Note that βi is an integer because i ≥ 0 and j ≥ 2 and p ≥ 3. Now, the induction step: Suppose that, for some i ≥ 0, αi satisfies the requirements. Then (p + 1)p



i+1



i



= ((p + 1)p )p = (1 + αi pi+1 )p p   X p = (αi pi+1 )j j j=0



= 1 + pαi p



i+1



+



p−1   X p



j



j=2



p−1 X i+2 = 1 + p (αi + p( j=2



= 1+p



i+2



p j



(αi pi+1 )j + (αi pi+1 )p







p



αji p(i+1)j−(i+2) + αpi p(i+1)p−(i+3) ))



(αi + pβi )



= 1 + αi+1 pi+2 . 15



Note that φ(k) denotes the Euler totient function, which gives the number of invertible elements modulo k. Also, we must have φ(1) = 1 here.
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This completes the inductive proof. It immediately follows that the order of p + 1 modulo n is pk−1 . Let H be the subgroup of Z∗n generated by p + 1 (mod n). Clearly |H| = pk−1 . Also, let ˆ s = {x ∈ Z∗n : x = s (mod p)}. Then we see that for any s ∈ Z we have sH ⊆ H ˆ s . (Since for H l l k−1 ˆ ˆ s. any l ∈ Z, s(p + 1) = s1 = s (mod p).) Since |Hs | = |H| = p , we have sH = H Now we consider some cosets of H, namely H, aH, a2 H, a3 H, · · · , ap−2 H (mod n). If we take any x ∈ Z∗n , then, we can find x ˆ ∈ Z such that x ˆ = x (mod p). Also x ˆ = ai (mod p) for some ˆ xˆ = ai H. So these cosets cover all of Z∗n . i and x ∈ H All that remains to be shown is that g generates all of these cosets: Suppose that we want to generate b ∈ Z∗n . We can write b = ai (p + 1)j (mod n) for some i, j ∈ Z. We use the extended Euclidean algorithm to find integers x and y such that pk−1 x + (p − 1)y = 1. Let z = ipk−1 x + j(p − 1)y. Then gz = aip



k−1 x+j(p−1)y



(p + 1)ip



i(1−y(p−1))+jy(p−1)



= a



i+(p−1)(jy−iy)



= a



k−1 x+j(p−1)y



(mod n)



j(1−pk−1 x)+ipk−1 x



(p + 1)



j+pk−1 (ix−jx)



(p + 1)



pk−1



= ai (ap−1 )jy−iy (p + 1)j ((p + 1)



(mod n)



(mod n)



)ix−jx (mod n)



= ai (p + 1)j (mod n).



This completes the proof. We have shown that the required a exists and that g generates all the cosets which cover Z∗n .  Lemma 24. If pk is a power of an odd prime and m is an integer, then the congruence am = 1 (mod pk ) has precisely gcd(pk−1 (p − 1), m) solutions. Proof. Firstly, we note that Zpk is cyclic, by Lemma 23. Let g be a generator of Zpk and let H be the set of solutions to the congruence. Suppose that gi ∈ H with 0 ≤ i < pk−1 (p − 1). Then (gi )m = gim = 1 (mod pk ). Since the order of g is pk−1 (p − 1), im is a multiple thereof. Conversely, if im is a multiple of pk−1 (p − 1), then gi ∈ H. Thus, the number of elements in H is exactly the number of values of i satisfying16 0 ≤ i < pk−1 (p − 1) and im is a multiple of pk−1 (p − 1). This means that the i values must be of the form lpk−1 (p − 1) , il = m m for some integer l with 0 ≤ l < m. For il to be an integer l must be a multiple of gcd(m,pk−1 . (p−1)) From this it is clear that there are exactly gcd(m, pk−1 (p − 1)) such l values. 16



This restriction on the value of i ensures that each g i value is distinct.
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Lemma 25. If n > 1 is an odd composite integer, then |Bn | 1 ≤ . |Z∗n | 4 Proof. This proof comes from [19]. If n ≤ 9, then the only possibility is n = 9, in this case B9 = {1} and the proof is trivial. From now on we assume n > 9. Let n − 1 = 2s d with d being odd. Let the prime decomposition of n be pa11 pa22 · · · pat t . Let 2l be the largest power of 2 that divides p1 − 1, p2 − 1, · · · , pt − 1. Now we define l−1 d



B ′ = {a ∈ Z∗n : a2



= ±1 (mod n)}.



We prove the result by showing that Bn ⊆ B ′ and B ′ satisfies the size constraint. l−1



Suppose that a ∈ Bn . There are two cases to consider: If ad = 1 (mod n), then a2 d = r r 1 (mod n), so a ∈ B ′ . If a2 d = −1 (mod n) with 0 ≤ r < s, then a2 d = −1 (mod pi ) for every 1 ≤ i ≤ t. It follows that the order of a modulo pi is 2r+1 d so 2r+1 must divide pi − 1 for every 1 ≤ i ≤ t. By the maximality of l we have l ≥ r + 1. Thus l−1 d



a2



r



l−1−r



= (a2 d )2



l−(r+1)



= (−1)2



= ±1 (mod n).



Either way, a ∈ B ′ so Bn ⊆ B ′ . We are able to give an explicit formula for the size of B ′ based on the prime decomposition of l−1 n. By the Chinese remainder theorem, a ∈ Z is a solution to a2 d = ±1 (mod n) if and only if l−1 it is a solution to a2 d = ±1 (mod pai i ) for every 1 ≤ i ≤ t. Hence the number of solutions to the congruence modulo n is the product of the number of solutions to the congruence modulo the prime powers dividing n – that is |B ′ | =



t Y i=1



l−1 d



|{a ∈ Z∗pai : a2 i



= 1 (mod pai i ) }| +



t Y i=1



l−1 d



|{a ∈ Z∗pai : a2 i



= −1 (mod pai i ) }|.



By Lemma 24, l−1 d



|{a ∈ Z∗pai : a2 i



= 1 (mod pai i ) }| = gcd(2l−1 d, piai −1 (pi − 1)).



For the negative case, we observe that there are gcd(2l d, piai −1 (pi −1)) solutions to the congruence l a2 d = 1 (mod pai i ). Hence there are gcd(2l d, piai −1 (pi − 1)) − gcd(2l−1 d, piai −1 (pi − 1)) l−1



solutions to the congruence a2 d = −1 (mod pai i ). This is because there are only two square l roots of 1 modulo pai i (again by Lemma 24); so the solutions to a2 d = 1 (mod pai i ) must be l−1 l−1 solutions to exactly one of a2 d = 1 (mod pai i ) or a2 d = −1 (mod pai i ). Note that 2l divides pi − 1 for all i with 1 ≤ i ≤ t by definition; also pi does not divide d since otherwise pi would be a common divisor of n and n − 1 = 2s d which is impossible. So gcd(2l d, piai −1 (pi − 1)) = 2l gcd(d, pi − 1),



gcd(2l−1 d, piai −1 (pi − 1)) = 2l−1 gcd(d, pi − 1).
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Now we have the required formula, ′



|B | = =



t Y



i=1 t Y



|{a ∈



Z∗pai i



2l−1 d



:a



= 1 (mod



2l−1 gcd(d, pi − 1) +



i=1 t Y



= 2



i=1



pai i )



}| +



t Y i=1



l−1 d



|{a ∈ Z∗pai : a2 i



= −1 (mod pai i ) }|



t Y i=1



(2l gcd(d, pi − 1) − 2l−1 gcd(d, pi − 1))



2l−1 gcd(d, pi − 1).



We conclude by assuming that B ′ is larger than our desired bound and deriving a contradiction. Suppose that t Y |B ′ | 1 2l−1 gcd(d, pi − 1) > . = 2 a −1 ∗ i |Zn | 4 (pi − 1)pi i=1 Q Note that |Z∗n | = ti=1 (pi − 1)piai −1 . Since both 2l and gcd(d, pi − 1) divide pi − 1 and, as d is odd, these are coprime, their product also divides pi − 1. Hence 2l gcd(d, pi − 1) ≤ pi − 1. So 2l gcd(d, pi − 1) 1 1 2l−1 gcd(d, pi − 1) = ≤ ai −1 . ai −1 a −1 i (pi − 1) (pi − 1)pi 2pi 2pi Therefore 1 4



t







Y 1 |B ′ | 21−t ≤ 2 = Q t ai −1 , |Z∗n | 2piai −1 i=1 pi i=1



8 > 2t



t Y



piai −1 .



i=1



This implies that t < 3. Also t 6= 1: Otherwise n = pa11 . Since n is composite, a1 > 1; hence 8 > 2p1a1 −1 and 4 > p1 . Then p1 = 3 and a1 = 2 is the only option. Hence n = 32 = 9; which contradicts the assumption that n > 9. So we are left with t = 2. This means that 2 > p1a1 −1 p2a2 −1 ; thus a1 = a2 = 1. Hence we can write n = pq for two distinct primes p and q. This gives 2l−1 gcd(d, p − 1) 2l−1 gcd(d, q − 1) 1 |B ′ | = 2 > , ∗ |Zn | p−1 q−1 4 q−1 p−1 < 2. 2l gcd(d, p − 1) 2l gcd(d, q − 1) Both of the above fractions are integers and are, therefore, both equal to 1. Now we have ˆ p − 1 = 2l gcd(d, p − 1) = 2l d, where dˆ = gcd(d, p − 1). We consider n − 1 = pq − 1 = 2s d. 35



ˆ noting that dˆ divides both d and p − 1, We take this modulo d, ˆ 1q − 1 = 2s 0 (mod d). Thus dˆ divides q − 1; since 2l also divides q − 1, we have p − 1 divides q − 1. By symmetry, q − 1 divides p − 1 too. We conclude that p − 1 = q − 1, which is impossible as p 6= q. This gives us our contradiction and concludes the proof. 



8.4



Source Code and Log



Attached is the source code used for testing the primality testing algorithms and a log of work done. Note that the code used for testing the tests is itself not included. The attached source code files are as follows. • stdh.h This is a header containing definitions meant to be visible throughout the program. • utils.h, utils.cpp These files contain utility functions not specific to any primality test. • polynomial.h, polynomial.cpp These files define a class used to represent polynomials for use in the AKS test. • aks.h, aks.cpp These files contain the code for the AKS primality test. • millerrabin.h, millerrabin.cpp These files contain the code for the Miller-Rabin primality test.
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