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THE DISTRIBUTION OF THE SECOND LARGEST EIGENVALUE IN FAMILIES OF RAMANUJAN GRAPHS STEVEN J. MILLER, TIM NOVIKOFF, AND ANTHONY SABELLI Abstract. Recently Friedman proved Alon’s conjecture for many families of dregular graphs, namely largest √ that given any ² > 0 “most” graphs have second √ eigenvalue at most 2 d − 1 + ²; if the second largest eigenvalues is at most 2 d − 1 then the graph is said to be Ramanujan. These graphs have important applications in communication network theory, allowing the construction of superconcentrators and nonblocking networks, coding theory and cryptography. As many of these applications depend on the size of the second largest eigenvalue, it is natural to investigate its distribution, which we show is well-modeled by the β = 1 Tracy-Widom distribution. If the observed growth rates of the mean and standard deviation as a function of the number of vertices holds in the limit, then in the limit approximately 52% of d-regular graphs from these families should be Ramanujan.



1. Introduction 1.1. Families of Graphs. In this paper we investigate the distribution of the second largest eigenvalue associated to d-regular undirected graphs1. A graph G is bipartite if the vertex set of G can be split into two disjoint sets A and B such that every edge connects a vertex in A with one in B, and G is d-regular if every vertex is connected to exactly d vertices. To any graph G we may associate a real symmetric matrix, called its adjacency matrix, by setting aij to be the number of edges connecting vertices i and j. Let us write the eigenvalues of G by λ1 (G) ≥ · · · ≥ λN (G), where G has N vertices. The eigenvalues of the adjacency matrix provide much information about the graph. We give two such properties to motivate investigations of the eigenvalues; see [DSV, Sar] for more details. First, if G is d-regular then λ1 (G) = d (the corresponding eigenvector is all 1’s); further, λ2 (G) < d if and only if G is connected. Thus if we think of our graph as a network, λ2 (G) tells us whether or not all nodes can communicate with each other. For network purposes, it is natural to restrict to connected graphs without self-loops. Second, a fundamental problem is to construct a well-connected network so that each node can communicate with any other node “quickly” (i.e., there is a short path of edges Date: November 21, 2006. 2000 Mathematics Subject Classification. (primary), (secondary). Key words and phrases. Ramanujan Graphs, Random Graphs, Tracy-Widom Distribution. We thank Alex Barnett, Jon Bober, Peter Sarnak, and Brad Weir for many enlightening discussions, and the Information Technology Managers at the Mathematics Departments at Princeton, the Courant Institute and Brown University for help in getting all the programs to run compatibly. The first named author was partly supported by NSF grant DMS0600848. 1An undirected graph G is a collection of vertices V and edges E connecting pairs of vertices. G is simple if there are no multiple edges between vertices, G has a self-loop if a vertex is connected to itself, and G is connected if given any two vertices u and w there is a sequence of vertices v1 , . . . , vn such that there is an edge from vi to vi+1 for i ∈ {0, . . . , n + 1} (where v0 = u and vn+1 = w). 1
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connecting any two vertices). While a simple solution is to take the¡ complete graph as ¢ our network, these graphs are expensive: there are N vertices and N2 = N (N − 1)/2 edges. A fundamental problem is to build a well-connected network where the number of edges grows linearly with N . Let V be the set of vertices for a graph G, and E its set of edges. The boundary ∂U of a U ⊆ V is the set of edges connecting U to V \ U . The expanding constant h(G) is ½ ¾ |∂U | h(G) := inf : U ⊂ V, |U | > 0 , (1.1) min(|U |, |V \ U |) and measures the connectivity of G. If {Gm } is a family of connected d-regular graphs, then we call {Gm } a family of expanders if limm→∞ |Gm | = ∞ and there exists an ² > 0 such that for all m, h(Gm ) ≥ ². Expanders have two very important properties: they are sparse (|E| grows at most linearly with |V |), and they are highly connected (the expanding constants have a positive lower bound). These graphs have important applications in communication network theory, allowing the construction of superconcentrators and nonblocking networks [Bien, Pi], as well as applications to coding theory [SS] and cryptography [GILVZ]. The Cheeger-Buser inequalities2 (due to Alon and Milman [AM] and Dodziuk [Do]) give upper and lower bounds for the expanding constant of a finite dregular connected graph in terms of the spectral gap (the separation between the first and second largest eigenvalues) d − λ2 (G): p d − λ2 (G) ≤ h(G) ≤ 2 2d(d − λ2 (G)). 2



(1.2)



Thus we have a family of expanders if and only if there exists an ² > 0 such that for all m, d − λ2 (Gm ) ≥ ². Finding graphs with small λ2 (G) lead to large spectral gaps and thus sparse, highly connected graphs; however, d − λ2 (Gm ) cannot be too large. Alon-Boppana, Burger, and Serre proved that for any family {Gm } of finite connected d-regular graphs with limm→∞ |Gm | = ∞, we have √ lim inf λ2 (Gm ) ≥ 2 d − 1. (1.3) m→∞



√ Thus we are led to search for graphs with λ2 (G) ≤ 2 d − 1; such graphs are called Ramanujan3. Using probabilistic methods, Erd¨os showed Ramanujan graphs exist; explicit constructions are known when d is 3 [Chiu] or q + 1, where q is either an odd prime [LPS, Mar] or a prime power [Mor]. Alon [Al] conjectured that as N → “most” d-regular √ ∞, for d ≥ 3 and any ² > 0, √ graphs on N vertices have λ2 (G) ≤ 2 d − 1 + ²; it is known that the 2 d − 1 cannot be improved upon. Upper bounds on λ2 (G) of this form give a good spectral gap. Recently, Friedman [Fr] proved Alon’s conjecture for many models of d-regular graphs. Our goal in this work is to numerically investigate the distribution of λ2 (G) for these and other families of d-regular graphs. By identifying the limiting distribution of the second largest eigenvalue, we are led to the conjecture that for many families of d-regular graphs, in the limit as the √number of vertices tends to infinity the probability a graph in the family has λ2 (G) ≤ 2 d − 1 tends to approximately 52%. 2The name is from an analogy with the isoperimetric constant of a compact Riemann manifold. 3Lubotzky, Phillips and Sarnak [LPS] construct an infinite family of (p+1)-regular Ramanujan graphs



for primes p ≡ 1 mod 4. Their proof uses the Ramanujan conjecture for bounds on Fourier coefficients of cusp forms, which led to the name Ramanujan graphs.
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Specifically, consider a family FN,d of d-regular graphs on N vertices. For each G ∈ FN,d , we study √ λ2 (G) − 2 d − 1 + cµ,N,d N m(FN,d ) f ; (1.4) λ2 (G) = cσ,N,d N s(FN,d ) we use m for the first exponent as it arises from studying the means, and s for the second as it arises from studying the standard deviations. Our objective is to see if, as G varies in f2 (G) converges to a universal distribution as N → ∞. We a family FN,d , whether or not λ therefore subtract off the sample mean and divide by the standard deviation to obtain a mean 0, variance 1 data set, which will facilitate comparisons to candidate distributions. √ We write the subtracted mean as a sum of two terms. The first is 2 d − 1, the expected mean as N → ∞. The second is the remaining effects. It is expected to be negative (see the concluding remarks in [Fr]), and is found to be negative in all our experiments. We shall assume in our discussions below that cµ,N,d < 0. Of particular interest is whether or f2 (G) converges to a universal not m(FN,d ) − s(FN,d ) < 0, because if this is negative and λ distribution, then in the limit a positive percent of graphs in FN,d are not Ramanujan. This follows from the fact that √ in the limit a negligible fraction of the standard deviation suffices to move beyond 2 d − 1; if m(FN,d ) − s(FN,d ) > √ 0 then we may move many multiples of the standard deviation and still be below 2 d − 1 (see Remark 2.1 for a more detailed explanation). Remark 1.1 (Families of d-regular graphs). We describe the families we investigate. For convenience in our studies we always take N to be even. Friedman [Fr] showed that for fixed ², for the √ families GN,d , HN,d and IN,d defined below, as N → ∞ “most” graphs4 have λ2 (G) ≤ 2 d − 1 + ². • BN,d . We let BN,d denote the set of d-regular bipartite graphs on N vertices. We may model these by letting π1 denote the identity permutation and choosing d − 1 independent permutations of {1, . . . , N/2}. For each choice we consider the graph with edge set E : {(i, πj (i) + N/2) : i ∈ {1, . . . , N/2}, j ∈ {1, . . . , d}} .



(1.5)



• GN,d . For d even, let π1 , . . . , πd/2 be chosen independently from the N ! permutations of {1, . . . , N }. For each choice of π1 , . . . , πd/2 form the graph with edge set © ª E : (i, πj (i)), (i, πj−1 (i)) : i ∈ {1, . . . , N }, j ∈ {1, . . . , d/2} . (1.6) Note GN,d can have multiple edges and self-loops, and a self-loop at vertex i contribute 2 to aii . • HN,d . These are constructed in the same manner as GN,d , with the additional constraint that the permutations are chosen independently from the (N − 1)! permutations whose cyclic decomposition is one cycle of length N . • IN,d . These are constructed similarly, except instead of choosing d/2 permutations we choose d perfect matchings; the d matchings are independently chosen from the (N − 1)!! perfect matchings.5 4Friedman shows that, given an ² > 0, with probability at least 1 − c N −τ (Fd ) we have λ (G) ≤ 2 Fd √ √ τ (Fd ) we have λ (G) > 2 d − 1; see [Fr] 2 d − 1 + ² for G ∈ FN,d , and with probability at least e cFd N −e 2 for the values of the exponents. 5For example, if d = 3 and N = 8, our three permutations might be (43876152), (31248675) and (87641325). Each permutation generates 8/2 = 4 edges. Thus the first permutation gives edges between vertices 4 and 3, between 8 and 7, between 6 and 1, and between 5 and 2. A permutation whose cyclic
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Figure 1. Plots of the three Tracy-Widom distributions: f1 (s) is red, f2 (s) is blue and f4 (s) is green.
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• Connected and Simple Graphs. If FN,d is any of the families above (BN,d , GN,d , HN,d or IN,d ), let CF N,d denote the subset of graphs that are connected and SCF N,d the subset of graphs that are simple and connected. 1.2. Tracy-Widom Distributions. We investigate in detail the second largest eigenvalue for d-regular graphs related to two of the families above, the perfect matching family IN,d and the bipartite family BN,d . Explicitly, for N even we study CI N,d , SCI N,d , CB N,d , and SCB N,d ; we restrict to connected graphs as the second largest eigenvalues is always d for disconnected graphs. As d and N increase, so too does the time required to uniformly choose a simple connected graph from our families; we concentrate on d ∈ {3, 4, 7, 10} and N ≤ 20000. As there are known constructions of Ramanujan graphs for d equal to 3 or q + 1 (where q is either an odd prime or a prime power), d = 7 is the first instance where there is no known explicit construction to produce Ramanujan graphs. We conjecture that the distribution of the normalized second largest eigenvalues converges to the β = 1 Tracy-Widom distribution. We summarize our numerical investigations supporting this conjecture in §1.3, and content ourselves here with describing why it is natural to expect the β = 1 Tracy-Widom distribution to be the answer. The TracyWidom distributions model the limiting distribution of the normalized largest eigenvalues for many ensembles of matrices. There are three distributions fβ (s): (i) β = 1, corresponding to orthogonal symmetry (GOE); (ii) β = 2, corresponding to unitary symmetry (GUE); (iii) β = 4, corresponding to symplectic symmetry (GSE). These distributions can be expressed in terms of a particular Painlev´e II function, and are plotted in Figure 1. We describe some of the problems where the Tracy-Widom distributions arise, and why the β = 1 distribution should describe the second largest eigenvalue’s distribution. The first is in the distribution of the largest eigenvalue (as N → ∞) in the N × N Gaussian Orthogonal, Unitary and Symplectic Ensembles [TW2]. For example, consider the N × N Gaussian Orthogonal Ensemble. From the scaling √ in Wigner’s Semi-Circle Law [Meh2, Wig], we expect the eigenvalues to be of order N . Denoting the largest decomposition is one cycle of length N can be written N different ways (depending on which element is listed first). This permutation generates two different perfect matchings, depending on where we start. Note there are no self-loops.
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emax (A) satisfies eigenvalue of A by λmax (A), the normalized largest eigenvalue λ emax (A) √ σ·λ λmax (A) = 2σ N + ; σN 1/6



(1.7)



here σ is the standard deviation√of the Gaussian distribution of the off-diagonal entries, emax (A) converges to and is often taken to be 1 or 1/ 2. As N → ∞ the distribution of λ f1 (s). The Tracy-Widom distributions also arise in combinatorics in the analysis of the length of the largest increasing subsequence of a random permutation and the number of boxes in rows of random standard Young tableaux [BDJ, BOO, BR1, BR2, Jo1], in growth problems [BR3, GTW, Jo3, PS1, PS2], random tilings [Jo2], the largest principal component of covariances matrices [So], queuing theory [Ba, GTW], and superconductors [VBAB]; see [TW3] for more details and references. It is reasonable to conjecture that, appropriately normalized, the limiting distribution of the second largest eigenvalue of the families of d-regular graphs considered by Friedman converges to the β = 1 Tracy-Widom distribution (the largest eigenvalue is always d). One reason for this is that to any graph G we may associate its adjacency matrix A(G), where aij is the number of edges connecting vertices i and j. Thus a family of d-regular graphs on N vertices gives us a sub-family of N × N real symmetric matrices, and real symmetric matrices typically have β = 1 symmetries. While McKay [McK] showed that for fixed d the density of normalized eigenvalues is different than the semi-circle found for the GOE (though as d → ∞ the limiting distribution does converge to the semi-circle), Jakobson, Miller, Rivin and Rudnick [JMRR] experimentally found that the spacings between adjacent normalized eigenvalues agreed with the GOE. As the spacings in the bulk agree in the limit, it is plausible to conjecture that the spacings at the edge agree in the limit as well; in particular, that the density of the normalized second largest eigenvalue converges to f1 (s). 1.3. Summary of Experiments, Results and Conjectures. We numerically investigated the normalized eigenvalues for the families CI N,d , SCI N,d , CB N,d and SCB N,d . Most of the simulations were performed on a 1.6GHz Centrino processor running version 7 of Matlab over several months; the data indicates that the rate of convergence is probably controlled by the logarithm of the number of vertices, and thus there would not be significant gains in seeing the limiting behavior by switching to more powerful systems. We varied N from 26 up to 50, 000. For each N we randomly chose 1000 graphs G from the various ensembles, and calculated the second largest eigenvalue λ2 (G). Letting sample µsample and σF denote the mean and standard deviation of the sample data (these FN,d N,d √ are functions of N , and limN →∞ µsample FN,d = 2 d − 1), we studied the distribution of ³



λ2 (G) − µsample FN,d



´ .



sample σF . N,d



(1.8)



This normalizes our data to have mean 0 and variance 1, which we compared to the β = 1 Tracy-Widom distribution. Before stating our results, we comment on some of the difficulties of these numerical investigations. If g(s) is a probability distribution with mean µ and variance σ 2 , then σg(σx+µ) has mean 0 and variance 1. As we do not know the normalization constants in (1.4) for the second largest eigenvalue, it is natural to study (1.8) and compare our sample
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distributions to the normalized β = 1 Tracy-Widom distribution6. In fact, even if we did know the constants it is still worth normalizing our data in order to determine if other distributions, appropriately scaled, provide good fits as well. As remarked in §1.2, there are natural reasons to suspect that the β = 1 Tracy-Widom is the limiting distribution; however, as Figure 2 shows, if we normalize the three Tracy-Widom distributions to have mean 0 and variance 1 then they are all extremely close to the standard normal. The fact that several different distributions can provide good fits to the data is common in random matrix theory. For example, Wigner’s surmise7 for the spacings between adjacent normalized eigenvalues in the bulk of the spectrum is extremely close to the actual answer (and in fact Wigner’s surmise is often used for comparison purposes, as it is easier to plot than the actual answer8). While the two distributions are quite close (see [Gau, Meh1, Meh2]) and both often provide good fits to data, they are unequal and it is the Fredholm determinant that is correct9. We see a similar phenomenon, as for many of our data sets we obtain good fits from the three normalized Tracy-Widom distributions and the standard normal. It is therefore essential that we find a statistic sensitive to the subtle differences between the four normalized distributions. We record the mean, standard deviation, and the percent of the mass to the left of the mean for the three Tracy-Widom distributions (and the standard normal) in Table 1. The fact that the four distributions have different percentages of their mass to the left of the mean gives us a statistical test to determine which of the four distributions best models the observed data. Thus, in addition to comparing the distribution of the normalized eigenvalues in (1.8) to the normalized Tracy-Widom distributions, we also computed the percentage of time the second largest eigenvalue was less than the sample mean. We compared this percentage to the three different values for the Tracy-Widom distribution and the value for the standard normal (which is just .5). As the four percentages are different, this comparison provides evidence that, of the four distributions, the second largest eigenvalues are modeled only by a β = 1 Tracy-Widom distribution. 6The Tracy-Widom distributions [TW1] could have been defined in an alternate way as mean zero distributions if lower order terms had been subtracted off; as these terms were kept, the resulting distributions have non-zero means. These correction factors vanish in the limit, but for finite N result in an N -dependent correction (we divide by a quantity with the same N -dependence, so the resulting answer is a non-zero mean). This is similar to other situations in number theory and random matrix theory. For example, originally “high” critical zeros of ζ(s) were shown to be well-modeled by the N → ∞ scaling limits the N × N GUE ensemble [Od1, Od2]; however, for zeros with imaginary part about T a better fit is obtained by using finite N (in particular, N ∼ log T ; see [KeSn]). 7Wigner conjectured that as N → ∞ the spacing between adjacent normalized eigenvalues in the  bulk of the spectrum of the N × N GOE ensemble tends to pW (s) = (πs/2) exp −πs2 /4 . He was led to this by assuming: (1) given an eigenvalue at x, the probability that another one lies s units to its right is proportional to s; (2) given an eigenvalue at x and I1 , I2 , I3 , . . . any disjoint intervals to the right of x, then the events of observing an eigenvalue in Ij are independent for all j; (3) the mean spacing between consecutive eigenvalues is 1. 8 The distribution is (π 2 /4)d2 Ψ/dt2 , where Ψ(t) is (up to constants) the Fredholm determinant of the  Rt sin(ξ−η) sin(ξ+η) 1 + . operator f → −t K ∗ f with kernel K = 2π ξ−η ξ+η 9



While this is true for number-theoretic systems with large numbers of data points, there is not enough data for physical systems to make a similar claim. In fact, even more is true. The number of energy levels from heavy nuclei in nuclear physics is typically between 100 and 2000, which is insufficient to distinguish between GOE and GUE behavior (while we expect GOE from physical symmetries, there is a maximum of about a 2% difference in their cumulative distribution functions). Current research in quantum dots (see [Alh]) shows promise for obtaining sufficiently large data sets to detect such subtle differences.
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Figure 2. Plots of the three Tracy-Widom distributions, normalized to have mean 0 and variance 1, and the standard normal: f1norm (s) is red, f2norm (s) is blue, f4norm (s) is green and the standard normal is black. 0.4



0.3



0.2



0.1



-4



-2



2



4



Table 1. Parameters for the Tracy-Widom distributions. Fβ is the cumulative distribution function for fβ , and Fβ−1 (µβ ) is the mass of fβ to the left of its mean. TW(β TW(β TW(β Standard



= 1) = 2) = 4) Normal



Mean µ -1.2065 -1.7711 -2.3069 0.0000



Standard Deviation σ 1.26798 0.90177 0.71953 1.00000



Fβ−1 (µβ ) 0.519652 0.515016 0.511072 0.500000



We now briefly summarize our results and the conjecture they suggest. We concentrate on the families (see Remark 1.1 for definitions) CI N,d , SCI N,d , CB N,d and SCB N,d with d ∈ {3, 4}, as well as CI N,7 and CI N,10 . For each N ∈ {26, 32, 40, 50, 64, 80, 100, 126, 158, 200, 252, 316, 400, 502, 632, 796, 1002, 1262, 1588, 2000, 2516, 3168, 3990, 5022, 6324, 7962, 10022, 12618, 15886, 20000}, we randomly chose 1000 graphs from each family. Complete analysis and the data for the 3-regular graphs are provided in §2; as the results and analysis are similar, for the 4-regular graphs in §3 and the 7 and 10-regular graphs in §4 we simply highlight the key facts. • χ2 -tests for goodness of fit. χ2 -tests show that the distribution of the normalized eigenvalues are well modeled by a β = 1 Tracy-Widom distribution, although the other two Tracy-Widom distributions (and the standard normal) also provide good fits; see Tables 2 and 3. The χ2 -values are somewhat large for small N ≤ 100, but once N ≥ 200 they are small for all families except for the connected bipartite graphs, indicating good fits. For the connected bipartite graphs, the χ2 values are small for N large. This indicates that perhaps the rate of convergence is slower for connected bipartite graphs; we shall see additional differences in behavior for these graphs below. Further, on average the χ2 -values are lowest for the β = 1 case. While this suggests that the correct model is a
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β = 1 Tracy-Widom distribution, the data is not conclusive. • Percentage of eigenvalues to the left of the mean. As remarked, the four distributions, while close, differ in the percentage of their mass to the left of their mean. By studying the percentage of normalized eigenvalues in a sample less than the sample mean, we see that the β = 1 distribution provides a better fit to the observed results; however, with sample sizes of 1000 all four distributions provide good fits (see Tables 4 and 9). We therefore increased the number of graphs in the samples from 1000 to 100,000 for N ∈ {1002, 2000, 5002} for the four families; increasing the sample size by a factor of 100 gives us an additional decimal digit of accuracy in measuring the percentages. See Table 5 for the results; this is the most important experiment in the paper, and shows that for the families CI N,d , SCI N,d , and SCB N,d the β = 1 Tracy-Widom distribution provides a significant fit, but the other three distributions do not. Thus we have found a statistic which is sensitive to very fine differences between the four normalized distributions. However, none of the four candidate distributions provide a good fit for the family CB N,d for these values of N . For this family the best fit is still with β = 1, but the z-statistics are high (between 3 and 4), which suggests that either the distribution of eigenvalues for d-regular connected bipartite graphs might not be given by a β = 1 Tracy-Widom distribution, or that the rate of convergence is slower; note our χ2 -tests suggests that the rate of convergence is indeed slower for the connected bipartite family. In fact, upon increasing N to 10022 we obtain a good fit for connected bipartite graphs; the z-statistic is about 2 for β = 1, and almost 5 or larger for the other three distributions. We shall see below that there are other statistics where this family behaves differently than the other three, strongly suggesting its rate of convergence is slower. • Percentage of graphs that are Ramanujan. Except for the connected bipartite families, almost always s(FN,d ) > m(FN,d ). Recall our normalization of the eigenvalues from (1.4): √ λ2 (G) − 2 d − 1 + cµ,N,d N m(FN,d ) f ; (1.9) λ2 (G) = cσ,N,d N s(FN,d ) Log-log plots of the differences between the sample means and the predicted values, and standard deviations yield behavior that is approximately linear as a function of log N , supporting the claimed normalization. Further, the exponents appear to be almost constant in N , depending mostly only on d. See Figures 4, 7 and 9. If this behavior holds as N → ∞ then in the limit approximately 52% of the graphs in a family are Ramanujan. Except for the connected bipartite families, the percentage of graphs in a family that are Ramanujan is decreasing (from highs around 90 percent to lows of about 80 or 85 percent); see Figures 6, 8 and 10. Unfortunately the rate of convergence is too slow for us to see the conjectured limiting behavior of approximately 52%. Based on our results, we are led to the following conjecture. Conjecture 1.2. Let FN,d be one of the following families of d-regular graphs: CI N,d , SCI N,d , or SCB N,d (see Remark 1.1 for definitions). The distribution of the second largest eigenvalue, appropriately normalized as in (1.4), converges as N → ∞ to the
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β = 1 Tracy-Widom distribution (and not to a normalized β = 2 or β = 4 Tracy-Widom distribution, or the Standard Normal distribution). The normalization constants have cµ,N,d < 0 and s(FN,d ) > m(FN,d ), implying that in the limit as N → ∞ approximately 52% of the √ graphs in the family are Ramanujan (i.e., their second largest eigenvalue is at most 2 d − 1); the actual percentage is the percent of mass in a β = 1 Tracy-Widom distribution to the left of the mean (to six digits it is 51.9652%). Remark 1.3. The evidence for the above conjecture is very strong for the three families. While the conjecture is likely to be true for the connected bipartite graphs as well, different behavior is observed for smaller N , though this may simply indicate a slower rate of convergence. For example, d-regular connected bipartite graphs is the only family where the percentage of graphs that are Ramanujan is not (mostly) decreasing with N . Further, when we studied the percentage of eigenvalues to the left of the sample mean, this was the only family where we did not obtain good fits to the normalized β = 1 Tracy-Widom distribution for N ≤ 5002, though we did obtain good fits at N = 10022 (see Table 5)
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2. Results for 3-Regular Graphs For N ∈ {26, 32, 40, 50, 64, 80, 100, 126, 158, 200, 252, 316, 400, 502, 632, 796, 1002, 1262, 1588, 2000, 2516, 3168, 3990, 5022, 6324, 7962, 10022, 12618, 15886, 20000}, we randomly chose 1000 3-regular graphs from the families CI N,3 , SCI N,3 , CB N,3 and SCB N,3 . We analyzed the distribution of the second largest eigenvalue for each sample, and investigated whether or not it is well-modeled by the β = 1 Tracy-Widom distribution. Further, we calculated what percent of graphs were Ramanujan as well as what percent of graphs had a second largest eigenvalue less than the sample mean; these statistics help elucidate the behavior as the number of vertices tends to infinity.



2.1. Distribution of second largest eigenvalues. In Figure 3 we plot the histogram distribution of the second largest eigenvalue for CI N,3 ; the other plots are similar. This is a plot of the actual eigenvalues. To determine whether or not the β = 1 Tracy-Widom distribution (or another value of β or even a normal distribution) gives a good fit to the data we rescale the samples to have mean 0 and variance 1, and then compare the results to scaled Tracy-Widom distributions (and the standard normal). In Table 2 we study the χ2 -values for the fits from the three Tracy-Widom distributions and the normal distribution.



Figure 3. Distribution of the second largest eigenvalue for 1000 graphs randomly √ chosen from the ensemble CI N,3 for various N . The vertical line is 2 2. 450 3990 5022 6324 7962 10022 12618 2*sqrt(2)
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Table 2. χ2 -values (19 degrees of freedom): each set is 1000 random 3-regular graphs from CI N,3 . The sample distribution in each set is normalized to have mean 0 and variance 1, and is then compared to normalized Tracy-Widom distributions TWnorm (β ∈ {1, 2, 4}, normalβ ized to have mean 0 and variance 1) and the Standard Normal N(0, 1). There are 19 degrees of freedom, and the critical values are 30.1435 (for α = .05) and 36.1908 (for α = .01). N 26 32 40 50 64 80 100 126 158 200 252 316 400 502 632 796 1002 1262 1588 2000 2516 3168 3990 5022 6324 7962 10022 12618 15886 20000 mean (all) median (all) mean (last 10) median (last 10)



TWnorm 1 52.4 66.2 232.7 61.5 14.5 31.3 72.1 20.4 19.5 14.3 11.4 11.3 12.3 13.3 13.1 3.7 22.0 48.1 13.0 17.1 26.6 17.4 29.5 18.5 20.8 17.7 24.0 9.9 21.7 37.4 32.5 20.0 22.3 21.2



TWnorm 2 43.7 50.4 128.1 47.5 11.2 25.0 41.3 15.4 14.9 17.5 10.3 8.9 11.2 14.7 13.1 4.9 16.3 60.5 12.7 18.6 37.5 19.6 34.4 23.7 19.8 14.9 28.6 9.3 19.8 41.1 27.2 19.1 24.9 21.8



TWnorm 4 36.8 36.4 78.8 38.4 10.6 21.2 28.9 13.3 13.4 15.2 11.8 9.0 11.9 16.7 13.8 7.0 15.3 42.9 12.9 21.9 16.4 24.0 95.1 22.9 21.4 13.4 26.3 10.6 19.3 41.4 24.9 18.0 29.1 22.2



N(0, 1) 30.3 22.2 35.0 23.7 11.4 21.8 13.2 13.5 11.3 58.6 23.0 13.0 19.8 34.1 26.6 19.3 11.2 350.1 23.4 43.3 184.2 61.3 117.1 67.7 28.6 15.0 77.5 17.2 27.3 71.2 49.1 25.2 66.7 64.5



As Table 2 shows, the three normalized Tracy-Widom distributions all give good fits, and even the standard normal gives a reasonable fit. We divided the data into 20 bins and calculated the χ2 -values; with 19 degrees of freedom, the α = .05 threshold is 30.1435 and the α = .01 threshold is 36.1908. We should use the Bonferroni adjustments for
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Table 3. χ2 -values (19 degrees of freedom): each set is 1000 random 3-regular graphs from our families. The sample distribution in each set is normalized to have mean 0 and variance 1, and is then compared to the normalized β = 1 Tracy-Widom distributions. There are 19 degrees of freedom, and the critical values are 30.1435 (for α = .05) and 36.1908 (for α = .01). N 26 32 40 50 64 80 100 126 158 200 252 316 400 502 632 796 1002 1262 1588 2000 2516 3168 3990 5022 6324 7962 10022 12618 15886 20000 mean (all) standard deviation (all) mean (last 10) standard deviation (last 10) mean (last 5) standard deviation (last 5)



CI N,3 52.4 66.2 232.7 61.5 14.5 31.3 72.1 20.4 19.5 14.3 11.4 11.3 12.3 13.3 13.1 3.7 22.0 48.1 13.0 17.1 26.6 17.4 29.5 18.5 20.8 17.7 24.0 9.9 21.7 37.4 32 42 22 8 22 10



SCI N,3 CB N,3 111.6 142.7 34.2 1008.5 15.9 106.2 20.9 135.2 12.2 38.7 16.7 32.5 19.8 23.4 27.0 38.2 20.8 29.4 20.4 28.6 24.1 17.3 18.2 28.3 10.7 30.9 11.5 25.5 14.1 29.7 14.9 20.9 22.4 12.3 9.3 14.9 14.8 19.3 15.2 120.4 9.3 129.5 22.2 70.6 22.5 36.1 11.4 8.4 16.1 33.6 19.8 69.1 23.5 12.3 13.1 36.9 15.6 12.3 14.9 27.4 21 78 18 180 17 44 5 37 17 32 4 23



SCB N,3 14.3 24.7 21.9 34.5 7.7 16.7 18.5 30.5 18.1 14.8 16.5 26.0 15.6 24.5 20.7 19.6 16.4 14.4 19.2 21.3 12.1 25.4 12.4 23.1 34.1 14.6 12.4 13.7 15.1 12.1 19 7 17 8 14 1



multiple comparisons; for example for ten comparison these numbers become 38.5822 and 43.8201. We do not do this as the fits are already quite good, and instead investigate below another statistic which is better able to distinguish the four candidate distributions.
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We note that the normalized β = 1 distribution gives good fits as N → ∞ for all the families, as indicated by Table 3. The fits are good for modest N for all families but the connected bipartite graphs; there the fit is poor until N is large. This indicates that the connected bipartite graphs may have slower convergence properties than the other families. In Table 1 we listed the mass to the left of the mean for the Tracy-Widom distributions; it is 0.519652 for β = 1, 0.515016 for β = 2 and 0.511072 for β = 4 (note it is .5 for the standard normal). Thus looking at the mass to the left of the sample mean provides a way to distinguish the four candidate distributions; we present the results of these computations for each set of 1000 graphs from CI N,3 in Table 4 (the other families behave similarly). If θobs is the observed percent of the sample data (of size 1000) below the sample mean, then the z-statistic .q z = (θobs − θpred ) θpred · (1 − θpred )/1000 (2.1) measures whether or not the data supports that θpred is the percent below the mean.
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Table 4. The mass to the left of the sample mean for each set of 1000 3regular graphs from CI N,3 and the corresponding z-statistics comparing that to the mass to the left of the mean of the three Tracy-Widom distributions (0.519652 for β = 1, 0.515016 for β = 2, 0.511072 for β = 4) and the Standard Normal (.500). We use the absolute value of the z-statistics for the means and medians. For a two-sided z-test, the critical thresholds are 1.96 (for α = .05) and 2.575 (for α = .01). N 26 32 40 50 64 80 100 126 158 200 252 316 400 502 632 796 1002 1262 1588 2000 2516 3168 3990 5022 6324 7962 10022 12618 15886 20000 mean (last 10) median (last 10) mean (last 5) median (last 5)



Observed mass 0.483 0.484 0.481 0.482 0.509 0.512 0.489 0.515 0.503 0.515 0.518 0.504 0.520 0.530 0.522 0.521 0.504 0.511 0.522 0.525 0.527 0.523 0.510 0.524 0.523 0.500 0.529 0.515 0.513 0.526 0.518 0.523 0.517 0.515



zTW,1 -2.320 -2.257 -2.446 -2.383 -0.674 -0.484 -1.940 -0.294 -1.054 -0.294 -0.105 -0.991 0.022 0.655 0.149 0.085 -0.991 -0.548 0.149 0.338 0.465 0.212 -0.611 0.275 0.212 -1.244 0.592 -0.294 -0.421 0.402 0.473 0.411 0.591 0.421



zTW,2 -2.026 -1.963 -2.152 -2.089 -0.381 -0.191 -1.646 -0.001 -0.760 -0.001 0.189 -0.697 0.315 0.948 0.442 0.379 -0.697 -0.254 0.442 0.632 0.758 0.505 -0.317 0.568 0.505 -0.950 0.885 -0.001 -0.128 0.695 0.531 0.537 0.532 0.695



zTW,4 -1.776 -1.713 -1.902 -1.839 -0.131 0.059 -1.396 0.248 -0.511 0.248 0.438 -0.447 0.565 1.197 0.691 0.628 -0.447 -0.005 0.691 0.881 1.008 0.755 -0.068 0.818 0.755 -0.700 1.134 0.248 0.122 0.944 0.655 0.755 0.630 0.700



zStdNorm -1.075 -1.012 -1.202 -1.138 0.569 0.759 -0.696 0.949 0.190 0.949 1.138 0.253 1.265 1.897 1.391 1.328 0.253 0.696 1.391 1.581 1.708 1.455 0.632 1.518 1.455 0.000 1.834 0.949 0.822 1.644 1.202 1.455 1.050 0.949
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While the data in Table 4 suggests that the β = 1 Tracy-Widom is the best fit, the other three distributions provide good fits as well. As we expect the fit to theory should improve as N increases, the last few rows of the table are the most important. In 6 of the last 10 rows the smallest z-statistic is with the β = 1 Tracy-Widom distribution. Further, the average of the z-values for the last 10 rows are 0.473 (β = 1), 0.531 (β = 2), 0.655 (β = 4) and 1.202 (for the standard normal), again supporting the claim that the best fit is from the β = 1 Tracy-Widom distribution. In order to obtain more conclusive evidence as to which distribution best models the second largest normalized eigenvalue, we considered larger sample sizes (100,000 instead of 1000) for all four families; see Table 5 for the data. While there is a sizable increase in run-time (it took on the order of a few days to run the simulations for the three different values of N for the four families), we gain a decimal digit of precision in estimating the percentages. This will allow us to statistically distinguish the four candidate distributions.



Table 5. The mass to the left of the sample mean for each set of 100,000 3-regular graphs from our four families (CI N,3 , SCI N,3 , CB N,3 and SCB N,3 ), and the corresponding z-statistics comparing that to the mass to the left of the mean of the three Tracy-Widom distributions (0.519652 for β = 1, 0.515016 for β = 2, 0.511072 for β = 4) and the Standard Normal (.500). Discarded refers to the number of graphs where Matlab’s algorithm to determine the second largest eigenvalue did not converge; this was never greater than 4 for any data set. For a two-sided z-test, the critical thresholds are 1.96 (for α = .05) and 2.575 (for α = .01). CI N,3 1002 2000 5022 10022



zTW,1 zTW,2 0.239 3.173 -0.128 2.806 1.265 4.198 0.391 3.324



zTW,4 5.667 5.300 6.692 5.819



zStdNorm 12.668 12.301 13.693 12.820



Discarded 0 0 0 0



SCI N,3 1002 2000 5022



zTW,1 zTW,2 -1.451 1.483 -0.457 2.477 -0.042 2.891



zTW,4 3.978 4.971 5.386



zStdNorm 10.979 11.972 12.387



Discarded 0 0 1



CB N,3 1002 2000 5022 10022



zTW,1 zTW,2 3.151 6.083 3.787 6.719 3.563 6.495 2.049 4.982



zTW,4 8.577 9.213 8.989 7.476



zStdNorm 15.577 16.213 15.989 14.477



Discarded 0 1 4 0



SCB N,3 1002 2000 5022



zTW,1 zTW,2 -1.963 0.971 -0.767 2.167 -0.064 2.869



zTW,4 3.465 4.661 5.364



zStdNorm 10.467 11.663 12.365



Discarded 0 2 4
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This is the most important test in the paper. The results are striking, and strongly support that only the β = 1 Tracy-Widom distribution models the second largest eigenvalue. Except for SCB 1002,3 , for each of the families and each N the z-statistic increases in absolute value as we move from β = 1 to β = 2 to β = 4 to the Standard Normal. Further, the z-values indicate excellent fits with the β = 1 distribution for all N and all families except the 3-regular connected bipartite graphs; no other value of β or the standard normal give as good of a fit. In fact, the other fits are often terrible. The β = 4 and Standard Normal typically have z-values greater than 4; the β = 2 gives a better fit, but significantly worse than β = 1 (as most of the z-values for β = 2 exceed 2.8). Thus, except for 3-regular connected bipartite graphs, the data is consistent only with a β = 1 Tracy-Widom distribution. In the next subsections we shall study the sample means, standard deviations, and percent of graphs in a family that are Ramanujan. We shall see that the 3-regular connected bipartite graphs consistently behave differently than the other three families (see in particular Figure 6).
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2.2. Means and Standard Deviations. In Table 6 we record the sample means of sets of 1000 3-regular graphs chosen randomly from CI N,3 (connected perfect matchings), SCI N,3 (simple connected perfect matchings), CB N,3 (connected bipartite) and SCB N,3 (simple connected bipartite), and in Figure 4 we plot the sample mean versus the number of vertices and the logarithm of the number of vertices.



Table 6. Sample means (first four columns) and sample standard deviations (last four columns): each set is 1000 random 3-regular graphs with √ N vertices, chosen according to the specified construction. Note 2 2 ≈ 2.8284. N 26 32 40 50 64 80 100 126 158 200 252 316 400 502 632 796 1002 1262 1588 2000 2516 3168 3990 5022 6324 7962 10022 12618 15886 20000 50000



CI N,3 2.6731 2.7069 2.7338 2.7512 2.7692 2.7786 2.7895 2.7967 2.8011 2.8061 2.8107 2.8137 2.8166 2.8181 2.8197 2.8212 2.8222 2.8235 2.8241 2.8248 2.8253 2.8259 2.8262 2.8265 2.8270 2.8271 2.8272 2.8275 2.8276 2.8277 2.8280



SCI N,3 2.6031 2.6539 2.6922 2.7206 2.7457 2.7613 2.7748 2.7841 2.7925 2.8007 2.8050 2.8085 2.8136 2.8157 2.8172 2.8191 2.8211 2.8222 2.8231 2.8241 2.8248 2.8252 2.8258 2.8262 2.8266 2.8268 2.8271 2.8273 2.8275 2.8276



CB N,3 2.7334 2.7548 2.7675 2.7831 2.7919 2.7986 2.8031 2.8095 2.8131 2.8159 2.8176 2.8187 2.8208 2.8217 2.8228 2.8236 2.8240 2.8248 2.8253 2.8257 2.8261 2.8264 2.8266 2.8268 2.8271 2.8273 2.8274 2.8275 2.8277 2.8278



SCB N,3 2.5966 2.6472 2.6911 2.7254 2.7444 2.7639 2.7760 2.7855 2.7946 2.8019 2.8063 2.8096 2.8131 2.8166 2.8178 2.8199 2.8213 2.8223 2.8236 2.8242 2.8248 2.8254 2.8258 2.8262 2.8266 2.8269 2.8271 2.8274 2.8275 2.8277



CI N,3 0.09520 0.08190 0.06671 0.05310 0.04483 0.03651 0.03058 0.02598 0.02247 0.01924 0.01569 0.01292 0.01148 0.00967 0.00793 0.00680 0.00552 0.00545 0.00438 0.00382 0.00299 0.00266 0.00220 0.00198 0.00171 0.00135 0.00129 0.00102 0.00092 0.00085 0.00040



SCI N,3 0.10231 0.08321 0.06573 0.05580 0.04447 0.03711 0.03099 0.02573 0.02170 0.01874 0.01554 0.01318 0.01110 0.00947 0.00805 0.00643 0.00573 0.00498 0.00437 0.00349 0.00303 0.00247 0.00222 0.00189 0.00160 0.00143 0.00122 0.00101 0.00087 0.00074



CB N,3 SCB N,3 0.09267 0.10489 0.08003 0.08539 0.06509 0.07001 0.05550 0.05589 0.04557 0.04425 0.03839 0.03729 0.03224 0.03129 0.02746 0.02519 0.02325 0.02175 0.01984 0.01894 0.01628 0.01573 0.01396 0.01324 0.01215 0.01104 0.01000 0.00966 0.00846 0.00792 0.00743 0.00689 0.00627 0.00589 0.00525 0.00503 0.00440 0.00421 0.00394 0.00338 0.00359 0.00303 0.00290 0.00261 0.00230 0.00218 0.00197 0.00178 0.00179 0.00166 0.00153 0.00141 0.00127 0.00113 0.00110 0.00103 0.00094 0.00087 0.00082 0.00076
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Figure 4. Sample means: each set is 1000 random 3-regular graphs with N vertices, chosen according to the specified construction. The first plot is the mean versus the number of vertices; the second plot is a log-log plot of the mean and the number of vertices. CI N,3 is red, SCI √ N,3 is blue, CB N,3 is green, SCB N,3 is black; the solid yellow line is 2 2 ≈ 2.8284. 2.828
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Because of analogies with similar systems whose largest eigenvalue satisfies a TracyWidom distribution, we expect the normalization factor for the second largest eigenvalue to be similar to that in (1.7). As we do not expect that the factors will still be N 1/2 and N 1/6 , we consider the general normalization given in (1.4); for a 3-regular graph in one of our families we study √ λ2 (G) − 2 2 + cµ,N,3 N m(FN,3 ) f . (2.2) λ2 (G) = cσ,N,3 N s(FN,3 )
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Table 7. The graph sizes are chosen from {26, 32, 40, 50, 64, 80, 100, 126, 158, 200, 252, 316, 400, 502, 632, 796, 1002, 1262, 1588, 2000, 2516, 3168, 3990, 5022, 6324, 7962, 10022, 12618, 15886, 20000}. The first four columns are the best-fit values of m(FN,3 ); the last four columns are the best fit values of s(FN,3 ). Bold entries are those where s(FN,3 ) < m(FN,3 ); all other entries are where s(FN,3 ) > m(FN,3 ). N {26, . . . , 20000} {80, . . . , 20000} {252, . . . , 20000} {26, . . . , 64} {80, . . . , 200} {232, . . . , 632} {796, . . . , 2000} {2516, . . . , 6324} {7962, . . . , 20000}



CI N,3 -0.795 -0.761 -0.735 -1.058 -0.854 -0.773 -0.762 -0.791 -0.728



SCI N,3 -0.828 -0.790 -0.762 -1.105 -0.949 -0.840 -0.805 -0.741 -0.701



CB N,3 -0.723 -0.671 -0.638 -1.065 -0.982 -0.737 -0.649 -0.579 -0.584



SCB N,3 -0.833 -0.789 -0.761 -1.151 -0.968 -0.842 -0.785 -0.718 -0.757



CI N,3 -0.713 -0.693 -0.679 -0.863 -0.694 -0.718 -0.602 -0.614 -0.543



SCI N,3 -0.725 -0.703 -0.691 -0.918 -0.752 -0.716 -0.648 -0.668 -0.716



CB N,3 -0.709 -0.697 -0.688 -0.794 -0.719 -0.714 -0.705 -0.770 -0.671



SCB N,3 -0.729 -0.706 -0.696 -0.957 -0.750 -0.734 -0.763 -0.688 -0.648



Remark 2.1. The most important parameters are the exponents m(FN,3 ) and s(FN,3 ); previous work [Fr] (and our investigations) suggest that cµ,N,3 < 0. Let us assume that, in the limit as the number of vertices tends to infinity, the distribution of the normalized second largest eigenvalue converges to the β = 1 Tracy-Widom distribution and that cµ,N,3 < 0. If s(FN,3 ) > m(FN,3 ) then in the √ limit we expect about 52% of the graphs to have second largest eigenvalue less than 2 2, as this is the mass of the β = 1 TracyWidom distribution to the left of the mean. To see why this is true, note that if µFN,3 and σFN,3 are the mean and standard deviation of the data set of λ2 (G) for all G ∈ FN,3 , √ then µFN,3 ≈ 2 2 − cµ,N,d N m(FN,3 ) and σFN,3 ≈ cσ,N,3 N s(FN,3 ) , so √ cµ,N,3 2 2 ≈ µFN,3 + · N m(FN,3 )−s(FN,3 ) · σFN,3 . (2.3) cσ,N,3 √ c Thus the Ramanujan threshold, 2 2, will fall approximately cµ,N,3 N m(FN,3 )−s(FN,3 ) stanσ,N,3 dard deviations away from the mean. In the limit as N goes to infinity we see that the threshold falls zero standard deviations to the right of the mean if m(FN,3 ) < s(FN,3 ), but infinitely many if m(FN,3 ) > s(FN,3 ). We record the best fit exponents in Table 7. To simplify the calculations, we changed variables and did a log-log plot. Several trends can be seen from the best fit exponents in Table 7. Most of the time, s(FN,3 ) > m(FN,3 ), which indicates that it is more likely in the limit that 52% (and not all) of the graphs are Ramanujan. Except for CB N,3 (connected bipartite graphs), only once is s(FN,3 ) < m(FN,3 ); for CB N,3 we have s(FN,3 ) < m(FN,3 ) approximately half of the time. Further, the best fit exponents s(FN,3 ) and m(FN,3 ) are mostly monotonically increasing with increasing N (remember all exponents are negative), and cµ,N,3 and cσ,N,3 do not seem to get too large or small (these are the least important of the parameters, and are dwarfed by the exponents). This suggests that either the relationship is more complicated than we have modeled, or N is not large enough to see the limiting behavior. While our largest N is 20000, log(20000) is only about 10. Thus we may not have gone far enough to see the true behavior. If the correct parameter is log N , it is unlikely that larger simulations will help.
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Figure 5. Dependence of the logarithm of the mean on ¡ ¢ log −cµ,N,3 N m(CI N,3 ) on N . The blue curve is the observed values, the red line is the best fit line using all 30 values of N , and the black line is the best fit line using the last 10 values of N . -2
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In Figure 5 we plot the N -dependence of the logarithm of the difference of the mean √ from 2 2 versus the logarithm of −cµ,N,3 N m(CI N,3 ) , as well as the best fit lines obtained by using all of the data and just the last 10 data points. As the plot shows, the slope of the best fit line (the key parameter for our investigations) noticeably changes in the region we investigate, suggesting that we have not gone high enough to see the limiting, asymptotic behavior.
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2.3. Percentage of graphs that are Ramanujan. In Table 8 we record the percent of graphs in each sample of 1000 from the four families that are Ramanujan. We plot these percentages in Figure 6 (the first plot is the percentage against the number of vertices, the second is the percentage against the logarithm of the number of vertices). The most interesting observation is that, for the most part, the probability that a random graph from CI N,3 , SCI N,3 or SCI N,3 is Ramanujan is decreasing as N increases, while the probability that a random graph from CB N,3 is Ramanujan is increasing for most of the range. As we saw in Table 7 and Figure 5, except for CB N,3 we had s(FN,3 ) > m(FN,3 ); for CB N,3 we only had s(FN,3 ) > m(FN,3 ) about half of the time. Table 8. Percent Ramanujan: each set is 1000 random 3-regular graphs√with N vertices, chosen according to the specified construction. Note 2 2 ≈ 2.8284. N 26 32 40 50 64 80 100 126 158 200 252 316 400 502 632 796 1002 1262 1588 2000 2516 3168 3990 5022 6324 7962 10022 12618 15886 20000 50000



CI N,3 0.948 0.937 0.929 0.932 0.908 0.920 0.904 0.896 0.892 0.875 0.867 0.877 0.852 0.857 0.872 0.862 0.874 0.851 0.832 0.839 0.854 0.831 0.854 0.844 0.806 0.842 0.821 0.820 0.828 0.837 0.843



SCI N,3 0.985 0.983 0.981 0.975 0.963 0.965 0.960 0.954 0.956 0.928 0.936 0.931 0.913 0.908 0.916 0.929 0.892 0.890 0.894 0.896 0.878 0.911 0.878 0.880 0.864 0.868 0.870 0.864 0.860 0.879



CB N,3 0.837 0.815 0.837 0.798 0.787 0.766 0.790 0.758 0.751 0.740 0.755 0.776 0.748 0.755 0.758 0.769 0.778 0.769 0.763 0.786 0.780 0.781 0.805 0.806 0.793 0.797 0.804 0.810 0.801 0.820



SCB N,3 0.981 0.978 0.970 0.962 0.968 0.951 0.946 0.958 0.941 0.922 0.908 0.926 0.904 0.889 0.909 0.894 0.883 0.887 0.868 0.901 0.876 0.863 0.886 0.876 0.877 0.865 0.869 0.854 0.854 0.835
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Figure 6. Percent Ramanujan: each set is 1000 random 3-regular graphs with N vertices, chosen according to the specified construction. The first plot is the percent versus the number of vertices; the second plot is the percent versus the logarithm of the number of vertices. CI N,3 is red, SCI N,3 is blue, CB N,3 is green, SCB N,3 is black.
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3. Results for 4-Regular Graphs As the analysis of 4-regular graphs is similar to that of 3-regular, we include less graphs and tables than in the previous case (the omitted data are similar to those obtained for 3-regular graphs, and are available from the authors). We begin with the most important test, namely the percent of graphs in the family whose second largest eigenvalue is less than the average second largest eigenvalue.



Table 9. The mass to the left of the sample mean for each set of 100,000 4-regular graphs from our four families (CI N,4 , SCI N,4 , CB N,3 and SCB N,4 ), and the corresponding z-statistics comparing that to the mass to the left of the mean of the three Tracy-Widom distributions (0.519652 for β = 1, 0.515016 for β = 2, 0.511072 for β = 4) and the Standard Normal (.500). Discarded refers to the number of graphs where Matlab’s algorithm to determine the second largest eigenvalue did not converge; this was never greater than 4 for any data set. For a two-sided z-test, the critical thresholds are 1.96 (for α = .05) and 2.575 (for α = .01). CI N,4 1002 2000 5022



zTW,1 zTW,2 -0.261 2.673 -0.039 2.894 0.021 2.954



zTW,4 5.167 5.389 5.449



zStdNorm 12.168 12.390 12.450



Discarded 0 0 1



SCI N,4 1002 2000 5022



zTW,1 zTW,2 -0.754 2.179 0.094 3.027 -0.995 1.939



zTW,4 4.674 5.521 4.433



zStdNorm 11.675 12.523 11.435



Discarded 0 0 0



CB N,4 1002 2000 5022



zTW,1 zTW,2 4.062 6.994 4.227 7.159 3.803 6.735



zTW,4 9.488 9.653 9.229



zStdNorm 16.488 16.653 16.229



Discarded 0 2 4



SCB N,4 1002 2000 5022



zTW,1 zTW,2 -1.438 1.496 -2.175 0.759 -0.574 2.360



zTW,4 3.991 3.254 4.854



zStdNorm 10.992 10.255 11.855



Discarded 0 1 1



In Table 10 we record the sample means of sets of 1000 4-regular graphs chosen randomly from CI N,4 (connected perfect matchings), SCI N,4 (simple connected perfect matchings), CB N,4 (connected bipartite) and SCB N,4 (simple connected bipartite), and in Figure 7 we plot the sample mean versus the number of vertices and the logarithm of the number of vertices.
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Table 10. Sample means (first four columns) and sample standard deviations (last four columns): each set is 1000 random 4-regular graphs with √ N vertices, chosen according to the specified construction. Note 2 3 ≈ 3.4641. N 26 32 40 50 64 80 100 126 158 200 252 316 400 502 632 796 1002 1262 1588 2000 2516 3168 3990 5022 6324 7962 10022 12618 15886 20000



CI N,4 SCI N,4 3.2033 3.0199 3.2437 3.1167 3.2882 3.1831 3.3163 3.2432 3.3475 3.2885 3.3735 3.3231 3.3906 3.3472 3.4023 3.3702 3.4114 3.3898 3.4215 3.4045 3.4278 3.4138 3.4354 3.4226 3.4390 3.4298 3.4427 3.4358 3.4476 3.4409 3.4489 3.4453 3.4513 3.4488 3.4536 3.4510 3.4552 3.4536 3.4567 3.4548 3.4579 3.4563 3.4587 3.4576 3.4595 3.4586 3.4604 3.4595 3.4610 3.4605 3.4614 3.4609 3.4615 3.4613 3.4621 3.4618 3.4624 3.4621 3.4626 3.4624



CB N,4 SCB N,4 3.3034 2.951 3.3348 3.063 3.3583 3.152 3.3797 3.222 3.3962 3.276 3.4076 3.314 3.4185 3.342 3.4247 3.365 3.4302 3.385 3.4370 3.401 3.4419 3.411 3.4436 3.420 3.4472 3.429 3.4494 3.435 3.4526 3.439 3.4530 3.444 3.4553 3.449 3.4562 3.450 3.4572 3.452 3.4578 3.455 3.4589 3.456 3.4597 3.458 3.4604 3.459 3.4609 3.460 3.4612 3.460 3.4617 3.461 3.4621 3.461 3.4623 3.462 3.4625 3.462 3.4627 3.462



CI N,4 0.1621 0.1364 0.1138 0.0953 0.0820 0.0695 0.0573 0.0477 0.0426 0.0340 0.0291 0.0252 0.0217 0.0177 0.0157 0.0131 0.0114 0.0093 0.0081 0.0072 0.0059 0.0052 0.0042 0.0037 0.0036 0.0027 0.0023 0.0023 0.0016 0.0014



SCI N,4 0.1459 0.1298 0.1063 0.0913 0.0773 0.0616 0.0533 0.0450 0.0391 0.0327 0.0265 0.0237 0.0199 0.0178 0.0149 0.0126 0.0113 0.0092 0.0079 0.0067 0.0058 0.0051 0.0041 0.0036 0.0031 0.0026 0.0023 0.0020 0.0017 0.0015



CB N,4 0.1715 0.1427 0.1259 0.0996 0.0813 0.0718 0.0596 0.0515 0.0412 0.0356 0.0312 0.0268 0.0231 0.0194 0.0174 0.0130 0.0125 0.0101 0.0088 0.0071 0.0060 0.0050 0.0046 0.0039 0.0032 0.0029 0.0027 0.0020 0.0016 0.0014



SCB N,4 0.1605 0.1325 0.1052 0.0918 0.0701 0.0631 0.0520 0.0453 0.0393 0.0321 0.0279 0.0239 0.0210 0.0173 0.0152 0.0131 0.0104 0.0092 0.0080 0.0069 0.0055 0.0050 0.0043 0.0035 0.0032 0.0027 0.0023 0.0020 0.0017 0.0014
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Figure 7. Sample Means: each set is 1000 random 4-regular graphs with N vertices, chosen according to the specified construction. The first plot is the mean versus the number of vertices; the second plot is a log-log plot of the mean versus the number of vertices. CI N,4 is red, SCI √ N,4 is blue, CB N,4 is green, SCB N,4 is black; the solid yellow line is 2 3 ≈ 3.4641. 3.464
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We record the best fit exponents s(FN,4 ) and m(FN,4 ) in Table 11. The results are very similar to our 3-regular investigations. Except for CB N,4 (connected bipartite), most of the time s(FN,4 ) > m(FN,4 ). Further, the values of the best fit exponents are mostly increasing with increasing N (remember the exponents are negative).



26



STEVEN J. MILLER, TIM NOVIKOFF, AND ANTHONY SABELLI



Table 11. The graph sizes are chosen from {26, 32, 40, 50, 64, 80, 100, 126, 158, 200, 252, 316, 400, 502, 632, 796, 1002, 1262, 1588, 2000, 2516, 3168, 3990, 5022, 6324, 7962, 10022, 12618, 15886, 20000}. The first four columns are the best-fit values of m(FN,4 ); the last four columns are the best fit values of s(FN,4 ). Bold entries are those where s(FN,4 ) < m(FN,4 ); all other entries are where s(FN,4 ) > m(FN,4 ). N {26, . . . , 20000} {80, . . . , 20000} {252, . . . , 20000} {26, . . . , 64} {80, . . . , 200} {232, . . . , 632} {796, . . . , 2000} {2516, . . . , 6324} {7962, . . . , 20000}



CI N,4 -0.772 -0.743 -0.728 -0.894 -0.805 -0.814 -0.783 -0.769 -0.693



SCI N,4 -0.830 -0.799 -0.775 -1.026 -0.951 -0.840 -0.771 -0.811 -0.718



CB N,4 -0.696 -0.662 -0.642 -0.956 -0.771 -0.713 -0.593 -0.661 -0.579



SCB N,4 -0.847 -0.812 -0.790 -1.116 -0.937 -0.848 -0.768 -0.744 -0.750



CI N,4 -0.700 -0.689 -0.680 -0.764 -0.756 -0.690 -0.667 -0.570 -0.709



SCI N,4 -0.696 -0.684 -0.682 -0.900 -0.713 -0.666 -0.674 -0.628 -0.703



CB N,4 -0.709 -0.701 -0.703 -0.825 -0.774 -0.649 -0.672 -0.647 -0.822



SCB N,4 -0.693 -0.680 -0.675 -0.722 -0.689 -0.623 -0.708 -0.708 -0.645



In Table 12 we record the percent of graphs in each sample of 1000 from the four families that are Ramanujan. We plot these percentages in Figure 8 (the first plot is the percentage against the number of vertices, the second is the percentage against the logarithm of the number of vertices). Again we observe that, for the most part, the probability that a random graph from CI N,4 , SCI N,4 or SCB N,4 is Ramanujan is decreasing as N increases, while the probability that a random graph from CB N,4 is Ramanujan is increasing for most of the range. As we saw in Table 11, except for CB N,4 we had s(FN,4 ) > m(FN,4 ); for CB N,4 we only had s(FN,4 ) > m(FN,4 ) about a third of the time.
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Table 12. Percent Ramanujan: each set is 1000 random 4-regular graphs with N vertices, chosen according to the specified construction. N 26 32 40 50 64 80 100 126 158 200 252 316 400 502 632 796 1002 1262 1588 2000 2516 3168 3990 5022 6324 7962 10022 12618 15886 20000



CI N,4 0.951 0.948 0.944 0.934 0.918 0.882 0.895 0.898 0.886 0.882 0.892 0.873 0.873 0.886 0.858 0.878 0.884 0.865 0.869 0.870 0.860 0.861 0.862 0.847 0.853 0.852 0.863 0.830 0.847 0.852



SCI N,4 0.994 0.996 0.995 0.990 0.993 0.986 0.981 0.979 0.974 0.963 0.956 0.945 0.933 0.943 0.933 0.920 0.929 0.919 0.891 0.911 0.911 0.899 0.898 0.903 0.873 0.873 0.891 0.880 0.878 0.883



CB N,4 0.831 0.810 0.805 0.805 0.798 0.778 0.771 0.780 0.796 0.779 0.782 0.787 0.781 0.798 0.787 0.808 0.786 0.803 0.814 0.830 0.817 0.798 0.819 0.825 0.815 0.846 0.797 0.839 0.836 0.852



SCB N,4 1.000 0.999 0.995 0.994 0.987 0.988 0.988 0.980 0.979 0.970 0.973 0.960 0.957 0.940 0.944 0.935 0.918 0.932 0.921 0.919 0.907 0.888 0.912 0.903 0.895 0.897 0.877 0.882 0.865 0.866
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Figure 8. Percent Ramanujan: each set is 1000 random 4-regular graphs with N vertices, chosen according to the specified construction. The first plot is the percent versus the number of vertices; the second plot is the percent versus the logarithm of the number of vertices. CI N,4 is red, SCI N,4 is blue, CB N,4 is green, SCB N,4 is black. 5000
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4. Results for 7 and 10-Regular Graphs As the analysis of 7 and 10-regular graphs are similar to that of 3-regular, we include fewer graphs and tables than in that case (the omitted data are similar to those obtained for 3-regular graphs, and are available from the authors). In Table 13 we record the sample means, standard deviations and percent Ramanujan of sets of 1000 4-regular graphs chosen randomly from CI N,7 and CI N,10 (connected perfect matchings). In Figure 9 we plot the sample mean versus the number of vertices and the logarithm of the number of vertices for CI N,7 and CI N,10 .
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Table 13. Sample means (first two columns), sample standard deviations (next two columns) and percentage of graphs in the family that are Ramanujan (last two columns): each set is 1000 random d-regular √ graphs with N vertices from CI or CI . Note 2 6 ≈ 4.8990 and N,7 N,10 √ 2 9 = 6. N 26 32 40 50 64 80 100 126 158 200 252 316 400 502 632 796 1002 1262 1588 2000 2516 3168 3990 5022 6324 7962 10022 12618 15886 20000



CI N,7 4.3358 4.4393 4.5281 4.5868 4.6405 4.6928 4.7200 4.7571 4.7825 4.8006 4.8200 4.8305 4.8442 4.8524 4.8605 4.8650 4.8717 4.8752 4.8789 4.8829 4.8852 4.8878 4.8886 4.8908 4.8917 4.8929 4.8937 4.8946 4.8953 4.8957



CI N,10 5.1882 5.3365 5.4388 5.5414 5.6412 5.7005 5.7462 5.7926 5.8275 5.8640 5.8836 5.9077 5.9203 5.9329 5.9420 5.9514 5.9605 5.9676 5.9707 5.9761 5.9804 5.9830 5.9854 5.9877 5.9895 5.9914 5.9926 5.9940 5.9947 5.9958



CI N,7 CI N,10 0.2860 0.3682 0.2399 0.3259 0.2167 0.2739 0.1747 0.2269 0.1494 0.1995 0.1241 0.1782 0.1059 0.1409 0.0922 0.1204 0.0808 0.1076 0.0649 0.0882 0.0575 0.0761 0.0481 0.0667 0.0414 0.0573 0.0363 0.0495 0.0293 0.0414 0.0253 0.0352 0.0230 0.0305 0.0194 0.0267 0.0164 0.0229 0.0142 0.0195 0.0121 0.0161 0.0104 0.0143 0.0087 0.0121 0.0075 0.0103 0.0066 0.0090 0.0055 0.0078 0.0048 0.0065 0.0041 0.0055 0.0034 0.0046 0.0030 0.0041



CI N,7 0.977 0.967 0.946 0.956 0.954 0.950 0.948 0.936 0.921 0.931 0.909 0.920 0.909 0.888 0.906 0.906 0.884 0.885 0.878 0.866 0.864 0.863 0.883 0.865 0.867 0.865 0.853 0.865 0.858 0.866



CI N,10 0.977 0.981 0.977 0.969 0.949 0.948 0.96 0.95 0.935 0.937 0.927 0.916 0.918 0.907 0.902 0.914 0.898 0.882 0.889 0.881 0.893 0.882 0.876 0.879 0.882 0.869 0.876 0.866 0.861 0.839



We record the best fit exponents m(FN,d ) and m(FN,d ) (d ∈ {7, 10}) in Table 14. The results are very similar to our 3-regular investigations. We always have s(FN,d ) > m(FN,d ). Further, the values of the best fit exponents are mostly increasing with increasing N (remember the exponents are negative), though there are more decreases than in the d = 3 and d = 4 cases.



30



STEVEN J. MILLER, TIM NOVIKOFF, AND ANTHONY SABELLI



Figure 9. Sample Means: each set is 1000 random 7 or 10-regular graphs with N vertices, chosen according to the specified construction. The first plot is the mean versus the number of vertices; the second plot is a log-log plot of the mean versus the number√ of vertices. Orange √ is CI N,7 , cyan is CI N,10 ; the solid black lines are 2 6 ≈ 4.8990 and 2 9 = 6. 6
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In Figure 10 we plot the percentage of graphs in each sample that are Ramanujan.
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Table 14. The graph sizes are chosen from {26, 32, 40, 50, 64, 80, 100, 126, 158, 200, 252, 316, 400, 502, 632, 796, 1002, 1262, 1588, 2000, 2516, 3168, 3990, 5022, 6324, 7962, 10022, 12618, 15886, 20000}. The first two columns are the best-fit values of m(FN,d ); the last two columns are the best fit values of s(FN,d ). All entries haves(FN,d ) > m(FN,d ). N {26, . . . , 20000} {80, . . . , 20000} {252, . . . , 20000} {26, . . . , 64} {80, . . . , 200} {232, . . . , 632} {796, . . . , 2000} {2516, . . . , 6324} {7962, . . . , 20000}



CI N,7 CI N,10 -0.774 -0.779 -0.754 -0.760 -0.735 -0.745 -0.864 -0.891 -0.834 -0.858 -0.793 -0.744 -0.784 -0.745 -0.693 -0.683 -0.694 -0.771



CI N,7 CI N,10 -0.682 -0.676 -0.675 -0.673 -0.673 -0.673 -0.719 -0.706 -0.685 -0.732 -0.709 -0.658 -0.645 -0.639 -0.669 -0.648 -0.677 -0.705
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Figure 10. Percent Ramanujan: each set is 1000 random 7 or 10regular graphs with N vertices, chosen according to the specified construction. The first plot is the percent versus the number of vertices; the second plot is the percent versus the logarithm of the number of vertices. Orange is CI N,7 , cyan is CI N,10 . 0.98
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