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Abstract We adopt an evolutionary framework to explain price dispersion as a time varying phenomenon. By developing a finite strategy analogue of the Burdett and Judd (1983) price dispersion model, we show that all dispersed price equilibria are unstable under the class of perturbed best response dynamics. Instead, numerical simulations using the logit dynamic show that price dispersion manifests itself as a limit cycle. We verify that limit cycles persist even when the finite strategy model approaches the original continuous strategy model. For a particularly simple case of the model, we prove the existence of a limit cycle. Keywords: Price Dispersion; Evolutionary Game Theory; Logit Dynamic. JEL classification: C72; C73; L11.
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Introduction



In this paper, we use evolutionary game theory to explain price dispersion in the Burdett and Judd [11] model as a limit cycle. Price dispersion, under which different sellers charge different prices for the same homogeneous good is a commonly observed phenomenon. Hopkins [29] provides detailed evidence of the prevalence of price dispersion, including its persistence among firms that sell through the internet (Baylis and Perloff [4] and Baye et. al [3]). Price dispersion is very puzzling since it seemingly contradicts the “law of one price” of elementary microeconomics. Various models explain price dispersion as an equilibrium phenomenon. The common feature of these models is the presence of heterogeneity among consumers, with some consumers willing to pay a price that is not necessarily the lowest prevailing.1 Instead of undercutting each other in Bertrand like competition, sellers can earn more by sticking to a higher price and selling to the fraction of consumers who would be willing to buy at that price. We call the resulting mixed equilibrium a dispersed price equilibrium. There are however reasons to be circumspect about an explanation that relies on the notion of a mixed equilibrium. For this explanation to be plausible, it must be possible for a large, technically uncountably infinite, population of sellers to be able to coordinate on a probability distribution over an immense number of prices. This is clearly a coordination problem of a much greater order of complication than coordinating on a pure equilibrium. Nor is it obvious how sellers randomize over such a large number of alternative strategies. It is therefore necessary to impose a sterner test on the mixed equilibrium prediction before accepting its validity. One way to test it is to postulate an initial scenario in which the population distribution over the various prices (the social state) is close to but not exactly the same as a mixed equilibrium; an overwhelmingly more likely event than exact coordination on the equilibrium. We then introduce a dynamic process with appropriate micro foundations that allows us to judge whether the social state moves towards or diverges away significantly from the mixed equilibrium. If indeed we observe the latter outcome, then we need to fashion a new explanation for observed price dispersion. This is the approach of evolutionary game theory in which individual agents, as members of large populations, periodically revise their strategies using simple revision protocols. This approach, by not requiring large populations of agents to possess the knowledge or ability to coordinate on a precise equilibrium, is more respectful of the bounded nature of human rationality. The revision protocol generates an evolutionary dynamic which is an ODE system in the social state with the set of Nash equilibria as rest points. Indeed, there is a precedent to adopting this approach in the study of price dispersion by Hopkins and Seymour [30] who analyze the Burdett and Judd [11] and the Varian [44] models using the class of Positive Definite Adaptive (PDA) dynamics of which the replicator dynamic (Taylor and 1 Some of these models are Salop and Stiglitz [38], Varian [44], Burdett and Judd [11], Rob [37], Stahl [42], Wilde [46], B´enabou [7]. As examples of consumer heterogeneity, we can cite the number of prices consumers sample before purchasing (Burdett and Judd [11]), or search cost (Salop and Stiglitz [38], Stahl [42]). Hopkins [29] provides a survey of the theoretical literature on price dispersion.
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Jonker [43]) is the prototypical representative. Such dynamics are generated by agents imitating others using more successful strategies. Their analysis reveals that the mixed equilibria of these models are unstable under these dynamics; i.e. the social state starting near any of these equilibria diverges away. They explain this result using the notion of positive definite games; i.e. games in which near a mixed equilibrium, any mutant strain that plays the Nash equilibrium finds itself at a payoff disadvantage. This is of course the reverse of Maynard Smith’s notion of Evolutionary Stable State. Evolutionary dynamics which respect such payoff differentials will therefore take the population away from a mixed equilibrium. To fully understand price dispersion, one needs to go beyond the negative conclusion of Hopkins and Seymour [30] that mixed equilibria do not suffice as an explanation of this phenomenon. Recent empirical (Lach [32]) and experimental (Cason, et. al.[13]) work suggest that price dispersion is a cyclical phenomenon. They find that the the proportion of sellers charging any price keeps oscillating as a regular cycle. Such a phenomenon is of course readily understood as a limit cycle in evolutionary game theory. The primary contribution of this paper is that we are able to establish the existence of such a limit cycle in the Burdett and Judd [11] model under the logit dynamic2 (Fudenberg and Levine [17]). This limit cycle3 attracts solution trajectories of this dynamic from a wide range of initial conditions including those that are arbitrarily close to the set of mixed equilibria. We find that the trajectory of the social state along the limit cycle is significantly different from any of the mixed equilibria. This implies that from the evolutionary perspective, the mixed equilibrium prediction of long run social behaviour is misleading in this model. What justifies the application of evolutionary techniques to the problem of price dispersion? First, these models involve large populations of sellers and buyers which provides the ideal setting for the application of such techniques. Secondly, it would be prohibitively expensive relative to the benefits obtained to acquire the knowledge required for exact equilibrium coordination in a large population. This is particularly so in making buying and selling decisions about inexpensive items of daily consumption like sugar or coffee where, as Lach [32] shows, price dispersion is most manifest. Agents are therefore much more likely to behave myopically which is again consistent with the assumptions of evolutionary game theory. Third, from a methodological point of view, we seek to demonstrate the ability of evolutionary techniques to capture naturally situations of persistent disequilibrium even in a sophisticated economic model. The second major contribution 2



The logit dynamic is the prototype of the general class of perturbed best response (PBR) dynamics that are generated by agents playing a best response to slightly perturbed versions of their payoffs. At low levels of perturbation, the PBR puts almost the enire probability weight on the best response. These dynamics therefore capture the essence of playing the best response dynamic but without creating the technical complication that the best response is a correspondence rather than a function. 3 Since price dispersion implies that there is a wide range of prices that prevail in the market, we can at best consider the average market price—the average of prices weighted by the proportion of sellers charging each price—as the representative market price. Cyclical price dispersion clearly leads to a average price cycle as well. This price cycle, is however, distinct from Edgeworth price cycles generated in oligopoly models with firms first undercutting each other and then raising their prices. An Edgeworth cycle captures the unique price that prevails in the market at any time. There is therefore no price dispersion in Edgeworth cycle models whereas the average price cycle in our model represents the many prices that prevail at any given time. Moreover, unlike the average price cycles we consider, Edgeworth cycles result from equilibrium play.
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of this paper is showing this relevance of evolutionary techniques in enhancing our understanding of a problem of general economic interest. We choose the Burdett and Judd [11] model for our analysis since it is one fundamental price dispersion model that captures consumer behaviour endogenously. Moreover, the experimental results of Cason et. al. [13] are also based on this model. We rely on numerical methods to locate the limit cycle in this model. This is inevitable since it is mathematically intractable to seek to prove the existence of a limit cycle in a model as sophisticated as the Burdett and Judd [11] model. The choice of the logit dynamic is motivated by the pattern of persistent but cyclical dispersion that we observe in the data of Lach (2002) and Cason et. al. [13]. The other plausible dynamic process is the replicator dynamic. But the intuition from the bad Rock-Paper-Scissor game cycles generated by this dynamic in a positive definite game fluctuates from one monomorphic state to another. This would not suffice as an explanation of price dispersion. In the Burdett and Judd [11] model, sellers choose from a continuous set of prices. Consumers pay a search cost for every price they choose to sample Along with the monopoly equilibrium first noted by Diamond [15], the model yields two dispersed equilibria in which sellers charge different prices and consumers are differentiated by whether they observe only one price or two prices. It is, however, technically very difficult to conduct an evolutionary analysis of a continuous strategy model. Therefore, in Section 2, we construct a discrete analogue of the Burdett and Judd model by approximating the sellers’ strategy set with a large but finite set of prices. We show that as the finite strategy sets converge to their continuous counterpart, the set of equilibria of the discrete models become increasingly well approximated in distributional terms by the equilibria of the continuous model. In our numerical simulations in Section 4, we apply this result to show that in a discrete model of a sufficiently large strategy set, the logit dynamic diverges to a limit cycle from the neighbourhood of the set of mixed equilibria. We argue that this particular limit cycle provides a very good approximation of the long run social behaviour we expect to observe in the original Burdett and Judd model under the infinite dimensional counterpart of the logit dynamic. Section 4 therefore contains the key economic intuition of this paper. The arguments in this section, being based on numerical techniques, are necessarily somewhat heuristic. Section 5 provides some theoretical rigour to this intuition by proving the instability of mixed equilibria under all PBR dynamics (see footnote 2) in the finite dimensional analogue of the Burdett and Judd model.4 It is this instability of equilibria that leads to the emergence of the limit cycles that we simulate in Section 4. In adopting an explicitly finite dimensional approach in establishing the instability results, we are also able to avoid the technical ambiguities of Hopkins and Seymour [30].5 Nevertheless, the general approach of Hopkins and Seymour [30] has influenced us a great deal, particularly in view 4



In PBR dynamics, rest points coincide with the set of perturbed equilibria. Our stability analysis therefore relate to the stability of perturbed equilibria. For low levels of shocks, however, perturbed equilibria lie very close to Nash equilibria. So, if perturbed equilibria are unstable, we can conclude that society moves away from Nash equilibria as well. 5 In particular, since we avoid any admixture of finite and infinite dimensional issues, our payoff functions have clearly identifiable Nash equilibria. So the evolutionary dynamics that we use have well defined rest points which make our stability analysis meaningful.
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of results in Hopkins [28] that show how concepts derived from PDA dynamics can be used to analyze perturbed best response dynamics. Finally, in Section 6, we provide an explicit proof of the existence of a limit cycle in a very special case of the finite dimensional Burdett and Judd model. The positive definiteness of the Burdett and Judd model is critical for our conclusion that price dispersion persists as a disequilibrium phenomenon. Given other modeling assumptions, this result may break down. For example in Rauh [36], it is shown that if the pricing game exhibits strategic complementarities and if all firms are identical, then best response dynamics converge globally to the Diamond monopoly equilibrium. Interestingly, Rauh [36] shows that if production costs are heterogeneous across producers, strategic complementarities can induce stable equilibria in which different producers charge different prices. But in this paper, we are interested in explaining dispersion that exists even when all producers and consumers are identical. Moreover, Rauh’s results do not account for the empirical and experimental observations of price cycles. It is also possible to generate time varying cyclical price dispersion as equilibrium phenomenon in more elaborate models; for example by introducing shocks to fundamentals like preferences, production and costs, inflation rate (B´enabou [5, 6], Alessandria [1], Head et. al. [21]). However, the empirical and experimental data we consider generate cycles even after controlling for such shocks. Hence, in our evolutionary model, we do not alter such fundamental properties of the Burdett and Judd [11] model. Instead, by focusing on the bounded rationality of the agents’ dynamic behaviour, our evolutionary model gives an alternative and more parsimonious explanation of time varying price dispersion.
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Finite Approximation of the Burdett and Judd Model



The Burdett and Judd [11] price dispersion model is a game with a continuous strategy space. There are a continuum of homogeneous firms, all selling the same good at a price belonging to the set [0, 1]. We interpret 0 as the cost for the sellers and 1 as the common reservation price of consumers which is known to the sellers. Each firm chooses a price independently. We denote the population of sellers as population 1. To avoid the technical difficulties associated with the evolutionary analysis of a continuous strategy game, we develop a finite analogue of the original Burdett and Judd model. We construct a sequence of finite approximation {S n }n∈Z++ of  S = [0, 1]. The set S n is the sellers’ strategy set and consists of (n + 1) prices 0, n1 , n2 , · · · , n−1 n ,1 . n P We denote pi = ni . The set ∆n1 = {x ∈ Rn+1 : xi = 1} is the set of states in population 1. So, xi + i=0



is the proportion of sellers charging price pi ∈ S n .6 If we need to emphasize the size of the strategy set, we use the notations pni and xni . The population of consumers is population 2. For consumers, a strategy is to sample a certain number of prices before deciding to purchase at the cheapest price sampled. If more than one 6



Here, we are implicitly assuming that the mass of the population of sellers is 1. We make the same assumption for the population of buyers. This allows us to identify a population state with a point in the appropriate simplex.
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observed firm is charging the minimum price, the consumer randomizes uniformly between them. r P ym = 1}. Hence, ym denotes the proportion The set of states in population 2 is ∆2 = {y ∈ Rr+ : m=0



of consumers who are sampling m prices and r is a finite number that represents the maximum number of prices any consumer samples.7 A social state is the vector (x, y) ∈ ∆n = ∆n1 × ∆2 . To specify the payoff of sellers, let us fix the strategy set S n of sellers and the distribution y of consumer types. Given pi , x, y and r, the payoff received by a seller is a function πi : ∆n → R defined by " πi (x, y) = pi y1 +



r X



mym



m=2



where



(m−1 m )# X g(k,i) (x) k=0



(1)



k+1



m−1−k  X  m (x) = m−1 (xi )k  xj  . g(k,i) k



(2)



j>i



For example, if the distribution of consumer types is {y1 , y2 }, then πi (x, y) = pi (y1 +2y2 (



P



xj + x2i )).



j>i



In order to facilitate later comparison, we reproduce the payoff function of sellers in the original Burdett and Judd [11] continuous strategy model. The payoff function, given in eq. (1) of that paper is Π(F, y) = p



r X



yk k(1 − F (p))k−1 , for p ∈ [0, 1],



(3)



k=1



where F (·) is the distribution function of the probability measure describing the strategy of sellers.8 r P mym .9 If a consumer samples m The expected mass of consumers who sample the firm is m=1



m (x) is the probability that the price p chosen by the firm firms including the firm in question, g(k,i) i



is the minimum of the m prices and is also chosen by k other firms. Hence, the probability that m (x) m−1 P g(k) the consumer buys from the firm is k+1 . Uniform randomization by consumers accounts for k=0



division by k + 1. We now specify the payoff function of the consumers. We assume that consumers have to pay a cost c > 0 for every price they choose to sample. The parameters c and r are assumed to be common to all consumers. Consumers are therefore a priori homogeneous. If each price quotation is a random draw from the probability distribution p, then the expected cost of purchasing when 7



In the original model, there is no such upper limit. In our case, it is necessary to impose this upper limit in order to define evolutionary dynamics. The imposition of this limit, however, makes no significant difference to equilibrium behavior. In any mixed equilibrium in the model with endogenous consumer behavior, consumers sample either one or two prices. Pi 8 Let the distribution function of the probability distribution x be Fi = j=0 xj . The use of this notation highlights the difference between (1) and (3). The difference arises because we have to account for the possibility of sellers choosing equal prices. Burdett and Judd ignore this possibility since in their setting, all mixed equilibria are absolutely continuous probability measures. Hence, they are able to express their payoff function simply in terms of the distribution function of the corresponding probability measure. 9 The expected number of m price samplers who sample a particular firm is mym . Hence, the expected measure r P of consumers who will sample a firm is y1 + mym . m=2
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m prices are observed is given by the function Cm : ∆n1 → R defined by, Cm (x) = mc + m



n X



p i xi



) (m−1 m X g(k,i) (x)



i=0



k=0



k+1



(4)



m (x) defined in (2). The interpretation of the cost function is as follows. Suppose a with g(k,i) m (x) is the consumer is randomly sampling m prices. If one of the prices he observes is pi , then g(k,i)



probability that pi is the minimum of the m prices and that the consumer has observed k other equal prices. Uniform randomization leads to division by (k + 1). We multiply by m since pi can m (x) m−1 P g(k,i) be observed in any of the m draws. Hence, mxi represents the probability of paying pi . k+1 k=0



The corresponding cost function in Section 3.2 of Burdett and Judd [11] for the continuous strategy model is presented below.10 Z Cm (F ) = mc + m



1



p(1 − F (p))n−1 dF (p), for m ∈ {1, 2, · · · , r}.



(5)



0



Consumers’ payoff is the negative of (4). It is important to note that the cost function is independent of consumers’ aggregate behavior given by the distribution y. This fact will have important consequences for the stability properties of mixed equilibria.



2.1



Equilibria with Fixed Consumer Types



In deriving the Nash equilibria of our model, we follow the general strategy in Burdett and Judd [11]. We first derive equilibria by fixing the distribution {yi }ri=1 of consumer types. The results derived in this case then allows us to solve the model in the more general case when consumer search behavior is endogenous. With y fixed, the payoff function of the game is π : ∆n1 → Rn with π(x) given by (1).11 First, we consider the case 0 < y1 < 1. We show that in this case, for n sufficiently large, all equilibria are mixed equilibria. This follows from the following lemma, which shows that as n gets large, the probability attached by any Nash equilibrium on any single price must go to zero. The proof is in Appendix A.1. Lemma 2.1 Let the type distribution {y1 , y2 , · · · yr } satisfy 0 < y1 < 1. Let x ¯n be a Nash equilibrium of the game with strategy set S n . Then, for all strategies pni , x ¯ni → 0 as n → ∞. The intuition behind this result is as follows. As the number of prices increase, the difference between any two successive prices goes to zero. Hence, if the weight on any price remains bounded 10



Since we restrict consumers to a finite maximum possible number of searches, we define (5) only for a finite set unlike in the original model where there is no restriction on the maximum possible number of searches. See footnote 8 for an explanation of the difference between (4) and (5). 11 n Here, since consumer behaviour is exogenously fixed, the domain of the payoff function is ∆n 1 instead of ∆ . We therefore write the payoff function as π(x). We adopt the same notation in later sections also whenever we refer to the case with consumer behaviour exogenously fixed. When consumer behaviour is endogenous, we write the payoff function as π(x, y). We do this without any further clarification, hoping the context will make our meaning clear.
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away from zero, any seller charging that price can deviate to the price immediately below that. While the two prices are nearly the same, the probability of being the minimum price sampled increases significantly. In the appendix, we show that this intuition works for all prices except the first two positive prices. But for n large, these prices are dominated by 1 and so can be ignored.
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We therefore conclude that for n sufficiently large, the only Nash equilibria are mixed strategy Nash equilibria if 0 < y1 < 1.13 . On the other hand, for the two special cases, y1 = 0 and y1 = 1, the only Nash equilibria in these cases are pure strategy equilibria. The proof is in Appendix A.1. Lemma 2.2



1. Let y1 = 1. Then, for all n, the only Nash equilibrium is xnn = 1, i.e. all firms



charge the highest price 1. 2. Let y1 = 0. Then, for any n, there are always two pure strategy Nash equilibria. One Nash equilibrium is xn0 = 1, i.e., all firms charge price 0. Another Nash equilibrium is xn1 = 1. In the particular case where y2 = 1, xn2 = 1 is also a Nash equilibrium. Moreover, for all n, there exist no other Nash equilibria. Part (1) follows because 1 is then the dominant price. The proof of part (2) is somewhat tedious but the intuition is largely that of Bertrand competition. Since all consumers are informed, prices fall to the competitive level. For the special case where y2 = 1, xn2 = 1 is a non strict Nash equilibrium.14



2.2



Equilibrium with Endogenous Consumer Behavior



We can now characterize the equilibria of the complete model in which consumer behavior emerges endogenously. We begin with the following lemma that shows that the consumers’ cost function is convex in the number of prices observed. Lemma 2.3 Let the population 1 state x be non-degenerate. Let F be the distribution function of P xj . Then, the cost function Cm (x) defined in (4) is strictly convex in m. x. Hence, Fi = j≤i 12



If y1 ∈ (0, 1], then when n is large, there are positive prices that are dominated. In fact, any price that is less r P mym )−1 is dominated by price 1. The lowest possible payoff obtained from charging 1 is y1 whereas than p = y1 ( m=1



the highest possible payoff from any price pi is pi



r P



mym . This gives us p. For positive dominated strategies, we



i=1



require p ≥ 13



1 n



which implies n ≥ (



r P



mym )y1−1



m=1



Let dae the smallest integer strictly larger than a. If n >



dLe p



where L = 1 + y1 (



r P



m=2



(m − 1) ym )−1 , then there is



no pure strategy equilibrium in the game with strategy set S n 14 Lemmas 2.1 and 2.2 are very analogous to the corresponding result in the (Lemma 2) in the original Burdett and Judd [11] model. They find that if y1 = 1, the only equilibrium is the monopoly equilibrium whereas if y1 = 0, the only equilibrium is the competitive equilibrium. If 0 < y1 < 1, the unique equilibrium is an absolutely continuous probability measure with compact and connected support. One significant difference is that in the finite case, there may be more than one mixed strategy equilibrium.
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Proof. It can be shown through some tedious manipulation that Cm (x) = mc +



n 1P (1 − Fi )m n i=0



(6)



For any number b ∈ (0, 1), (1 − b)m is strictly convex in m. Hence, as long as the distribution x is not degenerate, Cm (x) is strictly convex in m.  A feature of (6) is that the price term pi does not appear in it. This is because prices are uniformly spaced due to which their effect is incorporated in the



1 n



function implies that it is minimized at either a unique integer



m∗



term. The convexity of the cost or two successive integers m∗



and m∗ + 1. We now characterize Nash equilibria of our model. We show that monopoly pricing is always a pure equilibrium. Apart from this, at any strategy size n, the only other possible equilibria are mixed at which all consumers sample either one or two prices. Theorem 2.4 In the game with endogenous consumer behavior, 1. {xnn = 1, y1 = 1} is always a Nash equilibrium. This is the monopoly equilibrium. 2. For all n, the only other Nash equilibria are mixed equilibria in which both producers and consumers randomize. 3. In any mixed equilibrium, 0 < y1 < 1 and y1 + y2 = 1. Consumers sample at most two prices. Proof. 1. If all sellers are charging the highest price, then the cost minimizing strategy for consumers is to sample just one price. On the other hand, if all consumers are searching just once, then sellers’ profits are maximized by charging the highest price. 2. We first rule out equilibria in which yi = 1 for i > 1. If yi = 1 for i > 1, then by Lemma 2.2, the only possible equilibria are pure equilibria where firms charge either the zero price, or pn1 or pn2 . Since all firms charge the same price, the cost minimizing strategy for consumers is uniquely y1 = 1. But then sellers will charge the highest price and we are back to the monopoly equilibrium. Next, suppose consumers randomize but all producers charge a single price. Then, all consumers will deviate to sampling just one price. 3. At any mixed equilibrium, we must have 0 < y1 < 1. If y1 = 0, then by lemma 2.2, all sellers charge the same price. But then, all consumers sample just once. If y1 = 1, then all firms charge the highest price and we have the monopoly equilibrium. Hence 0 < y1 < 1 which implies that sampling one price is one of the cost minimizing strategies of the consumers. Since sellers play a mixed strategy at the Nash equilibrium, the cost function is strictly convex. This implies that the only other cost minimizing strategy is to sample two prices. Thus, y1 + y2 = 1. 
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Theorem 2.4 has a close counterpart in the infinite case (Burdett and Judd [11, Theorem 2]). The only pure equilibrium in the infinite game is the monopoly equilibrium. Any mixed equilibria is characterized by 0 < y1 < 1 and y1 + y2 = 1. For the infinite dimensional case, Burdett and Judd [11] also show that depending upon c, there are either zero, one or two mixed equilibria. In the finite case, we do not have any such exact result on the number of equilibria that can exist for any arbitrary n. Nevertheless, as we establish in the following theorem, any sequence of finite dimensional Nash equilibria converges in distribution to one of the Nash equilibria of the infinite dimensional model defined by (3) and (5). Pi



Let (¯ xn , y¯n ) be a Nash equilibrium of the game sellers’ strategy space S n . Define F¯ n (p) = x ¯n , for p ∈ [pi , pi+1 ) where pi , pi+1 ∈ S n . Thus F¯ n is the distribution function of the



j=0



j



probability measure x ¯n in ∆1 . With this notation, we can now state the following theorem. The proof is in Appendix A.1. Theorem 2.5 Consider the game with endogenous consumer behaviour in the strategy space ∆n = xn , y¯n ) be an equilibrium of this game. Then as n → ∞, (F¯ n , y¯n ) → (F ∗ , y ∗ ), where ∆n × ∆2 . Let (¯ 1



(F ∗ , y ∗ ) is a Nash equilibrium of the associated Burdett and Judd [11] continuous strategy game with payoff functions (3) and (5). The proof of this theorem relies on the compactness of ∆ with respect to the topology of weak convergence. Due to this, any sequence of finite dimensional Nash equilibria must converge to a point in ∆. In order to show that the limiting distribution is a Nash equilibrium of the original game, we show that the correspondence from the strategy size n to the set of Nash equilibria is upper semicontinuous at infinity in the topology of weak convergence. This in turn follows because, by Lemma 2.1, the equilibrium probability weight on any finite dimensional strategy approaches zero as n becomes large. Hence, the payoff functions (1) and (4) become increasingly well approximated by (3) and (5) respectively. We note that we are not proving lower semicontinuity of the Nash equilibrium correspondence in Theorem 2.5. Hence, the theorem leaves open the possibility that even for large n, one or both the mixed equilibria of the continuous strategy game may not have a finite dimensional mixed equilibria close to it. It is also possible that a sequence of mixed equilibria converge to the monopoly equilibria. Typically, we would not expect these pathological events to occur. Nevertheless, the main conclusion of the theorem is sufficient for our purposes: for sufficiently large n, any mixed equilibrium that may exist must lie close in distributional terms to one of the mixed equilibria of the original game. We use this implication in Section 4 to show divergence of the logit dynamic from such approximations of any mixed equilibria of the finite game for large n. Example 2.6 We consider a game with the fixed parameters r = 3 and c = 0.07. First, let the  strategy set of sellers be S 5 = 0, 15 , 52 , 35 , 45 , 1 . Apart from the pure strategy monopoly equilibrium, there are ten other mixed equilibria, all listed in Appendix A.2. In the continuous strategy game with S = [0, 1] and the same fixed parameters, the game has two mixed equilibria apart from the monopoly equilibrium. The two mixed equilibria are (See Burdett 9



and Judd [11, Claim 2] for details of calculating these equilibria.) 1. F1∗ (p) = 1 −



0.0544(1−p) , p



for p > 0.0516 (y1∗ )1 = 0.0981, (y1∗ )2 = 0.9019.



2. F2∗ (p) = 1 −



1.3054(1−p) , p



for p > 0.5662 (y2∗ )1 = 0.7231, (y2∗ )2 = 0.2769.



By Theorem 2.5, we can approximate distribution functions of the Nash equilibria of a finite strategy game for n large enough with the distribution functions of the equilibria of the continuous strategy game.
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Perturbed Best Response Dynamics



We now consider the dynamic analysis of our price dispersion model. We model dynamic behavior in the two populations using perturbed best response (PBR) dynamics.15 Our objective is to analyze the stability properties of dispersed price equilibria under perturbed best response dynamics. If we are able to show that all such equilibria are unstable, then we need to conclude that observed price dispersion is the result of persistent disequilibrium. In order to motivate these dynamics, we focus on the one population price dispersion game with fixed consumer behavior. Since agents are myopic, their perceived payoffs on which they base their decisions are always a function of the current social state. Hence, the underlying payoff function that defines the dynamic is π : ∆n1 → Rn+1 with πi (x) defined in (1). The discussion that follows is, however, more general and applies to any population game. The derivation of the dynamics can also be readily extended to multipopulation cases. An evolutionary dynamic is an ordinary differential equation x˙ = V (x)16 where x ∈ ∆n1 and V (x) is the vector of change in social state x. To be admissible as an evolutionary dynamic, we require that from each initial condition x0 ∈ ∆n1 , there must exist a unique solution trajectory {xt }t∈[0,∞) with xt ∈ ∆n1 , for all t ∈ [0, ∞). PBR dynamics17 are generated by requiring agents to optimize against payoffs after they have been subjected to some perturbations. These shocks can be interpreted to mean actual payoff noise, or mistakes agents make in perceiving payoffs or in implementing pure best responses18 . 15



We can provide microfoundations to this general model by appealing to the model of revision protocols in Sandholm [40]. In this model, agents myopically change their behavior in response to the present social state whenever they receive opportunities to revise their strategies. The resulting process of social change can then be summarized using an evolutionary dynamic. 16 To be strictly accurate, we should write V (x) as Vπ (x) to indicate the dependence of the dynamic on the payoff function. However, since the underlying game is usually clear from the context, we will dispense with the extra notation. 17 The prototypical perturbed best response dynamic, the logit dynamic, was introduced by Fudenberg and Levine [17]. Since then, a number of authors including Benaim and Hirsch [8], Hofbauer and Hopkins [23], and Hofbauer and Sandholm [24, 25] have studied these dynamics in more general form. Fudenberg and Levine [17] introduced the logit dynamic in the context of the learning literature. In the learning literature, this dynamic is generated by players playing a perturbed best response response to the state variable that is the history of opponents’ play. In our context, as we see below, the state variable is the current variable. Nevertheless, the functional form of the dynamic and the nature of the perturbation that generates the dynamic in the two situations are identical. 18 Due to its appealing behavioural properties, perturbed best response has been widely used in the experimental
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We call v : int (∆n1 ) → R an admissible deterministic perturbation if the second derivative of v at x, D2 v (x) is positive definite for all x ∈ int (∆n1 ) and if |∇v (x)| → ∞ whenever x → bd (∆n1 ). In words, v is admissible if it is convex and becomes infinitely steep at the boundary of the simplex. We may interpret v as a “control cost function” associated with implementing any particular mixed strategy. The cost becomes large whenever the agent puts too little probability on any pure strategy. Given the payoff function π and population state x, we define the perturbed payoff to mixed strategy q ∈ int (∆n1 ) as q 0 π(x) − ηv (q). ˜ (x), is the solution to the maximization exercise The perturbed best response to x, B ˜ (x) = argmax q 0 π − ηv (q) . B q∈int(∆n 1)



(7)



Convexity of the cost function ensures that the perturbed best response to every population state is unique. Steepness implies that the perturbed best response is a fully mixed strategy.19 Moreover, ˜ (x) is differentiable with respect to x. In terms of these three properties- uniqueness, complete B mixture and smoothness- the perturbed best response differs critically from the actual best response. ˜ (x) puts most of the weight on the actual Nevertheless, if the perturbation factor η is small, then B best response to x. State x is a perturbed equilibrium of the population game π if it is a fixed point of the perturbed ˜ (x). Given a particular η, the set of perturbed equilibria and best response function, i.e. if x = B Nash equilibria will differ for most games. However, if x∗ is a Nash equilibrium, then, typically, for small η, there will be an associated perturbed equilibrium x ˜η such that limη→0 x ˜ η = x∗ . ˜ If all agents revise strategies according to B(x), then the evolution of social behaviour can be summarized using the PBR dynamic ˜ (x) − x. x˙ = B Clearly, rest points of the dynamic coincide with the set of perturbed equilibria. For most evolutionary dynamics, a Nash equilibrium is a rest point. However, for perturbed best response dynamics, rest points are not Nash equilibria. Hence, any stability result for these dynamics refer to stability of perturbed equilibria rather than Nash equilibria. Our interest, however, is primarily the situation when η is small. Since typically, in such a situation, a perturbed equilibrium lies very close to a Nash equilibrium, stability of perturbed equilibria is sufficient to inform us whether the corresponding Nash equilibrium is a credible long run prediction. The prototypical perturbed best response dynamic is the logit dynamic obtained from the logit best response function. The logit best response function can be obtained by specifying v (q) = literature as a tool to rationalize noisy experimental data (Cheung and Friedman [14], Camerer and Ho [12], Battalio et al. [2]). 19 ˜ The method we described generates B(x) using deterministic perturbation of the payoffs. The traditional method of deriving the perturbed best response function is by adding stochastic perturbations to the payoffs. However, Hofbauer and Sandholm [24] show that the deterministic perturbation method is the more general technique.
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P



qi log qi . This gives us the function



xi ∈S n −1 ˜i (x) = P exp(η πi (x)) B . −1 xj ∈S n exp(η πj (x))



4



Numerical Simulation



In this section, we present some numerical simulations that reveal divergence of the logit dynamic trajectories away from the mixed equilibria in the Burdett and Judd [11] model towards a limit cycle. By making the strategy size n progressively larger, we find a sequence of limit cycles in ∆n that converge to a limit cycle in the space of probability measures in ∆. Admittedly, the discussion of the convergence behaviour of this sequence is heuristic. A formal proof of the existence of a limit cycle on ∆ would imply establishing the existence of a limit cycle in ∆n and showing the upper semiconituity of the correspondence from n to the set of limit cycles in ∆n . However, establishing the existence of even a finite dimensional limit cycle is an extremely daunting task except under certain simplifying assumption that we make in Section 6. We therefore make no attempt to head into this mathematical dead end and instead rely on the more pragmatic approach of uncovering a limit cycle numerically . Our numerical results are specifically for the game in Example 2.6 with parameters r = 3 and c = 0.07. But there is no reason to believe that qualitatively, the results we find are in any way special to this example. The numerical analysis suggests that for sufficiently large n, there is a unique limit cycle which, given the evidence of convergence of the limit cycles, we can take as a very good approximation of the limit cycle we will find in ∆ under the infinite dimensional counterpart of the logit dynamic. We first consider example 2.6 with n = 5. This is sufficiently small to enable us to calculate all the mixed equilibria of this game. There are ten of them, all listed in Appendix A.2, alongside the monopoly equilibrium.20 Taking η = 0.01 which is sufficiently small, we plot the logit trajectories  starting from the mixed equilibrium x1 , y 1 (see Appendix A.2) and the barrycenter of ∆5 in Figures 1 and 2 respectively. We see that from both initial points, the trajectories converge to distinct limit cycles, LC15 (Figure 1) and LC25 (Figure 2) respectively.21 Simulations from all but one of the other nine mixed equilibria show convergence to LC25 . The exception is the equilibrium (x9 , y 9 ) (see Appendix A.2). There is perhaps a superficial similarity between this equilibrium and LC15 in that the equilibrium values of the variables lie within the range in which the values fluctuate in the limit cycle.22 But this flimsy connection surely cannot 20



 I thank Agostino Manduchi for pointing out one of the mixed equilibria, x10 , y 10 . The subscript in the labeling of the two limit cycles represent n = 5. In both Figures 1 and 2, we only plot the variables which cycle between values significantly different from zero. The value of the other variables, while remaining bounded away from zero as would always be the case under the logit dynamic, is virtually indistinguishable from zero. We therefore, somewhat loosely, term as the “support” of the limit cycle only those variables which remain significantly different from zero. For LC15 , the support consists of prices { 53 , 1} and consumers’ strategies {1, 2}. The support of LC25 are prices { 52 , 35 , 54 , 1} and consumers’ strategies {1, 2}. 22 For example, while the value of x3 in the equilibrium is 0.7739, in LC15 , this particular variable fluctuates between approximately 0.7 and 0.85. 21
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Figure 1: Solution trajectories under the logit (0.01) dynamic in the game with 6 prices, r = 3, and c = 0.07. The initial point is a Nash equilibrium. This is limit cycle LC15 .
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Figure 2: Solution trajectories under the logit (0.01) dynamic in the game with 6 prices, r = 3, and c = 0.07. x(0) = ( 61 , 61 , · · · , 16 ) and y(0) = ( 31 , 13 , 13 ). This is limit cycle LC25 .
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Figure 3: In the left panel, we plot p¯(t) with initial point same as in Figure 1. In the right panel, the initial point is the one in Figure 2.



meet the very stringent criterion that an equilibrium prediction must satisfy—trajectories starting away from it must move away from it rather than the reverse as is happening here. Furthermore, we believe the fluctuation in the values of the variables are significantly large to make even an heuristic acceptance of this Nash equilibrium prediction untenable. With the other equilibria and the respective cycles they converge to, even such a cursory resemblance is difficult to spot. For example, some of these equilibria put positive weight on price 15 . But neither of the two limit cycles has this particular price in its support. Perhaps the only prediction of any dispersed equilibria that is consistent with observed behaviour is that consumers do not search more that two prices. Simulations from a random selection of other points all converge to LC25 . This suggests that with overwhelming likelihood, it is this limit cycle that will emerge as the long run social behavioural pattern. The limit cycle in x imply a cycle in the average price p¯(t) =



n P



pi xi (t). We plot the average



i=0



price cycles corresponding to the two limit cycles in x in Figure 3. Given persistent price dispersion, the average price cycle is perhaps the most intuitive representative price cycle in the market. In footnote 3, we have already distinguished this cycle from the other more well known price cycle in a market, the Edgeworth cycle. However, it is interesting to note that the general shape of the average price cycles-a steep upward phase and a gentler downward phase—in similar to the general shape of a theoretical Edgeworth cycles. Empirically, Edgeworth cycles of this general pattern have been observed by Eckert [16] and Noel [35] in their analysis of retail gasoline markets in Canada. The general shape of the average price cycles is consistent with the data in Cason et. al [13] and Lach [32]. Both papers generate transition matrices that describe the change in prices charged by the empirical proportion of sellers between two periods.23 In both papers, the diagonal entries of the matrices indicating no transition have the highest magnitude. But they also show that transitions 23



More precisely, ijth entry in these matrices gives the empirical proportion of sellers whose prices move from quartile i in period t to quartile j in period t + 1.
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to the next lower quartile are more frequent than to any other quartile. From the lowest quartile, there is also very substantial transition to the highest quartile. This is evidence of persistent cyclical behaviour. Moreover, such a transition pattern would produce the gentle downward phase and a sharper upward phase observed in Figure 4 . Our evolutionary model of PBR dynamics therefore provides a good explanation of the data observed in these papers.24 We now make n progressively larger as we seek to find a convergent sequence of limit cycles whose limit we can identify as the social behavioural pattern in the original Burdett and Judd setting of a continuum of prices. This is of interest to us since there is no natural finite limit on the number of prices a seller can choose from. In our analysis, we have worked with n = 10, 20, 40 and 100. We now present in detail the results we find for the case n = 100, i.e. for the strategy set S 100 = {0, 0.01, 0.02, · · · , 0.99, 1}. We then discuss the evidence that the sequence of limit cycles in n is converging and that the case of n = 100 provides a reasonable approximation of the continuum case. As in the six strategy example, we seek to demonstrate divergence of the logit dynamic from mixed equilibria of this game to a limit cycle. Given the impracticality of computing the set of mixed equilibria when n = 100, we use Theorem 2.5 to approximate any possible mixed equilibria with the two mixed equilibria of the Burdett and Judd (1983) model listed in Example 2.6. Accordingly, we define define two distributions (ˆ x1 , yˆ1 ) and (ˆ x2 , yˆ2 ) where (ˆ xj )i = Fj∗ (pi + 0.005) − Fj∗ (pi − 0.005) and (ˆ yj )i = (yj∗ )i , and where Fj∗ and yj∗ are as defined in Example 2.6. We run simulations under the logit dynamic with η = 0.01 from each of these Nash equilibrium approximations as initial points. From both initial points, we find that solution trajectories converge to the same limit cycle we call LC100 . Simulations from a random selection of other initial points, including the barrycenter of ∆100 also reveal convergence to LC100 . This seems to suggest that this is the unique limit cycle in this game. We find that in LC100 , prices less than 0.11 fluctuate at values indistinguishable from zero. Even higher prices cycle between small values; for example, for price 0.18, the population share varies between approximately 0.035 and 0.07. This is of course to be expected given the large number of strategies involved.25 This suggests, but by no means proves given the technical complexities involved, that in the limiting case with S = [0, 1], solution trajectories of the logit dynamic26 converge to a limit cycle in probability distributions without 24



Cason et. al. [13] actually experiment with a simpler version of the Burdett and Judd model than the general model we consider here. In that model, which we examine in Section 6, consumers are exogenously programmed to sample just one or two prices. They find evidence of a persistent limit cycle of constant and moderate amplitude in the empirical distribution of sellers charging different prices. They run dynamic simulations on their model and find that the logit dynamic generates limit cycles of this nature. In contrast, the replicator dynamic generates a cycle of very high amplitude. Although they do not try to explain this difference, one can readily use the intuition of the bad Rock-Paper-Scissor (RPS) game. Both the bad RPS game and the model in Cason et. al. [13] are examples of positive definite games. It is well known that in the RPS game, the trajectories generated by the replicator dynamic diverge and become asymptotic to the boundary of the state space generating the type of limit cycle observed by Cason et. al. [13]. This also suggests a qualitative explanation of the question on cycling raised in the conclusion in Hopkins and Seymour [30]. The PDA dynamics used by them would generate a cycle of extremely high amplitude and periodicity; something that would be inconsistent with the available data. 25 We also ran simulations with the strategy sets S 10 , S 20 and S 40 . In each case, we found limit cycles. We observe that as n increases, the values between which any variable xi fluctuates comes closer to zero. 26 Although we do not conduct a detailed analysis of infinite dimensional dynamics here, a natural way to define
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mass points. Hence, instead of looking at each variable xi in isolation, it would be more meaningful to consider the limit trajectory of an aggregate of successive variables. Since n is large, we can heuristically interpret this limit trajectory as the cycle in the long run probability weight of the corresponding subset of S = [0, 1] in the continuous strategy case. Thus, the cyclical trajectory to P which, for example, 30 x1 , yˆ1 ) for n = 100 permits us to anticipate a i=15 xi (t) converges to from (ˆ very similar pattern of fluctuation in Pt ([0.15, 0.3]) from (F1∗ , y1∗ ) (see Example 2.6) under the logit dynamic (see footnote 26) in ∆; where Pt is the probability measure on S at time t. P50 P10 P Accordingly, in Figure 4, we plot the trajectories of 30 i=0 xi (t) and i=0 xi (t), i=15 xi (t), y2 (t)27 from the barrycenter as it converges to LC100 . There are significant differences between LC100 and the prediction of mixed equilibria in Example 2.6. Whereas F1∗ (0.3)−F1∗ (0.15) = 0.1813, the probability weight in this range oscillates between approximately 0.62 and 0.4 in LC100 . In fact, whereas F1∗ places a significant weight of 0.3626 on the interval [0.06, 0.1], the limit cycle pushes the population weight of this interval to zero. The difference between LC100 and F2∗ is even more glaring. The population mass of the interval [0, 0.5] is between 0.8 and 0.92 in LC100 whereas F2∗ (0.5) = 0. The limit cycle in average prices (Figure 5) provides a more concise way to see the divergence between the predictions of the limit cycle and the two Nash equilibria. Note that the average price cycles between approximately 0.25 and 0.33 whereas under the two equilibrium distributions F1∗ and F2∗ , the average prices are 0.1612 and 0.7424 respectively. Neither equilibria therefore comes close to capturing the long run behaviour in the population of sellers. We also plot the average price cycle for n = 40 in Figure 5 with the barrycenter of ∆40 as the initial point. Since the two price cycles are virtually indistinguishable from each other, we may reasonably conclude that n = 100 is sufficiently large to locate the limit of the sequence of limit cycles in n. This suggests that LC100 is a reasonable approximation of LC∞ , the unique limit cycle that we deduce will be observable in the continuous strategy Burdett and Judd [11] model with parameters as in Example 2.6 under the logit dynamic. In all our simulations, we have taken initial points sufficiently distant from the monopoly equilibrium. The monopoly equilibrium, being a strict equilibrium, is locally stable. Our simulations suggest that outside the basin of attraction of the monopoly equilibrium, most initial points (except the logit equilibria) generate trajectories that converge to some limit cycle. For small n, there may be more than one such limit cycle. But as n increases, it is likely that we are left with only one such limit cycle that converges to LC∞ . We also conclude that that LC100 is a sufficiently close approximation of LC∞ . A comparison of LC25 and LC100 (and the corresponding average price cycles) suggests that (note the similarity of the trajectory of y2 in the two limit cycles) LC25 → LC∞ while LC1n drops out once n becomes sufficiently large. We have also presented our results by taking the logit dynamic in the space of probability measures is as follows: let p ∈ [0, 1] be a price and let A ⊆ [0, 1]. A R exp(η −1 πp (P )) R population state is the probability measure P and the logit dynamic is P˙ (A) = − P (A), where −1 A



S



exp(η



πp (P ))



πp (P ) is the payoff of strategy p. Lahkar [31, Chapter 4] contains an analysis of the infinite dimensional logit dynamic. 27 We note that y3 declines to almost zero and hence, at any time, y1 ≈ 1 − y2 . The plot of y2 (t) therefore suffices as a summary description of consumer behaviour.
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Figure  4: Cross-sections of the limit cycle LC100 from the initial point x(0) = 1 1 1 y(0) = 3 , 3 , 3 under the logit (0.01) dynamic.
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Figure 5: The limit cycles in average price under the logit (0.01) dynamic for n = 100 (left panel) and n = 40 (right panel) with the respective barrycenters as initial points.
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r = 3. This, however, is not a very drastic simplification. Since y3 ≈ 0 in all our limit cycles, we conjecture with sufficient justification that for 2 < m < r, ym ≈ 0 in all limit cycles even if r > 3. Therefore, the overall pattern of LC∞ is unlikely to change significantly. We conclude from our numerical analysis that within the confines of our evolutionary model, price dispersion in the Burdett and Judd [11] model is a time varying phenomenon. Instead of any mixed equilibrium, it is a limit cycle akin to LC∞ that provides a more robust explanation of price dispersion.
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Instability of Dispersed Price Equilibria



We characterized the dispersed equilibria of our model in Theorem 2.4. The simulation in Section 4 suggests that the perturbed equilibria corresponding to these mixed equilibria are unstable under perturbed best response dynamics. In this section, we provide a rigorous proof of this result. Our broad strategy is to first fix consumers into two types—those that sample only one price and those that sample two prices. We show that mixed equilibria in this special case is unstable. We then use this result to prove the instability of mixed equilibria in the more general case where consumer behavior is endogenous.



5.1



Instability with Two Exogenous Consumer Types



We fix the strategy set size n and the distribution of consumer types {y1 , y2 }. We further assume that 0 < y1 < 1, and that n is large enough, to ensure the existence of mixed Nash equilibria. Since we are considering the one population case, our state space is ∆n1 and the tangent space is T ∆n1 .28 To determine the stability properties of rest points, we use the standard technique of linearizing the dynamic around the rest points. Given the control cost function v (x) and the dynamic x˙ = V (x), let x ˜ be a perturbed equilibrium, and hence a rest point of the dynamic. By Taylor’s theorem, if we consider the dynamic at a point x ˜ + z in the neighborhood of x ˜, then V (˜ x + z) ≈ V (˜ x) + DV (˜ x) z = DV (˜ x) z where DV (˜ x) is the Jacobian DV (x) : T ∆n1 → T ∆n1 evaluated at x ˜. The non-linear dynamic V (˜ x + z) can therefore be approximated by a linear differential equation DV (˜ x) z in a neighborhood of the rest point. Standard results then imply that if even a single eigenvalue of DV (˜ x) has a positive real part, then the rest point is unstable. Now, since ˜ V (x) = B(x) − x ˜ (˜ DV (˜ x) = D B x) − I, ˜ (˜ ˜ evaluated at x where DB x) : T ∆n1 → T ∆n1 is the Jacobian of B ˜, and I is the (n + 1) dimensional identity matrix. So, to determine stability of x ˜, it is sufficient to determine the eigenvalues of ˜ (˜ ˜ (˜ DB x). If the real parts of all the eigenvalues of DB x) are less than one, then the rest point x ˜ is 28







The tangent space  is the set of feasible directions of motion of the population. 1 P n+1 z∈R : zi = 0 . i=0
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Formally, T ∆ =



˜ (˜ locally stable. If, on the other hand, even one eigenvalue of DB x) has real part greater than one, then x ˜ is unstable. While determining eigenvalues, we need to bear in mind that any change in population state must leave the total population mass unchanged. Hence, from a given state x, the only possible directions in which the population can move are those that are in the tangent space.29 So the ˜ (˜ stability of an equilibrium x ˜ is determined by the n eigenvalues of DV (˜ x) or DB x) that refer to the tangent space. ˜ (˜ To summarize the above discussion, the operators DV (˜ x) and DB x) are defined from T ∆n1 to T ∆n1 and hence have n eigenvalues. If even one eigenvalue of DV (˜ x) has a positive real part, ˜ (˜ or equivalently, if any eigenvalue of DB x) has real part greater than 1, then the equilibrium x ˜ is unstable. ˜ (x) considerA result by Hopkins [28] simplifies the task of determining the eigenvalues of DB ˜ (x) may be written as the product of two matrices ably. Hopkins’ result shows that the matrix DB Q and Dπ (x). Before stating this result, we define the notion of a positive definite game. Definition 5.1 A population game with payoff function π : ∆n1 → Rn+1 is positive definite on T ∆n1 if zDπ (x) z > 0, ∀x ∈ ∆n1 , z ∈ T ∆n1 , z 6= 0



(8)



Positive definiteness of a game implies that if a small group of players switch from strategy i to strategy j, then the marginal improvement in the payoff of strategy j resulting from the switch exceeds the improvement in the payoff of i.30 This property is known as “self-improving externalities” and is analogous to the notion of “self-defeating externalities” introduced in Hofbauer and Sandholm [26] in connection with negative definite games or “stable games”. Similarly, we say a matrix Q is positive definite with respect to T ∆n1 if zQz > 0, ∀z ∈ T ∆n1 , z 6= 0. We now state the result from Hopkins [28] in the following lemma. ˜ (x) : T ∆n → T ∆n as Lemma 5.2 (Hopkins [28]): We may write the operator DB 1 1 ˜ (x) = DB



1 Q (x) Dπ (x) η



where Q (x) is a symmetric matrix positive definite with respect to T ∆n1 (x). Furthermore, Q1 = 0. 29 30



n+1 ˜ x) is T ∆n This is the reason why the domain . 1 and not R P of DV (x) and DB (˜ Condition (8) is equivalent to zi (Dπi (x)z) > 0 where z ∈ T ∆n describes the change in population state when 1 i∈S n



a small group of agents revise strategies at state x. Dπi (x)z then represents the marginal impact of this strategy revision on the payoffs of those agents currently playing i. If we weigh these payoff changes with the changes in the population weight of each strategy, then (8) says that the aggregate effect should be positive. The prototypical positive definite game is a symmetric coordination game with diagonal elements positive and off-diagonal elements zero.
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˜i (x)(1− B ˜i (x)) For example, in the logit dynamic, Q (x) is a (n+1)×(n+1) matrix where Qii = B ˜i (x)B ˜j (x), i ∈ {0, 1, · · · , n}. and Qij = −B ˜ (x) if the The following lemma then permits us to determine the sign of the eigenvalues of DB game is positive or negative definite at x. This lemma appears in Hofbauer and Sigmund [27, p. 129] as an exercise. Sandholm [39, Lemma A.4] provides a proof. The proof is actually for positive definiteness on T ∆n1 but can be readily adapted to positive definiteness on T ∆n1 (x)0 .31



Lemma 5.3 (Hofbauer and Sigmund [27]) Suppose Q (x) is a symmetric positive definite matrix with respect to T ∆n1 (x)0 , Q1 = 0, and π is a positive definite game. Then all eigenvalues of Q (x) Dπ (x) : T ∆n1 (x)0 → T ∆n1 (x)0 have positive real parts. If, on the other hand, Dπ (x) is negative definite, then all the eigenvalues have negative real parts. Before going to the instability results, we define a regular equilibrium as in Hofbauer and Hopkins [23] (Van Damme [45] calls this a quasi-strict equilibria). Definition 5.4 Let x∗ be a partially mixed equilibrium. We say that x∗ is a regular equilibrium if πi (x∗ ) > πj (x∗ ) for all i ∈ supp(x∗ ), j ∈ / supp(x∗ ). Hence, x∗ is a regular equilibrium if the Nash equilibrium payoff is strictly greater than the payoff of any pure strategy not in the support of the Nash equilibrium. It is well known that almost all equilibria in generic simultaneous move games are regular. Our stability results apply only for a class of perturbed best response dynamics that satisfy a certain technical condition stated in Assumption 5.5 below. The condition relates to the limiting behavior of the Q matrix and is necessary to define the operator limη→0 Q(˜ xη )Dπ(˜ xη ). This assumption is necessary because the mixed Nash equilibria of our game do not have complete support. While it would be very difficult to prove that this condition holds in general, it is not very stringent and is satisfied by the logit dynamic. Moreover, we conjecture that our results can be proved even without using the assumption. However, the condition greatly simplifies the proofs. We now formally state the assumptions under which our stability results will be based. With a little abuse of notation, we write limη→0 Q(˜ xη )Dπ(˜ xη ) as Q(x∗ )Dπ(x∗ ). Hence, for the logit dynamic, Qii (x∗ ) = x∗i (1 − x∗i ) and Qij (x∗ ) = −x∗i x∗j . Assumption 5.5 We assume the following. 1. The partially mixed equilibrium x∗ is a regular equilibrium. 2. Let x∗ be a partially mixed equilibrium and let {˜ xη } be the sequence of corresponding perturbed equilibria. Then limη→0 Q(˜ xη ) = Q(x∗ ) exists. 31



T ∆n 1 (x)0 is the subspace of the tangent space in which movement is restricted to the support of x. Formally, n T ∆1 (x)0 = {z ∈ T ∆n 1 : zi = 0 if xi = 0}. We say the game with payoff function π is positive definite with respect to n n n T ∆n 1 (x)0 at x if zDπ (x) z > 0 for all z ∈ T ∆1 (x)0 . Note that if x has full support, then T ∆1 (x)0 = T ∆1 . If the game π is a positive definite game, then it is clearly positive definite on.
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Part 2 of the assumption ensures that the operator Q(x∗ )Dπ(x∗ ) is well defined. We now consider the equilibria in the price dispersion games with exogenous consumer behavior {y1 , y2 }, 0 < y1 < 1. Since the game has dominated strategies, any mixed equilibrium has less than complete support. We show that all mixed equilibria in this game are unstable. This result is based on the following lemma about the positive definiteness of the game. The proof is in Appendix A.3. Lemma 5.6 Consider the price dispersion game 1 with exogenous consumer types {y1 , y2 }, 0 < y1 < 1. The resulting finite game is positive definite. We can now state our result about the stability of dispersed equilibria in this game. Proposition 5.7 Let π (x) be the price dispersion game with n + 1 prices. Let {y1 , y2 }, 0 < y1 < 1 be the exogenous distribution of consumer types. Let x∗ be a mixed equilibrium. Let x ˜η be the perturbed equilibrium corresponding to x∗ with perturbation level η. If the perturbed best response dynamic satisfies part 2 of Assumption 5.5, then there exists η ∗ > 0 such that for all η < η ∗ , the equilibrium x ˜η is unstable. The result is proved in Appendix A.3. The intuition behind this result is as follows. The property of “self-improving externalities”implies that near a mixed equilibrium, if a small group of sellers deviate to another strategy, then this creates an incentive for other sellers to do likewise. The population, therefore, tends to move away from an equilibrium. It is this tendency that leads to the instability of equilibria. Hence, for each mixed Nash equilibrium, we can find an η small enough such that the corresponding perturbed equilibria is unstable. Since the number of Nash equilibria, and hence perturbed equilibria, is generically finite, we can find an η small enough such that all the perturbed equilibria are unstable. We should also note that this proposition is not saying that there exists some η ∗ such that for all η < η ∗ , perturbed equilibria will be unstable for all n. Whether this is true or not remains an open question. For the purposes of the above proposition, it is critical that we fix n beforehand and then look at the equilibria of the game corresponding to that particular n.



5.2



Instability with Endogenous Types



We now consider the general model of price dispersion with endogenous consumer behavior. Since this is a two population game, the evolutionary dynamic must specify motion in both populations. Given (x, y) ∈ ∆n = ∆n1 × ∆2 , we denote the corresponding vector of change in social state as V (x, y) ∈ T ∆n = T ∆n1 × T ∆2 where T ∆2 is the tangent space of population 2. The payoff function for population 1 is given by (1) and of population 2 by the negative of (4). For simplicity, we assume that both populations face the same perturbation factor η. The control cost function v can, however, differ between the two populations. Hence, the perturbed best response dynamics at a
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population state (x, y) ∈ ∆n are given by ˜ 1 (x, y) − x V 1 (x, y) = x˙ = B ˜ 2 (x, y) − y V 2 (x, y) = y˙ = B ˜ 1 (x, y) and B ˜ 2 (x, y) are the perturbed best response functions of populations 1 and 2 where B respectively. Clearly, a perturbed equilibrium (˜ x, y˜) of the game is a rest point of the dynamic. The stability of an equilibrium is once again determined by the eigenvalues of DV (x, y) evalu˜ (˜ ated at the rest point (˜ x, y˜). As in the single population case, DV (˜ x, y˜) = DB x, y˜) − I where I is now the (n + 1 + r) × (n + 1 + r) identity matrix. Since any change in the social state must leave ˜ (x, y) as operthe mass in both populations unchanged, we need to view both DV (x, y) and DB ators from T ∆n to T ∆n . Hence, the stability properties of (˜ x, y˜) is determined by the n + (r − 1) eigenvalues that refer to T ∆n . The equilibrium (˜ x, y˜) is unstable if at least one eigenvalue of ˜ DB (˜ x, y˜) is greater than one. The results of Hopkins [28] apply to multipopulation game. Hence, in order to determine the ˜ (x, y), we apply Lemma 5.2 and write DB ˜ (x, y) as eigenvalues of the Jacobian DB ˜ (x, y) = 1 DB η =



!



Q1 (x)



0



0



Q2 (y)



! Dx π (x, y) Dy π (x, y) −Dx C (x) −Dy C (x)



1 Q (x, y) D (x, y) η



Let us now look at each of the two matrices on the right hand side. The first matrix is a block diagonal matrix with Q1 (x, y) and Q2 (x, y) being both square matrices of dimensions n + 1 and r respectively, and both being symmetric and positive definite with respect to T ∆n1 (x)0 and T ∆2 (x)0 respectively. Two characteristics of the second matrix are important in determining the stability properties of perturbed equilibria. The first is that at a mixed Nash equilibrium, consumers sample either only one price or two prices. Hence Dx π (x, y ∗ ) is positive definite on T ∆n1 by Lemma 5.6. The second critical fact is that consumers payoffs are independent of the distribution y. Hence, Dy C (x, y) = 0, at all population states (x, y). We now show that given the strategy size n, a perturbed equilibrium (˜ x, y˜) corresponding to a mixed equilibrium is unstable. Since a mixed equilibrium has less than complete support, we continue to assume that Assumption 5.5 holds. We assume that both parts of the assumption holds separately for Q1 and Q2 , so that in particular lim Q1 (˜ xη ) = Q1 (x∗ ), lim Q2 (˜ xη ) = Q2 (x∗ ).



η→0



η→0



(9)



With this assumption, we state the following proposition which we prove in Appendix A.3. Proposition 5.8 Consider the two population price dispersion game. Let (˜ xη , y˜η ) be a perturbed 22



equilibrium of this game corresponding to a regular mixed strategy Nash equilibrium (x∗ , y ∗ ) with perturbation level η. If the perturbed best response dynamic satisfies (9), then there exists η ∗ > 0 such that for all η < η ∗ , the equilibrium is unstable. Since the number of Nash equilibria is generically finite, we can find an η small enough that all perturbed equilibria corresponding to dispersed equilibria are unstable for perturbation levels smaller than that η ∗ . Example 5.9 We illustrate Proposition 5.8 with Example 2.6. We consider the mixed Nash equilibrium (x∗ , y ∗ ) where x∗ = (0, 0, 0, 0.4684, 0.4176, 0.1140) and y ∗ = (0.6680, 0.3319, 0). We demonstrate instability under the logit dynamic. Let η = 0.001. The corresponding perturbed equilibrium is (˜ x, y˜) with x ˜ = (∼ 0, ∼ 0, ∼ 0, 0.4621, 0.4278, 0.1100), and y˜ = (0.6689, 0.3310, ∼ 0). First, we consider the operator Q1 (x∗ )Dx π(x∗ , y ∗ ) restricted to T ∆n1 (x∗ )0 . Holding y ∗ fixed, π(x, y ∗ ) is a positive definite game. Hence, Dx π(x∗ , y ∗ ) is positive definite with respect to T ∆n1 . Q1 (x∗ ) is positive definite on T ∆n1 (x∗ )0 . By Lemma 5.3, the eigenvalues of Q1 (x∗ )Dx π(x∗ , y ∗ ) : T ∆n1 (x∗ )0 → T ∆n1 (x∗ )0 have positive real parts. Since x∗ has three strategies in its support, Q1 (x∗ )Dx π(x∗ , y ∗ ) restricted to T ∆1 (x∗ )0 has two eigenvalues, namely, 0.0116 ± 0.0392i. Hence, its trace is 0.0232. Since Dy C(x∗ ) = 0, the trace of Q (x∗ , y ∗ ) D (x∗ , y ∗ ) : T ∆n1 (x∗ )0 × T ∆2 (y ∗ )0 → T ∆n0 (x∗ )0 × T ∆2 (y ∗ )0 is also 0.0232. Hence, at least one of its three eigenvalues has positive real part. The three eigenvalues are {−0.0054 ± 0.0684i, 0.0340}. As an operator from T ∆n to T ∆n , Q (x∗ , y ∗ ) D (x∗ , y ∗ ) has the same three eigenvalues along with five zero eigenvalues corresponding to the five unused strategies at the Nash equilibrium. The three corresponding eigenvalues of Q(˜ xη , y˜η )D(˜ xη , y˜η ) are then {−0.0060 ± 0.0672i, 0.0349}, which also has five other eigenvalues close to zero. Hence, DB (˜ x, y˜) has eigenvalues with real parts {−6.0269, 34.9928}. The real parts of the corresponding eigenvalues of DV (˜ x, y˜) are {−7.0269, 33.9928}. Hence, (˜ x, y˜) is an unstable rest point. With proposition 5.8 implying that all dispersed equilibria are unstable, solution trajectories either settle down around a pure strategy Nash equilibria, or exhibit some form of long run disequilibrium behavior. The unique pure strategy equilibrium of our general model—the monopoly equilibrium—is not globally stable, as can be seen from the simulations in the two-population game in Section 4. Hence, we need to invoke disequilibrium attractors like limit cycles or chaotic attractors to explain long run price dispersion. Due to the intractability of the problem, we do not attempt to prove the existence of such attractors in the general case. However, in the next section, we are able to prove such an existence result for a simplified version of our model. We now make certain comments about our results and their relation to other results in the literature. First, our theoretical results refer to the instability of perturbed equilibria and not to that of mixed equilibria. This, however, is not a weakness of our model. The perturbed best response model is widely used in the literature (for example, Hofbauer and Hopkins [23], Benaim et. al. [9]) to study the stability properties of mixed equilibria. This is because as η → 0, a perturbed equilibrium comes arbitrarily close to a mixed equilibrium. Hence, qualitatively, the stability or instability of 23



a perturbed equilibrium is sufficient to inform us whether the social state remains close to or far from the corresponding mixed equilibrium. The problem with extending our approach to mixed equilibria is that when η = 0, at which point perturbed equilibria coincides with mixed equilibria, the perturbed best response function becomes the best response correspondence. However, the best response dynamic, being not differentiable, is not amenable to the the linearization techniques employed here. The best response dynamic can be used for certain models of price dispersion with special structure like strategic complementarities (Rauh [36]) or positive definiteness (Section 6 in this paper that analyzes the model of Section 5.1 using results from Benaim et. al. [9]). However, the general model with endogenous consumer behaviour with which we are primarily concerned with does not have any such special structure. Hence, it is not amenable to analysis with the best response dynamic. An alternative to using linearization techniques to test stability is to use the Lyapunov function method. Benaim et. al. [9] uses this alternative technique to show instability of perturbed equilibria corresponding to fully mixed equilibria in positive definite games (Proposition 3 in their paper). That result cannot be directly applied here for Proposition 5.7 since we do not have fully mixed equilibria in the model under consideration. The results in this section are, therefore, not direct consequences of the results in Benaim et. al. [9].
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Cycling in the Exogenous Game with Two Consumer Types



We now simplify our model by focusing on the case of exogenous consumer type distribution {y1 , y2 }, 0 < y1 < 1. Our objective is to analytically prove the existence of disequilibrium attractors, a task of infeasible difficulty in the general model. We show that if the game satisfies a further condition called quasi-monocyclicity, then there exists a globally attracting limit cycle under the best response dynamic. We can then show that for small η, a perturbed best response dynamic also has an attractor near the best response limit cycle. The attractor under the perturbed best response dynamic can be a limit cycle or a strange attractor. Let us consider the game with strategy space S n . The strategy size n is assumed to be sufficiently large that there is no pure strategy Nash equilibrium. For the purpose of this section, it will be helpful to express the payoff function (1) in the following equivalent form. Given the population state p, the payoff to price xi is



π ˆi (x) = πi (x) −



n X j=1











 n X X x i pj xj = pi y1 + 2y2  + xj  − p j xj 2 j>i



(10)



j=1



where πi (x) is given by (1) with m = 2. The best response dynamic (Gilboa and Matsui [20]) takes the form of the following differential inclusion. x˙ ∈ BR (x) − x,
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(11)



where BR (x) is the best response to population state x. Hofbauer (1995) studies these dynamics and proves that at least one solution from each initial point is guaranteed. Any rest point of the best response dynamic is a Nash equilibrium. It has been shown in Benaim et. al. [9, Proposition 2] that all mixed Nash equilibria of a positive definite game are unstable under the best response dynamic. We now consider the existence of a limit cycle. Formally, a limit cycle is a locally attracting closed or invariant solution trajectory without a rest point. Given the finite game with n prices, we define the function W : ∆n1 → R by W (x) = maxn π bi (x) xi ∈S



(12)



as a Lyapunov function. Gaunersdorfer and Hofbauer [19] use this function to identify the limit cycle of the bad Rock-Paper-Scissor game, a positive definite game. Here, we show that if (10) satisfies a condition called quasi-monocyclicity, then the game contains a unique almost globally attracting limit cycle with characteristic W (x) = 0 for any x in the limit cycle. First, we define monocyclic games (Hofbauer [22]). A two-player symmetric normal form game A with n strategies is called monocyclic if 1. aii = 0 2. aij > 0 for i ≡ j + 1 (mod N ) and aij < 0 otherwise. To see the relevance of monocyclicity for our model, we note that the game with payoff function (10) has an equivalent two-player normal form representation pi y1 − pj , if i > j; pi (y1 + y2 ) − pj = 0, if i = j



(13)



pi (y1 + 2y2 ) − pj , if i < j The normal form representation expresses the idea that the seller charging the lower price acquires all the consumers who sample twice. The subtraction by pj ensures that the diagonal elements of the normal form are zeros. Since our model has dominated strategies, the monocyclicity condition is not satisfied for the entire game. Let S ud ⊂ S n be the set of strategies that are undominated by strategy 1. We now define a restricted notion of monocyclicity we call quasi-monocyclicity. Definition 6.1 We call the game defined by strategy set S n and payoff function (10) quasi-monocyclic if its equivalent normal form (13) satisfies the monocyclicity condition on the strategy set S ud . The quasi-monocyclicity condition leads to a circular best response structure within the set of undominated strategies. Under this condition, the best response to any undominated price is the price immediately preceding it. Precedence here is in the modular sense. The best response to the 25



lowest undominated strategy is the price 1. It is, however, not easy to provide a condition that ensures quasi-monocyclicity in the pricing game we are considering. Example 6.2 The game with S = {0, 51 , 25 , 35 , 54 , 1}, y1 = 0.45 and y2 = 0.55 is a quasi-monocyclic game. Prices 0 and



1 5



are dominated by 1. The normal form equivalent of the game satisfies the



monocyclicity conditions on S ud = { 52 , 35 , 45 , 1}. This game has three Nash equilibria: (0, 0, 0.6364, 0.0909, 0.2727, 0); ( 0, 0, 0, 3388, 0.4876, 0, 0.1736); ( 0, 0, 0, 0.5105, 0.2587, 0.1259, 0.1049). In order to prove the existence of a limit cycle in a quasi-monocyclic game, we need the following lemma. The proof is in Appendix A.4. Lemma 6.3 Consider the finite dimensional game with strategy space S n with consumer types {y1 , y2 }, 0 < y1 < 1. Let x∗ be a Nash equilibrium of the game. Then W (x∗ ) < 0. Let δi be the pure strategy that puts probability 1 on the pure strategy xi . Then, for n sufficiently large, W (δi ) > 0. We now assume that n is sufficiently large so that Lemma 6.3 is satisfied. Let us define ∆ud = {x ∈ ∆n1 : xi = 0 if pi ∈ / S ud }  By the convexity of ∆ud and the continuity of W (x), there exists a set W 0 = x ∈ ∆ud : W (x) = 0 . Moreover, by Lemma 6.3, W 0 is disjoint from the set of Nash equilibria. The following proposition establishes the existence of an almost globally attracting limit cycle in our model under the best response dynamic. The proof relies on a result in Benaim et. al. [9]. Proposition 6.4 Consider the finite price dispersion game with consumer types given exogenously by the distribution {y1 , y2 } , 0 < y1 < 1. Suppose the game satisfies the condition of quasimonotonicity. Then ∆n1 contains a closed orbit under the best response dynamic. Furthermore, from a dense, open and full measure set of initial conditions, the best response dynamics converge to this closed orbit. Moreover, for any state x in the limit cycle, W (x) = 0. Proof. The set ∆ud is invariant under the best response dynamic. We now consider an initial point x(0) ∈ ∆ud . Proposition 1 in Benaim et. al. [9] then implies the existence of a limit cycle in ∆ud that attracts trajectories from a dense, open and full measure set of initial conditions in ∆ud . Moreover, since W 0 ∈ ∆ud , the same proposition in Benaim et. al. [9] implies W (x) = 0, for any x in the limit cycle. To complete the argument, we note that if x(0) ∈ / ∆ud , then solution trajectories will converge to ∆ud .  In terms of the original payoff function π, W 0 = {x ∈ ∆n1 : maxn πi (x) = xi ∈S



n P



pj xj }. In order



j=1



to understand W 0 , we use the intuition provided by Gaunersdorfer and Hofbauer [19] to explain
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the emergence of a limit cycle in the bad Rock-Paper-Scissors game. We note that in terms of the original payoff function, πj (ej ) = pj . At any Nash equilibrium x∗ , we have, by Lemma 6.3 π (x∗ ) 



X



x∗j πj (ej )



j∈S n



This condition means that at the Nash equilibrium, the population benefits from splitting itself into a number of different subpopulations, this number being equal to the number of strategies in the support of the equilibrium. This causes the population to move away from the equilibrium towards W 0 . We now use results from Benaim et. al. [10] to establish the existence of a limit cycle in our model under perturbed best response dynamics.32 As the level of perturbation η tends to zero, the perturbed best response function puts weight tending to 1 on the absolute best response. Hence, if η is sufficiently small, solution trajectories under PBR dynamics approximate arbitrarily well trajectories under the best response dynamic over any time interval [0, T ]. Benaim et. al. [10] call such trajectories asymptotic pseudo trajectories of the best response dynamic. Hence, if we translate the conclusion of Benaim et. al. [10] to our context, we can conclude that any set of chain recurrent points under PBR dynamics is upper semicontinuous in η. This implies that for η close to zero, there will exist an attractor of the PBR dynamic close to the attractor of the best response dynamic. Hence, near the attracting limit cycle of the best response dynamic, there will exist a limit cycle under the PBR dynamic for sufficiently small η. We summarize the above discussion in the following proposition. Proposition 6.5 Consider the finite price dispersion game with consumer types given exogenously by the distribution {y1 , y2 }, 0 < y1 < 1. Suppose the game satisfies the condition of quasi-monotonicity. Let SP be the globally attracting closed orbit under the best response dynamic. Then, for η sufficiently small, a perturbed best response dynamic will contain a global attractor near SP . From an open, dense and full measure set of initial conditions, the perturbed best response dynamic converge to this attractor. We ran numerical simulations for the game with 6 prices in Example 6.2 under the logit dynamic with η = 0.01. Simulations suggest the presence of a unique limit cycle that is globally attracting. In Figure 6 we plot the trajectory converging to the limit cycle from the initial point (0, 0, 0.5105, 0.2587, 0.1259, 0.1049) which is a Nash equilibrium. As in the figures in Section 4, we plot only the support of the limit cycle, (x2 , x3 , x4 , x5 ).



7



Conclusion



In this paper, we have studied price dispersion in the Burdett and Judd [11] model from an evolutionary perspective using perturbed best response dynamics. To avoid technical complications, we 32



This result is also used in Fudenberg and Takahashi [18] to show convergence to limit cycle in a bad Rock-PaperScissor game under stochastic fictitious play with heterogeneous beliefs.
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Figure 6: Solution trajectories under the logit (0.01) dynamic in the game with 6 prices, y1 = 0.45. The initial point is a Nash equilibrium.



have worked with a finite dimensional analogue of the Burdett and Judd [11] model by imposing a discrete grid of prices that sellers can charge. Building on the theoretical work of Hopkins [28], we have found that mixed equilibria in this model are unstable under these dynamics. Technically, this instability arises due to the characteristic of positive definiteness in the model. Instead, we find using numerical techniques that solution trajectories under the logit dynamic converge to limit cycles even from the neighbourhood of mixed equilibria. The numerical analysis we conduct on a specific example suggests a sequence of limit cycles that converge as we make the strategy grid increasingly finer. We identify the limit of this sequence as the limit cycle we are likely to find in the original continuous strategy Burdett and Judd [11] model under the infinite dimensional counterpart of the logit dynamic. Our analysis implies that from an evolutionary perspective, price dispersion in the Burdett and Judd [11] model is a time varying phenomenon characterized by a limit cycle. Besides providing a new perspective about price dispersion, this paper illustrates the strength of evolutionary game theory in explaining situations in which the empirical and experimental evidence reveals persistent divergence from the equilibrium prediction. Perpetual disequilibrium is captured naturally by evolutionary game theory. We note that more elaborate models can also generate price dispersion as a time varying equilibrium phenomenon. The strength of the evolutionary approach is that it can explain the situation more parsimoniously without compromising on the simplicity of the classical model. By exploiting this aspect of the evolutionary approach, we believe that this paper has made a major methodological contribution that should lead to further work on the application of evolutionary game theory in economics.
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A



Appendix



A.1



Proofs of Section 2



Proof of Lemma 2.1. Suppose there exists some price such that x ¯ni > ε > 0. By making n sufficiently large, the price that is immediately lower than pi can be brought arbitrarily close to pi . Let us denote this price by pi− . The payoff from pi− is at least " pi− y1 +



r P



# mym (



m=2



P



x ¯nj )m−1



j≥i



On the other hand, the payoff from pi is given by (1). Let us denote



P



x ¯nj by G. By applying



j>i



the binomial formula, it can be established that, πi− (x) − πi (x) ≥ y1 (pi− − pi ) m−1  r P m−1 P n k m−1−k + ( k ) (¯ xi ) G pi− − m=2



k=0



pi k+1



 .



As n → ∞, y1 (pi− − pi ) % 0. Now, for all prices and for all n, pi− > Also, pi− >



pi 2



(14) pi 3



except when i = 1.



for all prices except the zero price and the first two positive prices. However, the



first two positive prices are dominated for all n sufficiently large and hence, can be ignored. Hence, for all m, the part of the above expression inside the square bracket is positive if m−1



C1 (¯ xni ) Gm−2 







pi  pi− − ≥ Gm−1 (pi− − pi ) . 2



Since G ≤ 1, x ¯ni > ε and m ≥ 2, for the above expression to hold, it is sufficient that 



pi− −



pi  1 ε ≥ (pi− − pi ) = . 2 n



(15)



Now, let p be the lowest price in the support of the corresponding continuous game. This price   is greater than zero since 0 < y1 < 1. Hence, limn→∞ pi− − p2i ε ≥ x − x2 ε > c > 0, for some c. So, for n sufficiently large (15) holds. Hence, as n → ∞, the expression inside the square bracket in (14) remains bounded away from zero whereas y1 (pi− − pi ), while being negative, goes to zero. So, for n sufficiently large, πi− (x) − πi (x) is positive. Hence, x ¯ni cannot be a Nash equilibrium.  Proof of Lemma 2.2. 1. This is obvious. The payoff to any strategy pi is pi y1 . Hence, the highest price dominates all other prices. 2. If xn0 = 1, then πin = 0 for all prices. If xn1 = 1, then π1n = pn1 . But since y1 = 0, πin = 0 for all other prices pni . Hence, these two pure strategy Nash equilibria always exist. For any price
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pni > pn1 , if xni = 1, then πin =



r P



pni ym = pni , whereas



m=2



n πi− = pni−



r P



r P



mym =



m=2



mpni− ym



m=2



where pni− is the price immediately lower than pni . If pni > pn1 , then mpni− ≥ pni with the n > π n for all i > 1 and equality holding only for m = 2 and pni = pn2 . Hence, if r ≥ 3, then πi− i



so, there can be no other pure equilibria. Now, consider the special case where r = 2. Hence, y2 = 1. Then, if xn2 = 1, π2n = pn2 , π1n = 2pn1 and πin = 0, for all other i. Since pn2 = 2pn1 , xn2 = 1 is a Nash equilibrium for the case r = 2. Next, we rule out the possibility of any mixed equilibria. Suppose pnH is the highest price in the support of a mixed equilibrium x ¯n . The payoff to pnH is (xn )m−1 mym H m m=2 r P



n πH = pnH



!



r P



=



ym pnH (xnH )m−1



m=2



Let pnH− be the price that is immediately lower than pnH . Since price 0 cannot be a part of a mixed strategy, pnH− ≥ n1 . The payoff to pnH− is n πH−



=



pnH−



≥ pnH−







r P



mym



m=2  r P



m−1 P k=0



( m−1 k )



k x ¯nH−



(¯ xnH )m−1−k



1 k+1







 r P mym (¯ xnH )m−1 = mym pnH− (¯ xnH )m−1 .



m=2



m=2



n n which mpnH− > pnH except for the case where m = 2 and pnH = pn2 . Hence, if r ≥ 3, πH− > πH n n. shows that x ¯n cannot be a Nash equilibrium. If r = 2 and pnH > pn2 , then too πH− > πH



The only case that remains is where r = 2 and pnH = pn2 . Hence, y2 = 1, π1n



=



pn1



  n    n  x ¯1 x ¯2 n n n 2 +x ¯2 , π2 = p2 2 . 2 2



Since pn2 = 2pn1 , these payoffs can only be equal if x ¯n2 = 1. Hence, this special case reduces to the case of the pure strategy equilibrium xn2 = 1 when y2 = 1.  Proof of Theorem 2.5. If (¯ xn , y¯n ) is a sequence of monopoly equilibria, then clearly they converge to the monopoly equilibrium of the Burdett and Judd (1983) game. In this case, there is nothing more to prove. The interesting case is where (¯ xn , y¯n ) is a sequence of mixed equilibria. By the compactness of ∆ under the topology of weak convergence of probability measures, (F¯ n , y¯n ) → (F ∗ , y ∗ ), where F ∗ is a distribution function over the continuous strategy space [0, 1] and y ∗ ∈ ∆2 . We need to show that (F ∗ , y ∗ ) is a Nash equilibrium of the game with payoff functions (3) and (5); 30



or that the correspondence Γ(n) from the strategy space ∆n to the set of Nash equilibria in ∆n is upper semicontinuous at infinity in this topology. We distinguish two situations— (a) y¯1n remains bounded away from one; and (b) y¯1n → 1. In case (a), since y¯1n remains bounded away from 1, it follows from Lemma 2.1 that as n → ∞, x ¯ni → 0, for all strategies i ∈ S n . Any equilibrium payoff function in the finite dimensional model must therefore converge to the payoff functions of the original continuous strategy model (3) and (5). Now, suppose F ∗ (p) > 0 for some p that does not maximize payoff so that (F ∗ , y ∗ ) is not a Nash equilibrium. By the result in Lemma 2.1, the equilibrium sellers’ payoff πi∗ → Πp (F ∗ , y ∗ ) for prices pni arbitrarily close to p. The convergence of distribution functions imply that x ¯ni > 0 for prices arbitrarily close to p. But these prices cannot be a best response and hence, (¯ xn , y¯n ) cannot be a Nash equilibrium. This is a contradiction. For (b), suppose (F ∗ , y ∗ ) is not the monopoly equilibrium. Since y1∗ = 1, this is possible only if F ∗ (p) is strictly increasing, for some p < 1. But for all n sufficiently large, this implies x ¯ni > 0 for some pi arbitrarily close to p. However, for large n, with y¯1n sufficiently close to 1, price 1 must be the best response strategy. So, (¯ xn , y¯n ) cannot be a Nash equilibrium, which is a contradiction. 



A.2



Mixed Equilibria of Example 2.6.



The mixed equilibria of the game are listed below. The first set of numbers refer to seller behavior while the second set refers to consumer behavior.



A.3



x1 = (0, 0, 0, 0.4684, 0.4176, 0.1140)



y 1 = (0.6680, 0.3319, 0)



x2 = (0, 0, 0.8084, 0, 0.1496, 0.0416)



y 2 = (0.4201, 0.5799, 0)



x3 = (0, 0, 0.2673, 0.6485, 0, 0.084)



y 3 = (0.5037, 0.4963, 0)



x4 = (0, 0.42202, 0.5413, 0, 0, 0.0367)



y 4 = (0.2585, 0.7415, 0)



x5 = (0, 0.8035, 0, 0.179, 0, 0.0174)



y 5 = (0.2171, 0.7829, 0)



x6 = (0, 0.7738, 0, 0.2262, 0, 0)



y 6 = (0.215, 0.785, 0)



x7 = (0, 0, 0.7738, 0, 0.2262, 0)



y 7 = (0.4363, 0.5637, 0)



x8 = (0, 0, 0.8651, 0, 0, 0.1349)



y 8 = (0.3472, 0.6528, 0)



x9 = (0, 0, 0, 0.7739, 0, 0.2261)



y 9 = (0.5622, 0.4398, 0)



x10 = (0, 0.8511, 0, 0.0792, 0.0371, 0.3261)



y 10 = (0.1977, 0.8023, 0)



Proofs of Section 5



Proof of Lemma 5.6. The payoff to price pi is "



(



πi (x) = pi y1 + 2y2



P xi + xj 2 i j>i



)#



Hence, for z 6= 0, "



(



Dπi (x) z = pi 2y2
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P zi + zj 2 i j>i



) # .



Hence, zDπ (x) z = −2p0 y2 Z02 + p0 y2 z02 − 2y2



n P



pi Zi (Zi − Zi−1 ) + y2



i=1



n P



pi zi2



i=1



because z0 = Z0 and zi = (Zi − Zi−1 ) for all i > 0. Now



1 z2 2 Zi (Zi − Zi−1 ) = (Zi2 − Zi−1 )+ i 2 2



and Z02 = 12 Z02 + 12 z02 . So, we can rewrite zDπ (x) as 1 1 zDπ (x) z = −2p0 y2 ( Z02 + z02 ) + p0 y2 z02 2 2 n n P P 1 2 z2 2 − 2y2 pi ( (Zi − Zi−1 ) + i ) + y2 pi zi2 2 2 i=1 i=1 n n P P 2 = −p0 y2 Z02 − y2 pi (Zi2 − Zi−1 ) = −y2 Zi2 (pi − pi+1 ) i=1



i=0



where we make use of the fact that Zn2 = 0. Since pi − pi+1 < 0 and Zi2 > 0, we conclude zDπ (x) z > 0.  Proof of Proposition 5.7. We first consider the operator Q(x∗ )Dπ(x∗ ). By assumption, x∗ is a regular equilibrium. Hence, we can regard Q(x∗ )Dπ(x∗ ) as an operator from T ∆n1 (x∗ )0 to T ∆n1 (x∗ )0 . Since π is a positive definite game, Dπ(x∗ ) is positive definite on T ∆n1 (x∗ )0 . As an operator on T ∆n1 (x∗ )0 , Q(x∗ ) is positive definite. Let the cardinality of supp(x∗ ) be k. Hence, by Lemma 5.3, all the (k − 1) eigenvalues of Q(x∗ )Dπ(x∗ ) : T ∆n1 (x∗ )0 → T ∆n1 (x∗ )0 have positive real parts. Now, we consider the eigenvalues of Q(x∗ )Dπ(x∗ ) : T ∆n1 → T ∆n1 . If λ1 is an eigenvalue of Q(x∗ )Dπ(x∗ ) : T ∆n1 (x∗ )0 → T ∆n1 (x∗ )0 , then it is also an eigenvalue of Q(x∗ )Dπ(x∗ ) : T ∆n1 → T ∆n1 . Hence, at least one eigenvalue of Q(x∗ )Dπ(x∗ ) : T ∆n1 → T ∆n1 has a positive real part. Let this R



eigenvalue be λ with real part λ > 0. Now, we consider Q(˜ xη )Dπ(˜ xη ) : T ∆n1 → T ∆n1 . Part 2 of Assumption 5.5 implies that for small η, the eigenvalues of Q(˜ xη )Dπ(˜ xη ) are close to the eigenvalues of Q(x∗ )Dπ(x∗ ). Hence, ˜ η such that limη→0 λ ˜ η = λ. ¯ Denoting the real part of λ ˜ η by Q(˜ xη )Dπ(˜ xη ) has an eigenvalue λ R R ˜ ˜ ˜ R , we conclude that sufficiently small η, λη > 1. But λη is the real part of an eigenvalue of λ η 1 xη )Dπ(˜ xη ). η Q(˜



η



η







Proof of Proposition 5.8. We first consider the operator Q (x∗ , y ∗ ) D (x∗ , y ∗ ) and show that it has at least one positive eigenvalue. By our discussion preceding the statement of this proposition, Dx π (x, y ∗ ) is equal to the Jacobian of the payoff function of the one population game with an exogenous consumer type distribution being {y1∗ , y2∗ }. Hence, Dx π (x, y ∗ ) is positive definite with respect to T ∆n1 . By assumption, (x∗ , y ∗ ) is a regular equilibrium. Hence, we can regard Q1 (x∗ )Dx π(x∗ , y ∗ ) as an operator from T ∆n1 (x∗ )0 to T ∆n1 (x∗ )0 . As an operator on T ∆n1 (x∗ )0 , Q1 (x∗ ) is positive definite. Let the cardinality of supp(x∗ ) be k. Hence, by lemma 5.3, all the (k − 1) eigenvalues of Q1 (x∗ )Dx π(x∗ , y ∗ ) have positive real parts. 32



Hence, the trace of Q1 (x∗ )Dx π(x∗ , y ∗ ) is positive. Next, we consider Q (x∗ , y ∗ ) D (x∗ , y ∗ ) : T ∆n1 (x∗ )0 × T ∆2 (y ∗ )0 → T ∆n1 (x∗ )0 × T ∆2 (y ∗ )0 . Since Dy C (x∗ , y ∗ ) = 0, the trace of Q (x∗ , y ∗ ) D (x∗ , y ∗ ) is equal to the trace of Q1 (x∗ ) Dx π (x∗ , y ∗ ), the latter regarded as an operator on T ∆n1 (x∗ )0 . Hence, the trace of Q (x∗ , y ∗ ) D (x∗ , y ∗ ) must also be positive. But this means that Q (x∗ , y ∗ ) D (x∗ , y ∗ ) has at least one eigenvalue with positive real ¯ with real part λ ¯ R > 0. part. Let this eigenvalue be λ If λ1 is an eigenvalue of Q (x∗ , y ∗ ) D (x∗ , y ∗ ) as an operator on T ∆n1 (x∗ )0 × T ∆2 (y ∗ )0 , then it is also an eigenvalue of Q (x∗ , y ∗ ) D (x∗ , y ∗ ) : T ∆n → T ∆n , which therefore has an eigenvalue with positive real part. ¯ with real part λ ¯ R > 0. Q (x∗ , y ∗ ) D (x∗ , y ∗ ), as an operator on T ∆n therefore has an eigenvalue λ Part 2 of Assumption 5.5 implies that for small η, the eigenvalues of Q(˜ xη , y˜η )D(˜ xη , y˜η ) : T ∆n → T ∆n are close to the eigenvalues of Q (x∗ , y ∗ ) D (x∗ , y ∗ ). Hence, by an argument similar to that in Proposition 5.7, we can conclude that η1 Q(˜ xη , y˜η )D(˜ xη , y˜η ) has an eigenvalue greater than one if η is sufficiently small. 



A.4



Proofs of Section 6



ˆ Thus, π ˆ To prove lemma 6.3, we denote the normal form representation of π ˆ (x) as A. ˆ (x) = Ax Proof of Lemma 6.3. Consider a mixed equilibrium x∗ . Let Aˆ be the normal form matrix of ˆ − x∗ ) > 0, ∀x 6= x∗ . Let x be such the game. By positive definiteness of the game, (x − x∗ )A(x ˆ > 0. Take x = ej for some j in that if x∗i = 0, then xi = 0. Then, (x − x∗ )Aˆ (x − x∗ ) = (x − x∗ )Ax ˆ j = 0 which implies x∗ Ae ˆ j < 0. the support of x∗ . Since the diagonal elements of Aˆ are zero, ej Ae ˆ ∗ < 0. Hence, W (x∗ ) < 0. This implies x∗ Ax Let pi be price



i n.



The payoff from δi is 0. On the other hand, the payoff from pi−1 given



δi is pi−1 + pi−1 y2 − pi . Since pi − pi−1 =



1 n,



it can easily be shown that if i >



π ˆi−1 (δi ) > π ˆi (δi ). For such prices, W (δi ) > 0. For prices less than sufficiently large such that



1 +1 y2



n



1 y2



1 y2



+ 1, then



+ 1, we need to make n



< p. This ensures that such prices are dominated by 1. Then,



W (δi ) = y1 > 0. 
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