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Abstract Category learning is the cognitive process that enables us to act appropriately in novel scenarios and to judge novel objects correctly according to past experiences. Acquiring conceptual knowledge often results in a more meaningful and goal-directed categorization that enables a compact representation of objects and events. This further enables us to perceive apparently different objects as if they were the same, and at the same time where necessary, to perceive apparently similar objects as different. The goal of this study is to provide a coherent description of the computational aspects of category learning and to compare them with human cognitive capabilities and behavior. The main working hypothesis of the study is that categorization involves interactions between two “forces”: (1) The perceived variance in objects’ feature-dimensions and the “objective structures” of object clusters. These structures may result from the pattern in which objects are scattered in a multi-dimensional feature-dimension space and may further drive similarity-based categorization even without any supervision. (2) The previously learned context-specific knowledge that affects our expectations from objects according to past experience. In this study I suggest that acquiring “deeper” conceptual knowledge, and better understanding of object categories, involve exemplars comparison which is a cognitive mechanism that includes two learning processes that differ in their contributions both qualitatively and quantitatively: (1) Comparison between exemplars that belong to the same category – denoted as learning from Same-Class Exemplars comparison or learning from Positive Equivalence Constraints. (2) Comparisons of exemplars that belong to two different categories – denoted as learning from Different-Class Exemplars comparison or learning from Negative Equivalence Constraints. That is, it is suggested that establishing conceptual knowledge and improving categorization capabilities requires encountering objects in contexts in which at least some indication is provided concerning the categorical relation among some objects are provided. These indications may enable the observer to reevaluate or to refine prior representations that were created based on “more objective” category structures. In the first Results chapter of this dissertation I demonstrate that in most everyday life scenarios, typical within-category comparison (same-class exemplars comparison) is objectively more informative than typical between-category comparison (different-class exemplars



comparison) for two reasons: (1) same-class, but not different-class indications, are transitive. This reduces the computational effort required when integrating information from same-class indications. (2) Typically same-class indications are significantly more informative for revealing within category variation. This enables the learner to exclude feature-dimensions that are irrelevant for categorization. On the other hand, different-class exemplars will often differ across many feature dimensions, not all of them relevant for categorization. This creates an ambiguity concerning which features are most relevant for categorization when different-class exemplars comparison is used. Accordingly, the information content of different-class indications is usually low. Nevertheless, we show that same-class comparisons can rarely provide all the information needed for completely eliminating uncertainty in the context of category learning. Perfecting categorization performance will often require making the effort of retrieving those rare differentclass indications that do have “reasonable” information value (Hammer et al., 2008; Hammer et al., submitted for publication). In the second Results chapter I present in details how the above-described computational differences also affect the learning strategies that people implement. Even when same-class and different-class exemplars comparisons objectively provide the same amount of information, adult participants do not always use the provided information optimally. Specifically, even when trained with informative different-class indications, adults often completely fail in using this source of information and perform no better than in unsupervised learning scenarios. On the other hand, adults who do use this information correctly implement a strategy that results in near perfect performance. When trained with similarly informative same-class indications, almost all adult participants show significantly improved performance (as compared to unsupervised learning scenarios), though their categorization performance is quite limited and often ends up with overgeneralization when making categorical decision (Hammer et al., 2009). In the third Results chapter I present findings from a developmental study, showing that when trained only with same-class indications, young children (aged 6 to 9.5) learn novel categories just as well as older children (aged 10 to 14) and adults (aged 18+). However, when trained only with similarly informative different-class indications, unlike older children and adults, young children fail to learn the novel categorization principle. The results of this study suggest that the capacity of learning new categorization principles from same-class indications develops earlier than the capacity of learning from different-class indications. I suggest that this result from the computational facts described in the first Results chapter, stating that highly informative



same-class indications are common whereas informative different-class indications are rare. These findings may explain the well-documented difficulty of young children in learning highly specific categories (categories at the subordinate level), as well as their tendency for overgeneralization (Hammer et al., submitted for publication). In addition to the findings presented at the Results chapters, in Appendix 1, I present a computer simulation demonstrating how a clustering algorithm uses same-class and differentclass indications in a context similar to the one in which I tested human subjects. This provides an additional reference for evaluating human capabilities in learning by comparison. In Appendix 2, I present functional neuroimaging findings (using fMRI) showing that learning from differentclass indications involves different neuronal mechanism than does learning from same-class indications. Specifically I show that learning from different-class exemplars comparison involves higher activation in the dorsal striatum than does learning from same-class exemplars comparison. Unlike previous findings regarding the role of the striatum in category learning, the current findings suggest that the specific neuronal circuitries engaged in category learning are not necessarily associated with the to-be-learned category structure or the complexity of the learned categorization rule, but rather with the nature of the information source that is used. That is, the level of engagement of the dorsal striatum depends on the means of learning (learning from different-class vs. same-class indications) rather than the learning objectives. In summary, this dissertation provides a broad novel perspective for human category learning and concept acquisition strategies, starting from describing the computational constraints of these basic mental mechanisms, further describing the impact of these computational constraints on cognitive development and behavioral biases at adulthood, and ending with a reference to possible underlying neuronal mechanisms involved in these processes. These findings also provide novel explanations for previously documented phenomena in cognitive development and cognitive neuroscience.
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Introduction , ְוח ֶֹׁש ְך, ָהיְ ָתה תֹה ּו וָ בֹה ּו, ְו ָה ָא ֶרץ: ְו ֵאת ָה ָא ֶרץ, ֵאת ַה ּׁ ָש ַמיִ ם, ָּב ָרא אֱ ל ִֹהים,אשית ׁ ִ ְ ּב ֵר אור; וַ יְ ִהי ֹ  יְ ִהי,ֹאמר אֱ ל ִֹהים ֶ  וַ ּי: ְמ ַר ֶחפֶ ת ַעל ּ ְפנֵי ַה ּ ָמיִ ם,הום; ְורו ַּח אֱ ל ִֹהים ֹ ַעל ּ ְפנֵי ְת ְ  וַ ִּי ְקרא:אור וּבֵ ין ַהח ֶֹׁשך ֹ  ֵּבין ָה,טוב; וַ ּי ְַבדֵּ ל אֱ ל ִֹהים ֹ  ִ ּכי,אור ֹ  וַ ּי ְַרא אֱ ל ִֹהים ֶאת ָה:אור ֹ



וַ ִּי ְקרא



טוב וַ י ְַבדֵּ ל ֹ ִ ּכי



וַ י ְַרא



ֹ אֱ ל ִֹהים ל :  ֹיום ֶא ָחד, ְו ַלח ֶֹׁש ְך ָק ָרא לָיְ לָה; וַ יְ ִהי ֶע ֶרב וַ יְ ִהי ב ֶֹקר,ָאור ֹיום



In the beginning God created the heaven and the earth. And the earth was



without form, and void; and darkness was upon the face of the deep. And the Spirit of God moved upon the face of the waters. And God said, Let there be light: and there was light. And God saw the light that it was good: and God divided the light from the darkness. And God called the light Day, and the darkness he called Night. And the evening and the morning were the first day. (Sefer B’reshit, the Old Testament, Chapter 1; English source: King James Version of the Christian Bible; italics are mine). The above opening sentences from the biblical story of the creation of the world can be seen as related to the mental processes of Categorization and Concept Acquisition. Categorization and concept acquisition are the mental processes by which disorganized percepts are rendered to organized representations of objects and events. These are the processes by which objects and events are recognized, discriminated and understood. Concept acquisition refers to situations in which objects are categorized for a purpose. That is, conceptual knowledge illuminates a meaningful relationship between objects or between an object and the classifier, as well as it further enables predicting the characteristics or behavior of unfamiliar objects by generalizing from previous experiences to present or future ones, and from one member of a category to other members of the same category. When discussing human cognition, concept formation, or meaningful categorization often involves the creation of symbolic representations of objects such as associating between an object and a label (Koen & Shanks, 1997; Murphy 2002; Neisser, 1987; Smith & Medin, 1981). Interestingly, the opening of the Book of Genesis contains components that resemble those of the above definitions of categorization and concept acquisition: The story begins with a description of an initial state of chaos and emptiness. A mental operation is then triggered – a percept of a physical entity, apparently driven by “internal” predetermined perceptual
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capabilities, attitudes and the needs of the perceiver (“And God saw the light that it was good”). Next, the attitude towards the perceived physical entity motivates another mental operation – discrimination between different physical entities or between a physical entity and its absence (“God divided the light from the darkness”). This sequence of mental operations is then concluded by the creation of a symbolic representation of the perceived physical entity and a complementary representation for it absence which can be used as a reference (“And God called the light Day, and the darkness he called Night”). These symbolic representations can then both be used for reflecting on a previously perceived physical entity even when it is not present. These representations can be further used for associating appropriate expectations and attitudes to future similar percepts. Reinterpreting it this way, the biblical story of the creation of the world can be a story of the creation of a mental representation of the world, and not necessarily the story of the creation of a physical one. After all, the fundamental purpose of any category learning strategy (or algorithm) implemented by any natural learning system (or artificial one) is to enable shifting from chaotic, formless percepts, to an organized representation of the environment in which it is possible to act – shifting from an initial state of no knowledge and void, to an increasingly richer representation and better understanding of the world.



Background and Goals Since the early days of cognitive research a number of theories have been suggested for explaining both the structure of categories and the mental processes involved in their acquisition. The classical view, which was presented already by the Greek philosophers (Plato, “Statesman dialogs”; Aristotle, “Categories treatise”), suggests that categories can be described by a list of necessary and sufficient attributes that determine category membership (see also Katz & Postal, 1964; Smith & Medin, 1981). Such category structures, or categorization principles, can be explicitly described and verbalized. Similar ideas are still prevalent today since indeed there are occasions in which categories can be defined by an explicit rule (Shepard, Hovland & Jenkins, 1961; Mooney, 1993; see also Ashby & Maddox, 2005 for a recent view). On the other hand, probabilistic theories for categorization suggest that objects are categorized by similarity to an internal representation of a category prototype (Rosch & Mervis, 1975) or category exemplars (Medin & Schaffer, 1978; Nosofsky, 1987, 1988). As an object’s similarity to a specific internal representation increases, the probability that it will be perceived as belonging to the specific represented category also increases. When people use such
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internal representations, they often fail in verbally describing the process leading to their decision. A common theme for most of the above views is that the process of category learning requires equires learning about the relevance of specific object properties for categorization, categorization as well as the relations among object properties properties.. Many views of the role of similarity in categorization explicitly take this issue into consideration, suggesting that objects are grouped together based on their similarity in a specific feature (Tversky, 1977; Tversky & Gati, 1982) or within specific feature-dimensions dimensions perceived as more relevant for categorization (Garner, 1978; Nosofsky, 1987; Medin, Goldstone, & Gentner, 1993; Goldstone, 1994a). Nevertheless, at this point there is no coherent model explaining how people execute this process of “feature--dimension weighting”. That is, there is no clear answer to the question of how people gain the knowledge needed for meaningful categorization categorization. In this dissertation I will address this fundamental question in category learning and concept formation.



Figure 1. Top – a Siamese cat (Left), a Doberman (Middle) and a Rottweiler (Right). A simplified overall similarity judgment is sometimes sufficient for proper categorization. Bottom – a Siamese cat (Left), a Chihuahua (Middle) and a Rottweiler (Right). Simplified overall similarity judgments may often fail. fail



One fundamental problem in understanding human categorization strategies strateg can be explained by the following example: how can we quickly discriminate dogs from domestic cats? One ne common and intuitive answer that is often provided to this question is that a dog is similar
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to other dogs more than it is similar to domestic cats. If referring to the context illustrated in Fig 1 (Top), categorization based on a simple overall similarity judgment can work. The withincategory similarity between a Doberman and a Rottweiler (both dogs) is higher than the similarity of each one of them to the Siamese cat. Here, without any specific prior knowledge, a simplified similarity judgment can result in proper categorization. But simple similarity judgments are not satisfactory in all scenarios. When examining the similarity between a Chihuahua and a Siamese cat vs. the similarity between a Chihuahua and a Rottweiler (Fig 1, Bottom), we can see that relying on overall similarities may be insufficient for proper categorization. The large between category similarity between a Chihuahua and a Siamese cat is larger than the withincategory similarity between a Chihuahua and a Rottweiler. Evidently, proper categorization requires more than a simplified or a schematic similarity judgment. Even when a simplified similarity judgment is not sufficient for categorization, similarity may still be used as a proper grouping principle if it is known which object feature-dimensions are more relevant for the current task (Medin, Gentner & Goldstone, 1993). An initial important stage in category learning is identifying which feature-dimensions are potentially relevant for categorization. This can be done, at least partially, without any side-information or supervision: Mapping the variation in each feature-dimension may suffice. The larger the variation in a specific dimension, the more it may be usable for categorization. For example, in a context in which all objects are colored in highly similar shades of blue but they significantly vary in their shapes, the feature-dimension of color is not likely to be as usable for categorization as object shape might be (Fig 2.A). In this limited context, similarity in color is meaningless since the low variance in a specific dimension is associated with little information in this dimension (in the respect that the variation in this dimension can be easily overshadowed by more salient dimensions or by some “noise”). Many common clustering algorithms involve evaluating the information content of different feature-dimensions based on Factor Analysis (Sheppard, 1996) or Principle Component Analysis (PCA; Jolliffe, 2002). Such statistical methods enable the observer to simplify the representation of the data set by reducing its dimensionality, leaving those components or features that are most informative for data discrimination and clustering and/or by computing correlations between dimensions (Fig 2.B). Unsupervised methods are sufficient for identifying those feature-dimensions that might be more informative for categorization, but they are not sufficient for identifying those dimensions that are actually important for proper categorization. Often objects differ in many feature-dimensions which do not correlate, creating an ambiguity concerning which of these
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should be used for categorization and which should be ignored (Fig 2.C).. Although identifying “sufficient” variance can be necessary for dete determining which feature-dimensions dimensions contain potentially useful information, scaling the importance of each dimension according to its relative variance may not result in proper categorization.



Figure 2. (A) Four objects with only slight variation in the color/material feature-dimension dimension but with significant differences in shape. The plot on the upper right corner provide provides a schematic illustration for how these objects are scattered in feature-dimension space. In this condition ition there is only one featurefeature dimension to consider as relevant for categorization (shape). Therefore determining the categorization rule, even without any additional information information, is relatively simple. (B) Four objects with significant variation both in the color/material and the shape feature-dimensions. Here the two feature dimensions dimension correlate, making categorization even more straightforward. One “appealing” option in such cases is reducing the dimensionality of the object space to a single dimension in the orthogonal direction to the diagonal yellow border line. (C) Here again the four objects differ significantly in their shapes and colors/materials, colors/ but this time the two feature dimension do not correlate. This increases the number of alternatives for possible categorization rules from which the classifier will have to choose.
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Going back to the example in Fig 1, although there is a large variation in the animals’ colors, color is not a relevant feature-dimension in this context. The size dimension, in which these animals also significantly differ, might be often useful for categorization (dogs are very often bigger than domestic cats) but will not always suffice (Chihuahuas are the same size as domestic cats). Properly categorizing dogs and cats will often require attending to finer visible differences such as differences in body proportions and facial features. Often, meaningful, efficient and accurate categorization requires rescaling feature importance irrespective to the feature’s actual distinctiveness (e.g.; Nosofsky, 1987; 1988), or knowing to which object featuredimensions we must attend and which object feature-dimensions should be ignored in any given context (Diesendruck, Hammer & Catz, 2003; Hammer & Diesendruck, 2005). This can be done irrespective of the actual variance within feature-dimensions (although “minimal” variability is needed for a feature-dimension to be informative). How can the knowledge required for meaningful categorization be acquired? Apparently, shifting to meaningful categorization requires shifting from unsupervised learning to supervised learning. Supervised learning will be considered in this dissertation as any form of learning that in addition to the to-be-categorized objects and the predetermined learning strategy (or algorithm) implemented by the classifier (learner), the classifier is provided with additional information (“side information”). This information can include partial labeling of objects, feedback (provided by an “expert” supervisor) for past decisions of the classifier, or other insights that can be gained by monitoring how objects interact with one another or by directly experimenting with the objects. At their core, all the above-listed sources of information provide the classifier indications concerning the categorical relations among some objects (which can be referred to as a learning set) from which a generalized categorization principle can be learned. For example, when a parent tells a child – pointing to animals unfamiliar to the child – “This is a dog and that is also a dog,” she indicates to the child that the two animals belong to the same category. When the parent then labels two other animals as “These are cats”, she provides the child not only with an indication that these two belong to a single category, but also that the latter two animals differ from dogs, and belong to a different category. Here, labels are used for identifying relations among exemplars. A young child can also learn to improve his capabilities to categorize objects if provided with feedback, even when object labels are not used. When a
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child asks his parent, “Is this one the same as that one?” a yes/no response is sufficient for indicating whether the two are from the same category or from different categories. The principle of category learning from indications that some objects are, or are not, from the same category is not limited to learning with explicit supervision. Many indirect contextual clues can indicate whether objects are from the same category or from different categories. For example, seeing two animals playing together, one may assume that they are from the same species, while seeing one animal chasing another may indicate that the two are not the same. When a child throws a blue rubber ball on the floor and sees that it bounces, and then he throws a red rubber ball and he sees that it also bounces, he can learn that rubber balls bounce (irrespective of their color). Then, if he throw a red glass ball and see that it shatters to pieces, he will be able learn that glass balls and rubber balls are not the same, (since he will also be able to identify possible visible features that discriminate the two types). Such scenarios provide clues to the relations among objects without direct supervision, and may contribute to category learning as much as scenarios in which direct supervision is available. This relational information can then be used for extracting information by a proper comparison between objects (or an “alignment” of their mental representations).



The Information Building Blocks of Learning by Comparison In recent years studies from different disciplines, including behavioral studies (Boroditsky, 2007; Gentner & Markman, 1994; Markman & Gentner, 1993), developmental studies (Gentner & Namy, 1999; Namy & Gentner, 2002; Waxman & Braun, 2005) and machine learning studies (Bar-Hillel et al., 2003, 2005; Hertz, Bar-Hillel & Weinshall, 2006; Shental et al., 2004; Xing et al., 2002), suggested that the use of object comparison or equivalent constraints is highly important for learning category structures. Nevertheless, in these studies there was no attempt to provide a coherent description of the limitations of these processes. The principle of learning a category structure or categorization rule by comparing a few constrained examples seems to be simple: Being informed that two objects are from the same category may be useful for learning in which respects objects from the same category need to be similar as well as the permitted within-category dissimilarity. Similarly, being informed that two objects are from two different categories may be useful for learning in which respects the different categories differ. Nevertheless, I suggest that the mechanism of learning by comparison, as well as it usability, is not as simple as it may seem.
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The novelty of the studies presented in this dissertation is in providing a systematic analysis for the contribution of object comparison to category learning. This analysis refers to the information that can be extracted when comparing objects and the complexity of the comparison processes. We define two fundamentally different subtypes of object comparison as follows: (1) Comparison of two objects identified (to the classifier or learner) as belonging to the same category. We refer to this type of information building block as a Same-Class Exemplars indication or a Positive Equivalence Constraint (PEC). (2) Comparison of two objects identified as belonging to two different categories. We refer to this type of information building block as a Different-Class Exemplars indication or a Negative Equivalence Constraint (NEC).



Figure 3. Left – Four objects scattered in a two dimensional object space. Right – The hypothesis table representing all four possibilities specifying the relevance (1) vs. irrelevance (0) of the two featuredimensions.



The usability of the two comparison types, as well as a difference between them, can be demonstrated in a simplified way using the example in Fig 3. In Fig 3.Left we have four objects (A, B, C, D) that differ in two feature-dimensions, color and shape (similar to the example illustrated in Fig 2.C). This representation of the four objects enables four different possibilities for categorizing them, as illustrated in the hypothesis table in Fig 3.Right: Hypothesis 1 (H1) suggests that neither one of the two feature-dimensions is relevant for categorization, thus we should consider the four objects as if they are all of the same kind (same category; e.g., the category of basic shapes). Hypothesis 2 (H2) suggests that shape is relevant for categorization but color is not. Thus categories should be separated by the dashed green borderline so that objects A and B should be considered as members of one category (pacmen), and objects C and D should be considered as members of the other (stars). Hypothesis 3 (H3) suggests that only color is relevant for categorization. Thus categories should be separated by the dashed orange borderline. Here objects A and C should be considered as members of one category (light blue), and objects B and D should be considered as members of
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the other (red). Hypothesis 4 (H4) suggests that both feature-dimensions are relevant and each object should be treated as if it is from a different category. In this example, the four objects are assumed to be uniformly scattered in the featuredimension space. The lack of any objective category structure (which could be retrieved if differences in the relative proximity between objects could be identified) does not allow preferring any one of the four hypotheses relative to the others. These equally likely possibilities reflect the amount of uncertainty that this scenario presents. But this uncertainty can be reduced if we are provided with indications concerning the categorical relation among some of these objects: If informed that objects A and B are from the same category, by comparing the two we can deduce that color is not important for categorization since the permitted within category variation in color is identical to the overall variation in this context. This same-class exemplars indication eliminates hypotheses H3 and H4 that specify the color dimension as relevant. This reduces the number of hypotheses by half; thus the information content of this same-class exemplars indication is 1 bit. Being informed that objects C and D are from the same category will provide us with the same quantity and quality of information. In both cases color is identified as irrelevant, leaving only the possibility that objects should be categorized according to their shape (H2) or that all objects should be treated as if they are from the same category (H1). In some cases, different-class exemplars indications can be as informative as sameclass exemplars indications: If informed that objects A and C are from two different categories, by comparing the two we can deduce that shape is important for categorization since shape is the only noticeable difference between these two objects from two different categories. This different-class exemplars indication eliminates hypotheses H1 and H3 that specify the shape dimension as irrelevant. This reduces the number of hypotheses by half, so that the information content of this different-class exemplars indication is again 1 bit. Being informed that objects B and D are from two different categories will provide us with the same quantity and quality of information. In both cases shape is identified as relevant, leaving only the possibility that objects should be categorized according to their shape (H2) or by both shape and color (H4). We see that both same-class indications and different-class indications are quite useful and informative for reducing the initial uncertainty represented by the hypothesis table. But even in such a simple scenario, neither one of the two comparison types is sufficient for decisively pinpointing the one single best hypothesis for categorizing these objects. Only the conjunction of same-class exemplars indications with different-class exemplars indications can
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further reduce the uncertainty, leaving us with the one possibility, namely, that these objects should be categorized only by their shape (H2). So far, we learned that same-class exemplars indications and different-class different exemplars indications differ qualitatively, and that they are complementary. But the two types of indications also differ in their typical information quantity. In addition to the two different-class exemplars indications discussed above, we can conceive of different-class class exemplars indications which provide little information: If informed that objects A and D are from two different categories, by comparing the two we can only deduce that the four objects should be categorized to more than a single category which eliminates hypothesis H1. 1. Nevertheless, this indication is not sufficient ient for deciding whether the two objects are not from the same category due to their difference in shape, or if it is due to their difference in color, leaving H2, H3 and H4 as similarly likely. Thus the information content of this different-class class exemplars exempla indication is approximately 0.41 bit.



Figure 4. Same-class indications ns (Green), different-class indications (Pink) and the hierarchy of their information content in a common everyday everyday-life scenario (assuming that the relevance of a featurefeature dimension is a dichotomous – that is, within a specific context each feature-dimension dimension is either relevant or not).
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It is apparent that as the number of dimensions in the multi-dimensional object space increases, and specifically as the number of irrelevant dimensions increases, the information value of a typical same-class exemplars indication will increase, while the information value of a typical different-class exemplars indication will decrease. Accordingly, in most everyday life scenarios, the information content of same-class exemplars indications is expected to be far higher than the information content of different-class exemplars indications. Some intuition for this statement is provided in Fig 4 – going back to the example of categorizing dogs and cats, an indication that both a Doberman and a Rottweiler are from the same category can provide us with some useful knowledge about the permitted variation within the category of dogs. But this will not be as informative as when provided with an indication that both a Chihuahua and a Rottweiler are from the same category. Here, the higher dissimilarity between these two dogs is even more informative for mapping the permitted variation within the category of dogs. This enables the classifier to exclude more irrelevant feature-dimensions, and more dramatically reducing the initial hypothesis space. Being informed that the Chihuahua and the Siamese cat are from different categories is also quite informative. Comparing these highly similar different-class exemplars may help highlight the few fine differences between the two. It is also likely that these few differences are relevant for discriminating dogs from cats. On the other hand, being informed that the Rottweiler (or Doberman) and the Siamese cat are from different categories is poorly informative. Comparing these very dissimilar different-class exemplars is expected to be useless since they differ in many feature-dimensions, which are not all truly important for discriminating between dogs and cats. In fact, some of these salient differences, such as color, are not relevant for categorization and may overshadow finer, more relevant differences. These ideas are broadly discussed in the first manuscript of this dissertation (Hammer et al., 2008). Appendix 1 in this manuscript provides a formal combinatorial proof for this statement connecting the L1 (“city block”) distance between objects (distance in the feature space) with the information value of comparing them. Same-class and different-class exemplars indications have different contributions for category learning also when considering the L2 (Euclidean) distance between objects (distance in the feature space): As the Euclidean distance between same-class exemplars increases, the information that can be derived from comparing the two also increases. The intuition here is that being informed that two highly distinct objects are from the same category is highly informative
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for best capturing the boundaries or envelope of a category. On the other hand, as the Euclidean distance between different-class exemplars increases, the information that can be derived from comparing the two is reduced. The intuition in this case is that being informed that two highly distinct objects are from two different categories does not provide much information for placing the borders between these categories. In fact, the reverse is true – as the Euclidean distance between different-class exemplars is reduced, the ambiguity concerning the location of the border between the categories is also reduced. Linking the Euclidean distance between the compared objects and the information content provided by their comparison enables a nondiscrete computation of the information content of same-class and different-class exemplars indications (Hammer et al., 2008, Appendix 2). This computation can be further expanded to provide a measure for estimating the information content of same-class and different-class exemplar indications when feature-dimensions cannot be considered independent, such as when performing information-integration category learning tasks (Ashby and Ell, 2001). Analyzing the information content of same-class and different-class indications in the context of a multidimensional object space, and linking this information with the L1 and L2 distance between the objects is especially relevant when discussing human similarity judgments and other kinds of learning (Shepard, 1987). An additional difference between the potential contribution of same-class vs. differentclass indications for category learning results from the fact that same-class indications are transitive, but different-class indications are not: If we are informed that object A and object B are from the same category, and we are also informed that object B and object C are from the same category, this is sufficient for deriving that object A and C are from the same category. The property of transitivity, which is unique to same-class indications, make this source of information far more useful for category learning than different-class indications, as it also reduces the complexity involved in integrating the information from sets of same-class exemplars indications (Hammer et al., 2008, Appendix 3). The first chapter of the Results section provides conceptual and computational support for the above statement that same-class indications are significantly more usable for category learning than are different-class indications. This chapter also refers to the scenarios in which different-class indications can provide complementary information that cannot be retrieved when using only same-class indications (see also an extension on this subject in the third Results chapter). These computational findings are expected to become evident in any scenario in which categories are represented in a multidimensional object space. Specifically this result is
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expected to become increasingly evident as the number of feature-dimensions and categories increases. Moreover, the transitivity property of same-class indications provide an advantage for this indication type even when clustering is not done according to some spatial proximity (i.e. similarity) principle.



The Use of Relational Information by Humans In the above section I suggested that same-class exemplars indications qualitatively differ from different-class exemplars indications in their usability for category learning. Furthermore, I claimed that in most natural scenarios same-class indications are expected to be significantly more informative than different-class indications. For this reason, it is reasonable to expect that although both same-class and different-class exemplars comparison can contribute to category learning, the two comparison types may involve different learning mechanisms. Accordingly, it is also reasonable to expect that this will be reflected in people’s category learning strategies. Human capabilities of using relational information by object comparison has been studied by others in the past. For the last two decades, scholars have emphasized the importance of comparison processes for category learning as well as for other cognitive processes such as analogy, similarity judgment and language acquisition (e.g. Gentner & Markman, 1994; Gentner & Namy, 2006; Kurtz & Boukrina, 2004; Markman & Gentner, 1993; Namy & Gentner, 2002). One important conclusion deriving from these studies is that comparison may differentially stress similarities and dissimilarities between compared items. For instance, in their studies on the role of structural alignment and comparison, Markman and Gentner (1993) showed that when comparing pairs of similar words (words representing similar concepts), adults were capable of listing more similarities than when comparing pairs of dissimilar words (words representing dissimilar concepts). Curiously, the reverse was not true – when asked to list differences, subjects listed more differences for compared similar pairs than for the dissimilar pairs. Furthermore, differences were specified mostly when they could be aligned (e.g., having two legs vs. having four legs). When differences could not be aligned (e.g., having wings vs. having horns), they were more likely to be ignored (Gentner & Markman, 1994). Consistent with these findings, Boroditsky (2007) found that comparison of two objects highlighted to adults the similarities shared by the objects, even when participants were encouraged to address the differences between them. This comparison bias increased the perceived similarity between objects.
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The above cited studies provide solid evidence for a cognitive bias – adult humans are biased to attend similarities between compared objects whether these objects are assumed to be of the same kind or from different kinds. At the same time adults have some difficulty in processing dissimilarities between objects. Nevertheless, in these studies there was no attempt to define the objective computational aspects of the task. That is, there was no attempt to evaluate the objective amount of information provided to the participating subjects, as there was no real systematic attempt to disassociate between the relative contribution of same-class exemplars comparison and different-class exemplars comparison to human conceptual knowledge. Furthermore, most of these experiments involved testing the comparison strategies used by people when referring to stimuli already known to them. That is, they tested the usability of the comparison processes in the context of categorization, rather than category learning. In the second Results chapter1 (Hammer et al., 2009) I present findings from a set of behavioral experiments in which we systematically tested the capabilities of adults in learning new categorization principles from either same-class or different class indications (in this manuscript we used the terms “positive equivalence constraints” and “negative equivalence constraints” respectively). Specifically, we disassociated the two types of learning by comparison processes and tested them under different experimental conditions, as we also deliberately controlled and manipulated the objective amount of information that was provided to the participating subjects in each condition.



The Development of Category Learning Strategies Shifting to more recent developmental studies, the comparison bias described earlier with adults seems to be even more evident: Gentner and Namy (1999) found that comparing two perceptually similar category members, increased 4-year-olds’ tendency to categorize the objects taxonomically (rather than thematically, for instance). Furthermore, they showed that providing children with a common label for objects encouraged comparison, whereas providing conflicting labels deterred it (Namy & Gentner, 2002). Findings with 12-month-old suggest that this comparison bias is present already at the earliest stages of word learning (Waxman & 1



The behavioral findings described in the second Results chapter are also summarized and revised in the computational/theoretical manuscript in the first Results chapter. Although published later, the manuscript “Category Learning from Equivalence Constraints” was completed and sent for publication before the manuscript “Comparison Processes in Category Learning: From theory to Behavior”.
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Braun, 2005). As a number of developmental researchers have concluded, a common label seems to foster children’s acquisition of a category because it implies that commonalities among the referents of the label must exist (Gentner & Namy, 2006; Waxman & Lidz, 2006). If as intimated by previous literature, the processing of similarities is cognitively favored and available developmentally earlier than the processing of differences, then children might have an easier time acquiring categories via comparison of same-class exemplars, than via comparison of different-class exemplars. The problem with these earlier findings is that none of these developmental studies has systematically investigated the differential contributions of comparison of same-class exemplars vs. comparison of different-class exemplars for category learning. The study described in the third Results chapter (Hammer et al., submitted for publication) is designed for this purpose, testing both children and adults. Unlike previous studies on comparison processes, we systematically dissociate the two comparison types. Furthermore, we test the process of category learning by comparison, rather than how comparison is used when referring to already familiar categories.
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Methods Detailed description for the methods is provided in the manuscripts in the Results section. All the materials that were used for running the experiments, including the stimuli and software, were developed by Rubi Hammer. The platforms that were used for developing the stimuli are Autodesk® 3D Studio Max® 6R – 9R, and Adobe® Photoshop® CS1 and CS2. The platform used for developing the program on which the behavioral experiments were executed is Microsoft® Visual Studio® 6. Statistical analyses were conducted using MathWorks® Matlab® and SPSS®.
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Results –Chapter 1 Comparison processes in category learning: From theory to behavior



This chapter is based on the manuscript: Hammer, R., Bar-Hillel, A., Hertz, T., Weinshall, D., & Hochstein, S. (2008). Comparison processes in category learning: From theory to behavior. Brain Research. 1225, 102-118.
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belong to the same category vs. comparison of exemplars identified to belong to two different
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categories. Our analysis suggests that these two types of comparison differ both qualitatively and
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quantitatively. In particular, in most everyday life scenarios, comparison of same-class
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exemplars will be far more informative than comparison of different-class exemplars. We also
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present behavioral findings suggesting that these properties of the two types of comparison
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shape the category-learning strategies that people implement. The predisposition for use of one



Expectation-maximization



strategy in preference to the other often results in a significant gap between the actual information content provided, and the way this information is eventually employed. These findings may further suggest under which conditions the reported category-learning biases may be overcome. © 2008 Elsevier B.V. All rights reserved.
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Introduction



Acting adaptively in a complex and changing environment requires the ability to categorize objects and events, regardless of whether the agent is biological or artificial. Categorization can often be performed without supervision since objects can be represented as data points non-uniformly scattered in some multidimensional features space. In this case building



categories can be reduced to grouping objects based on their relative proximity in the space (Duda et al., 2001). In particular, Shepard (1987) discussed this principle with respect to the mental representation of objects when referring to human cognition. The general rule that applies in this regard is that the smaller the distance between two objects in mental space, the greater their perceived similarity, and as a result the greater the probability that they will be grouped together
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in the same category (Medin and Schaffer, 1978; Posner and Keele, 1968; Rosch et al., 1976). For the last three decades numerous studies have demonstrated that these ideas can serve as powerful tools both for designing unsupervised artificial classifiers (e.g. Fleming and Cottrell, 1990; Weber et al., 2000), as well as for explaining human behavior (e.g. Ashby et al., 1999; Pothos and Chater, 2002). However, unsupervised categorization strategies do not always guarantee creation of proper categories. In fact, that when implemented in artificial classifiers they often fail to provide a satisfying solution, and in particular they fail to provide an explanation of human behavior and motivation. For this reason, many scholars claim that categorization often requires prior knowledge to determine the relevance or irrelevance of different object properties for the categorization task (Caramazza and Shelton, 1998; Keil, 1989; Murphy and Medin, 1985; Sloutsky, 2003; Smith et al., 1996; Tyler et al., 2000). Human conceptual knowledge is therefore not based only on the general similarity among objects, but rather on a more qualitative judgment of the features that are more relevant for categorizing targeted objects, and the degree of similarity among objects in these features (Diesendruck et al., 2003; Hammer and Diesendruck, 2005; Medin et al., 1993). Fig. 1 illustrates a scenario in which unsupervised categorization may be expected to produce satisfactory results (Fig 1a), and a second scenario in which it may be expected to fail (Fig. 1b). Referring to the pictures in Fig. 1a, it may be expected that when asking a young child, who is not familiar with the presented animals, “Which of these animals is not of the same kind as the others?” he or she will probably identify animal 3 (a bird) as the odd one simply because it differs from the others, (elephants), in almost any possible aspect. In contrast, for the example illustrated in Fig. 1b, we may expect that when answering the same question, the naïve child will probably identify animal 2 (a colorful bird) as the odd one, simply because it dramatically differs from the others in color. But here the child would be wrong — animals 2, 3 and 4, are all ducks, while animal
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1 is a seagull. In cases such as this, when irrelevant features overshadow more relevant ones, the result is often inappropriate categorization due to a lack of prior knowledge required for directing attention to the relevant features (such as the shape of the beak). Thus, ignoring irrelevant, physically salient, features may require the mediation of directed attention. Early categorization models suggested that directed attention may affect the perceived similarity among objects and the mental representation of categories. That is, similarity judgment and categorization are context dependent and expected to be depend on directing attention to specific features according to their relevance in a specific context and not according to their physical salience (Nosofsky, 1986). This implies that the learner's prior knowledge drives his similarity judgment. Later category learning models (e.g. SUSTAIN — Supervised and Unsupervised STratified Adaptive Incremental Network; Love et al., 2004) assume that the learner's goals interact with objective factors such as the nature of the learning task and the structure of the world. These models also assume that prior knowledge, represented by the learner's goals, is an important factor in shaping our conceptual knowledge (see also Medin et al., 1993). There is presently an ongoing debate concerning the nature of the prior knowledge required for generalizing a categorization rule, as well as the cognitive mechanism that enables obtaining this knowledge. One common belief is that category learning requires the direct learning of which features are most important within each specific object domain (Caramazza and Shelton, 1998; Keil, 1989; Murphy and Medin, 1985; Tyler et al., 2000). Others suggest that prior knowledge can be obtained without direct supervision, but categorization still requires being experienced with objects and their features. Such interaction with objects is expected to end up with rescaling features relevance for categorization (Sloutsky, 2003; Smith et al., 1996). More recently it was suggested that category learning should be seen as two different learning processes — classification and



Fig. 1 – (a) Three elephants and a bird. The bird (#3) differs from the elephants in almost every aspect, making categorization easy and direct. (b) Three ducks and a seagull (#1) where naïve observers may erroneously think that #2 is the odd object due to its salient difference in colorfulness. When irrelevant features overshadow more relevant ones, inappropriate categorization can result due to the lack of prior knowledge directing attention to relevant features (such as beak shape).
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inference (Erickson et al., 2005). While the first process encourages between category comparisons, the second encourages within category comparisons. These two processes may than highlight common and distinctive features that are expected to be more important for categorization. That is, learning from exemplars comparison may enable gaining useful knowledge on which features are more relevant for categorization. In the current report we will examine object comparison as a cognitive mechanism enabling rapid learning of categorization principles driven by contextual constraints. Although similar ideas have already been presented (e.g. Markman and Gentner, 1993; Namy and Gentner, 2002), the theoretical limitations of learning by comparison have not been tested systematically until recently (Hammer et al., 2005, 2007, in press, submitted for publication). We now analyze further the theoretical attributes and limitation of category learning by comparison. We also provide additional analysis and interpretation of findings from human behavior studies, demonstrating the possible effect of these theoretical limitations on the strategies that people implement when learning new categories.



1.1. “Birds of a feather flock together” — category learning by comparison Recent studies, in the fields of machine learning and human cognition, stressed the importance of object comparison for categorization. It was demonstrated that providing a clustering algorithm with only a small set of exemplars identified to be of the same class (denoted as a chunklet by Shental et al., 2004) is sufficient for improving categorization performance by artificial classifiers. This improvement is achieved mainly by re-evaluating the relevance of different object feature-dimensions to meet the constraints imposed by the presented categorical relations between the training examples (Bar-Hilel et al., 2003; Bilenko et al., 2004; Shental et al., 2004; Xing et al., 2002). Similarly, when human subjects (including young children) are asked to compare a few exemplars identified to be from the same category, they are able to identify the features that are most important for categorization (Goldstone and Medin, 1994; Kurtz and Boukrina, 2004; Markman and Gentner, 1993; Namy and Gentner, 2002; Oakes and Ribar, 2005; Spalding and Ross, 1994). These studies demonstrate the importance of exemplar comparison for later similarity judgment and categorization. Nevertheless, these studies did not attempt to systematically assess the strengths and limitations of category learning by comparison. Moreover, they mainly focused on learning scenarios in which the learner was encouraged to look for similarities between compared exemplars. We will demonstrate here that learning by comparison is a complex process in which, for example, looking for differences may sometimes be more rewording than looking for similarities. We now address the subject of category learning by comparison, presenting theoretical limitations of the comparison process and its usability by humans. We approach this question by discriminating between two types of comparison processes — comparison of exemplars identified to be from the same category (Same-Class Exemplars; also called Positive Equivalence Constraints), and comparison of exemplars identified to be from two different categories (Different-Class Exemplars; also called Negative Equivalence Constraints). We suggest that these



comparison processes are complementary, and that they differ in their usability. Specifically we present evidence suggesting that learning by comparing same-class exemplars is expected to be quite independent of the guidance of an “expert supervisor”. On the other hand, learning by comparing different-class exemplars requires further intervention in order to be both informative and effective. We propose that the usability of these comparison processes may be an essential element in shaping human conceptual knowledge. As we have seen in Fig. 1b, categorizing by global similarity does not always provide proper categorization (e.g. discriminating between seagulls and ducks). In this case, comparing a few exemplars, for which the categorical relations are available, might be very useful for rescaling the importance of different feature-dimensions and thus reshaping the categorization rule. For example, it is sufficient to know that in Fig. 1b Animals 2 and 3 are of the same kind in order to conclude that the salient color dimension is not important for categorization (since two animals from the same category may differ dramatically in their color). Knowing that Animals 2 and 4 are from the same kind is even more informative, since now we can exclude both color and body weight from being relevant for categorization. As can be seen, same-class exemplars are quite useful for excluding salient irrelevant dimensions, but they are not necessarily sufficient for directly identifying relevant, less salient, dimensions. Yet when informed that Animals 1 and 3 are not of the same kind, (although highly similar in their color and global shape), we can conclude that finer differences in other features, such as differences in head shape, are more relevant for categorizing these animals correctly. As we can see, knowing the categorical relation between a few exemplars can be quite useful even when the objects' names (categories labels) are not used. We further claim that category learning by comparison is embedded in many everyday life scenarios, as well as in many experimental category learning tasks. For example, when a parent points two animals in the presence of his child and says, “You see, these are both ducks”, the child can conclude that the two are of the same kind. When the parent points two animals in the presence of his child and says, “You see, this one is a duck and that one is a seagull” the child can conclude that the two are from different kinds. This way the child can learn about features that are common to the same category members or features that are important for discriminating members of different categories. Comparison process can take place also when no labels are presented — each time a learner makes a same/different decision and receive a feedback for this decision, he can retrieve the actual categorical relation from the provided feedback. Furthermore, category learning by comparison does not necessarily require any direct supervision — simple observation on the way objects in the world behave and interact may provide clues for their categorical relation. These observations may enable the learning of a categorization rule, which can be later generalized to other objects. In the next section we discuss in detail the differences between learning from same-class and different-class exemplars. We will start with an illustration of the qualitative difference in the usability of same-class exemplars and different-class exemplars for category learning, and we will suggest that this may require two different processes in order to optimize the learning from both comparison types. We will also provide a
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quantitative analysis showing that same-class exemplars are more often useful for category learning than different-class exemplars; (a more detailed and formal analysis is provided in the Appendixes).



1.2. Underlying differences between comparing Same-Class and Different-Class Exemplars We present theoretical limitations of category learning by comparison. In particular we demonstrate that, although the comparison of either same-class or different-class exemplars can be used for category learning, these two processes differ in their usability as follows: 1. As the distance (in a multidimensional feature space) between the compared exemplars increases, the comparison process becomes more informative for same-class exemplars and less informative for different-class exemplars. We measure the distance between exemplars in two ways: (a) The number of dimensions in which two compared exemplars are significantly separated (simplifying the representation to binary dimensions and using the L1, city block, metric). This indicates the number of relevant or irrelevant dimensions. In Appendix A we suggest a means for quantifying the information content of same-class exemplars comparison and different-class exemplars comparison when referring to the object space as to a hypercube. We show that as the number of irrelevant dimensions increases, comparing same-class exemplars will become more informative, while comparing different-class exemplars will become less informative. (b) The Euclidean distance between exemplars. This measure may be used to estimate the information provided by the comparison process regarding a specific dimension. Instead of referring to dimensional relevance as a dichotomy, the Euclidean distance between a pair of exemplars on each specific dimension can provide a finer indication for its information content regarding the possible relevance of this dimension. Furthermore, the Euclidean distance between the compared exemplars can provide an indication for the information content of the compared exemplar pair when there are dimensions which cannot be considered as independent for the categorization process. In Appendix B we use the relatively simple case of a binary linear classifier as a means for demonstrating the relation between the Euclidean distance between the compared exemplars, and the information content of the comparison process. We show that as the Euclidean distance between the compared exemplars increases, comparing same-class exemplars will be more informative, while comparing different-class exemplars will be less informative. 2. The property of belonging to the same-class is transitive but the property of belonging to different-classes is not. This differentiates the usability of same-class and different-class exemplars for the purpose of packing together objects into clusters. In Appendix C we quantify the contribution of transitivity by quantifying the information content of sameclass exemplars and different-class exemplars in graph partitioning. We suggest that transitivity makes same-class exemplars comparison much more efficient then differentclass exemplars comparison even when not considering any metrical assumptions about the structure of the object space.
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Taken together, these differences lead us to expect that same-class exemplars will be much more informative for category learning than different-class exemplars. Nevertheless, we describe next the possible contributions of different-class exemplars for category learning.



1.2.1. Relation between inter-exemplar distances and their usability As mentioned above, as the distance between compared exemplars increases, the information provided by the comparison of same-class exemplars also increases, while the information available from different-class exemplars decreases. The information content of a comparison between paired exemplars may be quantified as the reduction in volume of the version space, i.e. the space of hypotheses consistent with the constraints that have been previously seen in the learning process. Since determining a general measure and analyzing the structure of version space is difficult, we focus here on some relatively simple cases. Fig. 2 provides some intuition for the above statement, using simplified scenarios analogous to those presented in Fig. 1. Fig. 2a represents a condition reminiscent of Fig. 1a, where the two categories are well separated in all dimensions. In this case unsupervised classifiers are expected to categorize the data points correctly as illustrated in Fig. 2c, which shows classification by two simple models: Perceptron – represented by blue dashed line and Gaussian Mixture model – represented by red dashed ellipses. Here, unsupervised classifiers will be successful simply because the true categorical assignment corresponds well with the overall distance between objects in the multidimensional feature object space. Fig. 2b represents a condition reminiscent of Fig. 1b, with a smaller distance in the relevant dimension of head shape than in the within-category distance in the irrelevant dimension (color). Here, our unsupervised classifiers are expected to fail, as illustrated in Fig. 2d — instead of categorizing the data points as ducks and seagulls, the data points will be categorized according to their color, which is not relevant for categorizing the targeted animals. Comparison of paired exemplars might be quite useful in conditions where the global distance (dissimilarity) between objects is not a good predictor for their proper categorical assignment. Fig. 2e illustrates a condition in which our classifiers are provided with an indication (pink arrow) that two very close objects are in fact not from the same category. The comparison of these different-class exemplars will be quite informative for updating our Perceptron — this piece of information acts as a constraint (Negative Equivalence Constraint), forcing the classifier to relocate and change the orientation of the category borderline between the data points. Since the distance between the different-class exemplars in the relevant dimension is larger than the distance in the irrelevant dimension, the borderline is now updated to be orthogonal to the relevant dimension as required. Since the distance between the different-class exemplars in the relevant dimension is still quite small, this comparison makes it possible to localize the borderline quite accurately. This example shows how different-class exemplars might be quite useful in highlighting relevant dimensions that would have been otherwise disregarded.
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Fig. 2 – Illustration of expected performance of common classifiers using a simplified representation for animal categories in accordance with Fig. 1. (a, b) Representation of the actual categories as presented in Fig. 1: light blue circles represent ducks (the colored duck marked with a cross), light purple represents the seagull; dark purple the elephants. (c, d) Representation of expected categorization executed by unsupervised Perceptron (dashed blue line) and Expectation-Maximization classifier (dashed red ellipses) in the two different scenarios illustrated in panel a, and panel b, respectively. Examples for the contribution of informative different-class exemplars, indicated by pink arrow (e), and same-class exemplars, indicated by green arrow (f), in improving performance. Examples for poorly informative different-class exemplars (g) and same-class exemplars (h).



Same-class exemplars are useful for category learning in a different way. Fig. 2f shows a condition in which the same-class exemplars indicates that two objects, which differ dramatically in their color, can still be from the same category. This constraint (Positive Equivalence Constraint) suggests that the color dimension is not relevant for categorization, despite the fact that objects can be easily separated along this dimension. As the number of irrelevant dimensions increases, paired same-class exemplars can provide more information by indicating that two exemplars, which are distant in more than one dimension, are nevertheless from the same category. If our classifier represents categories by calculating a Gaussian Mixture, providing it with such same-class exemplars can also assist it in updating the center of the category from which these two exemplars are taken, by simply calculating the mean coordinates of the specified set of exemplars (Hammer et al., 2007; Shental et al., 2004). Same-class exemplars and different-class exemplars are not always informative. In Fig. 2g we show an example of poorlyinformative different-class exemplars: Knowing that two distant objects are not from the same category is not useful for improving performance as compared to unsupervised categorization (Fig. 2d). Such different-class exemplars are not informative in two respects: First, since the distance between the different-class exemplars, in the relevant dimension, is smaller than it is in the irrelevant dimension, the orientation of the borderline will not be updated sufficiently. In this case the large distance in the irrelevant dimension overshadows the smaller distance in the relevant one. Second, since the overall Euclidean



distance between the two exemplars is quite large, there is a large uncertainty concerning the actual location of the borderline. Furthermore, when the number of categories is larger than two, there is a larger probability that a third, hidden, category may be present between distant different-class exemplars. Fig. 2h illustrates poorly-informative same-class exemplars. Being informed that two nearby objects are from the same category does not provide much information since it does not capture the possible variance permitted within this category, or within which directions such variance is permitted. Such cases are conceptually similar to a case when we are informed that an object is from the same category as itself. The illustrations in Fig. 2 suggest that same-class exemplars indeed differ from different-class exemplars in the way they can be used. But the two types of comparison also differ quantitatively in their information content, so that same-class exemplars will be more often informative for learning. This idea is illustrated in Fig. 3. Fig. 3a demonstrates a case of exemplars defined by 3 dimensions (color, texture and shape), with the single relevant dimension for categorization being shape. Thus the two target categories differ in their values only in this dimension — one category is constrained to the subspace (surface) of square shapes, while the other is constrained to the circle subspace. The two other dimensions cannot be taken into account as relevant for categorization since the within category variation is as large as the between category variation in these dimensions. Fig. 3b provides an example of poorly informative “sameclass exemplars” — the indication that an object is in the same
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Fig. 3 – (a) A simple example of three dimensional space with binary dimensions — color (red vs. blue), shape (square vs. circle), and texture (full vs. doted). The gray surfaces indicate the two target categories (differing only in shape). The table on the right illustrates the hypotheses space (eight possible hypotheses) — all possible combinations of relevant dimensions (marked as “1”) and irrelevant dimensions (marked as “0”). (b–d) Same-class exemplars differing in 0, 1 or 2 dimensions, going from low to high information content. (e–g) Different-class exemplars differing in 3, 2 or 1 dimension, going from low to high information content.



class as itself. Of course this indication changes nothing about what we know of the relevance or irrelevance for categorization of the three given dimensions. It excludes none of the hypotheses described in the Hypotheses table, log2 8/8 = 0 bit. Similarly, two different same-class exemplars that are “sufficiently close” can be treated in the same way (leaving the question of what determines “sufficiently close” open). The same-class exemplar pair in Fig. 3c provides 1 bit of information since it indicates that two objects from the same category may differ in color. It excludes all the hypotheses in which color is relevant (H5, H6, H7 H8), −log2 4/8 = 1 bit. The sameclass exemplar pair in Fig. 3d provides 2 bits of information since it indicate that two objects from the same category may differ both in color and texture. It excludes all the hypotheses in which color, texture or both, are relevant (H2, H4, H5, H6, H7 and H8), −log2 2/8 = 2 bits. The latter same-class exemplar pair reduces the uncertainty in partitioning the object space quite dramatically since it leaves only the possibility that the shape dimension is the relevant one — despite the fact that the constraint only provides indirect evidence for this claim. Fig. 3e provides an example for poorly informative different-class exemplars — it indicates that two objects that



differ in all three dimensions are not from the same category. This indication changes little about what we know of the relevance or irrelevance of the three dimensions, excluding only the possibility that non of the dimensions is relevant (H1), log2 7/8 = 0.19 bit. Although the different-class exemplar pair in Fig. 3f differs in only two dimensions, it still provides little information — we may guess that shape is the relevant dimension for categorization, but we may just as well guess that the texture dimension is the relevant one. In fact, when not knowing the number of possible relevant dimensions, these different-class exemplars do not even exclude the possibility that the color dimension is relevant as well (excluding only H1 and H5), log2 6/8 = 0.41 bit. Note that these two examples of different-class exemplar pairs demonstrate that there are more possibilities of poorly informative different-class exemplar pairs than of poorly informative same-class exemplar pairs. Finally, the different-class exemplar pair in Fig. 3g exemplifies informative different-class exemplar pairings, directly indicating that shape is relevant — since this is the only dimension differentiating the two exemplars identified to be from two different categories (excluding H1, H2, H5 and H6), log2 4/8 = 1 bit.
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In Appendix A we provide a formal proof for the above statement showing that informative different-class exemplars, and poorly informative same-class exemplars, are both relatively rare. Furthermore, the information content of a typical same-class exemplar pair increases as the number of dimensions in which they differ increases (using a city block metric for estimating the information content in reducing the hypotheses space). The information content of different-class exemplar pairs will behave in the opposite way. As a result, when the total number of dimensions increases, particularly with respect to the number of relevant dimensions, so does the information provided by a randomly selected same-class exemplar pair, while the information provided by a randomly selected different-class exemplar pair decreases. In Appendix B we describe a method for estimating the information content of same-class and different-class exemplar pairs as a function of the Euclidean distance between the paired exemplars. This enables a non-discrete computation of the information content of same-class and different-class exemplar pairs. It also provides a measure for estimating the information content of same-class and different-class exemplar pairs when dimensions cannot be considered as independent, such as in information-integration category learning tasks (Ashby and Ell, 2001). Note that this analysis is based on the Euclidean distance, and in its current formulation it only shows qualitative differences between same-class vs. different-class exemplars. Specifically, it shows that as the distance between paired sameclass exemplars increases, their information content increases as well, while for different-class exemplar pairs the relation between information and distance is reversed. Together, the two analysis provided Appendix A (L1 metric) and Appendix B (L2 metric) demonstrate a clear difference for the usability of same-class vs. the usability of different-class exemplars comparison in the context of the two metrics known to be most relevant for explaining human similarity judgment (Shepard, 1987) and categorization strategies (Ashby and Ell, 2001).



1.2.2.



Graph partitioning and transitivity



The advantage of same-class exemplars over different-class exemplars does not result only from the different relationship between distance and information for the two types of comparison processes. In this section we show that using sameclass exemplars is much more beneficial for packing together objects into clusters than the use of different-class exemplars, in a more general case, even when generalization according to distance in specified dimensions is not relevant. This property of same-class exemplars can be helpful in summing together pieces of information when constructing an internal representation of newly-learned categories. For example, transitivity may facilitate formation of a category prototype by averaging common relevant features of packed-together objects. Similarly, a small subset of packed-together objects can be used as a set of exemplars representing the category. Whenever the number of categories is larger than two, sameclass exemplars will be much more useful for graph partitioning. This results mainly from the fact that the property of belonging to the same-class is transitive, but belonging to different-classes is not: For example, being informed that objects A and B are from the same category and that B and C are from the same category



is sufficient for concluding that all three objects are from the same category. On the other hand, knowing that D and E are from different categories, and that E and F are from different categories, does not tell us much about the categorical relation between D and F. As the number of objects and categories increases, the contribution of transitivity in “packing objects” into categories also increases. Note that the above statement concerning transitivity of same-class exemplars is true only when assuming that each object belongs only to one category. In real life scenarios this is not always the case. For example, an animal can be classified both as a dog and as a mammal. In this way, a dog will not be perceived to be from the same category as a cat in one comparison context (dogs vs. cats), but it can be perceived to be from the same category as another cat in another comparison context (e.g. mammals vs. reptiles). For the purposes of our discussion here, we assume that the comparison context is identical for all referred objects and that there is no overlapping between categories. Fig. 4 provides an illustration for the differences between same and different-class exemplars in graph partitioning. To keep the illustration simple, we provide three labeled points (although the formal theoretical basis provided in Appendix C is for the harder, more general, case where no labels are provided. In that case same-class exemplar pairs have an advantage also when the number of categories is only two). As can be seen, indicating a small random set of same-class pairs is sufficient to significantly reduce graph uncertainty. This is not the case for different-class pairs. The hypotheses space even in such simple example is quite large — all the combinations for coloring the six gray points using three colors which is 36 = 729 different possibilities. Assigning the right color to all the gray points is easy when provided with same-class pairs, and due to transitivity it does not require direct connection to either one of the labeled points. Assigning the right color to the gray points is hard when provided only with different-class pairs. In this case, in order to know the color of a point it needs to be directly connected to all the labeled points from the categories to which it is not related. In order to provide a formal basis for the theoretical difference between different-class and same-class exemplars for graph partitioning, we analyze the problem in two ways. First, in Appendix C.1, we show a qualitative difference between the two comparison processes — clustering with different-class exemplars is related to the problem of finding the maximal cut in a graph, which is known to be very hard (NP-complete). In contrast, clustering with same-class exemplars is related to the analogous problem of finding the minimal cut in a graph, for which efficient polynomial algorithms are known. Secondly, in Appendix C.2, we define the notion of information for both types of comparison processes, and obtain a lower bound on the difference in information content between same-class exemplars and different-class exemplars. This provides a quantitative measure for comparing the usability of the two comparison process. Specifically, the information content of different-class exemplars is inversely related to the number of different graph colorings for the graph defined by the negative constraints. Computing this number is very hard (again, an NP-hard problem), with no known approximations (Khanna et al., 2000). More importantly, for random graphs it is known that the number of solutions tends to be very large whenever there is a solution to
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the coloring problem. In contrast, the number of colorings for a graph defined by same-class exemplars is rather small due to transitivity. Thus, the difference in information content



between same-class exemplars and different-class exemplars is typically very large.



1.3.



Fig. 4 – A simple illustration for the advantage of same-class exemplar pairs over different-class pairs in graph partitioning. Note that spatial proximity is not a relevant factor in this illustration (a) A graph in need of partitioning. The three labeled (colored) points A, B, C are data points each representing an exemplar from a different category. The categorical identities of the gray data points are not given. The task is to color correctly the gray points while using the minimal number of constraints, thus reducing the task complexity. (b) A small set of six same-class indications (green arrows) is sufficient for correctly coloring the graph. Note that due to transitivity, there are many more combinations that enable the retrieval of this result with six same-class indications. (c) A small set of seven different-class indications (pink arrows), in addition to the different-class indications provided by the labels (dotted pink arrows) are not sufficient to significantly reduce the uncertainty in the graph. In this case, when only a few indications are provided, we can decisively color only points connected directly to labeled points from all the other categories (e.g. the green point in the dotted circle).
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Research hypothesis



We argued and demonstrated above that same-class exemplar pairs qualitatively differ from different-class exemplar pairs in their usability for category learning. Furthermore, in most natural scenarios same-class exemplar pairs are expected to be significantly more informative than different-class exemplar pairs. For this reason, we expect that although both comparison types can contribute to category learning, they may in fact involve different learning mechanisms. We hypothesize that people use same-class and differentclass exemplars in different ways, and with different proficiency levels. In particular, since same-class exemplars are expected to be more often informative in everyday life scenarios, people will develop superior abilities for using same-class exemplars than for using different-class exemplars, even in cases where the objective amount of information provided is identical. In order to test this hypothesis, we conducted an experiment in which we measured the usability of a small set (three pairs) of sameclass vs. different-class exemplars in a simple rule-based category learning task. In these category learning tasks, the categorization rule could be learned by either same-class or different-class exemplars (see Experimental procedures). Using novel stimuli also enabled us to exclude the intervention of other factors such as prior domain specific knowledge and features saliency effects. This task also simulates best the case of categorization according to the L1 metric analyzed above. Furthermore, we manipulated the “Level of Supervision” — the amount of intervention and instructions provided by the experimenter during the task, and tested its effect on participants' performance. We discriminate between three conditions: In the first condition same-class and different-class exemplars were randomly selected. This condition is expected to simulate the more common everyday life scenario when no expert supervisor provides the learner with carefully selected exemplar pairs that maximize the information. According to the above theoretical analysis, we expected that performance with a small random set of same-class exemplars will be significantly better than performance with a small random set of different-class exemplars. This is to be expected because in the random Same-Class Exemplar condition participants are objectively provided with more information than in the random Different-Class Exemplar condition. In fact, there is high probability that a random set of three same-class exemplar pairs is sufficient for providing all the information needed for perfect performance in the performed categorization task (see Experimental procedures and Appendix A for details). In the second condition, the sets of pairs of same-class and different-class exemplars were selected deliberately so that they contained all the information needed for learning the categorization rule. This was done by using same-class exemplar pairs as the one described in Fig. 3c, and different-class exemplar pairs as the one described in Fig. 3g. Here we expected that most participants will again perform quite well when same-class exemplars are introduced, but many will fail to use even these Informative different-class exemplars since they are less trained with the proper strategy for using this comparison type.
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Fig. 5 – Participant sensitivity (A′) as a function of Comparison Type and Level of Supervision. Dark gray (circle) data-point and dashed line — participant mean performance in the Control, no comparison, condition. Green (square) data-points — mean performance in the learning from Same-Class-Exemplar condition. Pink (triangle) data-points — mean performance in the learning from Different-Class-Exemplar condition. Thick colored error bars represent standard errors. Light-gray error bars represent standard deviations; (note that the number of participants for the Random and Informative plus Directions conditions was 12, while for the Informative condition it was 40).



In the third condition participants were not only provided with similarly, and sufficiently, Informative same-class and different-class exemplar pairs as in Condition 2, but at the beginning of the experiment, the experimenter also directed the participants, coaching them about the strategy for learning from the provided same-class or the different-class exemplar pairs. The directions were simple and straight forward: we asked participants to look for all the features in which the paired exemplars are different, as well as those in which they are similar. We further directed participants to integrate the information provided by the three different pairs of exemplars used for the rule learning. We expected that such Directions will be significantly more beneficial for improving performance in the different-class exemplars conditions, since most participants are expected to be already quite experienced in the use of same-class exemplars from their everyday life experience. In order to eliminate any possible advantage in these Same-Class Exemplar conditions, with respect to their correspondent Different-Class Exemplar conditions, we also avoided the use of transitive same-class exemplar pairs. As a baseline, we tested a group of participants in similar categorization tasks but with no supervision at all (partici-



pants were not trained with same-class nor different-class exemplar pairs).



2.



Behavioral results



Our main hypothesis was that there will be no significant effect of the Level of Supervision on performance in the Same-



Table 1 – Performance mean and standard deviation (SD) in the different conditions Comparison type/ Random Informative level of supervision Same-Class Exemplar M = 0.83 SD = 0.07 n = 12 Different-Class M = 0.75 Exemplar SD = 0.07 n = 12 Control M = 0.73 SD = 0.05 n = 12



M = 0.85 SD = 007 n = 40 M = 0.83 SD = 0.13 n = 40



Informative plus directions M = 0.88 SD = 0.07 n = 12 M = 0.95 SD = 0.04 n = 12
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Class Exemplar condition, but that there will be such an effect in the Different-Class Exemplar condition. We measured participant ability to learn the new categories by using the nonparametric sensitivity measure A′ (Grier, 1971), calculated from participants' Hits (correctly identifying a test exemplar as a member of the target category) and False-Alarms (incorrectly identifying a test exemplar as a member of the target category). A battery of independent sample t-tests show that categorization performance in all conditions of learning by comparison was significantly better than performance in the Control, no comparison condition (pb 0.02 for all learning conditions), except for the Random Different-Class Exemplar condition t(22) =0.62, p=0.54 (see Fig. 5 and Table 1). This result suggests that comparison is useful, as long as the compared exemplars differ in an informative manner. Nevertheless, the following analysis shows that the process of learning by comparison is more complex. In order to evaluate the effect of Level of Supervision on sensitivity, we first calculated the nonparametric Spearman correlation between level of supervision (ordinal scale: 1 – Random exemplar pairs; 2 – Informative exemplar pairs; 3 – Informative exemplar pairs plus Directions) and A′ score, for each experimental condition separately. We found no significant correlation between Level of Supervision and A′ in the Same-Class Exemplar condition, p(64) = 0.19, p = 0.14, but the correlation between Level of Supervision and A′ in the Different-Class Exemplar condition was highly significant, p(64)= 0.60, p b 0.0001. This result supports our hypothesis that learning from differentclass exemplars is a process highly dependant on the learning conditions while learning from same-class exemplars is a more robust process, less affected by the learning conditions. A two-way ANOVA with A′ as the dependent variable, level of supervision (Random, Informative, and Informative plus Directions), and comparison type (Same-Class Exemplars vs. Different-Class Exemplars) as between-subject factors, revealed no main effect of comparison type, F(2, 122) = 0.62, but a significant effect of level of supervision, F(2, 122)= 12.41, p b 0.0001, η2p = 0.17. Importantly, there was a significant interaction between comparison type and level of supervision, F(2, 122)= 4.42, p b 0.02, η2p = 0.07. Post-Hoc independent sample t-tests on the effect of comparison type within each level of supervision showed that in the Random exemplars condition A′ score was significantly higher when participants were trained with Random same-class exemplars (M = 0.83; SD = 0.07) than when they were trained with Random different-class exemplars (M = 0.75; SD = 0.07), t(22) = 2.87, p b 0.01. There was no such comparison type effect in the Informative exemplars condition, t(78) = 0.85, p = 0.40. Surprisingly, performance in the Informative plus Directions condition was better when participants were trained with different-class exemplars (M = 0.95; SD = 0.04) than when they were trained with same-class exemplars (M = 0.88; SD = 0.07), t(22) = − 3.08, p b 0.005. Moreover, one-way ANOVAs showed a significant effect for level of supervision on the A′ score only in the Different-Class Exemplar condition F(2, 61)=10.98, pb 0.001, but not in the SameClass Exemplar condition F(2, 61)=1.81, p=0.17. Post-Hoc Scheffe tests showed that in the Different-Class Exemplar condition, performance with Random exemplars (M=0.75; SD=0.07) and with Informative exemplars (M=0.83; SD=0.13) were both significantly lower than performance in the Informative plus Directions condition (M=0.95; SD=0.04) (pb 0.005 in both cases). There was no
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significant difference in the A′ score between Random exemplars and Informative exemplars, p=0.07. Nevertheless this difference was significant when using the Post-Hoc LSD test, pb 0.05. Same-Class and Different-Class Exemplar conditions did not only differ in the mean level of performance, but they also significantly differed in their variances. Levene's test for homogeneity of variance showed a significant effect for Level of Supervision on performance variance only in the DifferentClass Exemplar condition F(2, 61) = 6.72, p b 0.005, but not in the Same-Class Exemplar condition F(2, 61) = 0.27, p = 0.76. Further tests showed that there was no significant difference in variance between the Random Exemplar conditions, F(1, 22) = 0.01, p = 0.94, but there was such an effect for the Informative Exemplar conditions when the variance in the Informative Different-Class Exemplar condition (SD = 0.13) was significantly higher than in the Informative Same-Class Exemplar condition (SD = 0.066), F(1, 78) = 13.94, p b 0.001. In the Informative plus Directions Same-Class Exemplar (SD = 0.07) and Different-Class Exemplar (SD =0.04) conditions the pattern was reverse F(1, 22) = 5.04, p b 0.05 (see also the standard deviations in Fig. 5). This latter analysis suggests that when presented with same class exemplars, participants show quite similar performance levels and they are quite capable of learning the categorization rule even with little intervention by a supervisor. On the other hand, when presented with Informative different-class exemplars, participants demonstrate a wide range of abilities. When participants are also provided with directions specifying the learning strategy, this has no effect on performance variance in the Informative (plus Directions) Same-Class Exemplar condition, but it narrows down the variance in the Informative (plus Directions) Different-Class Exemplar condition.



3.



Discussion



3.1.



Summary



We reported here in detail computational properties of category learning by comparison and their effect on human performance. We suggested that the process of learning by comparison should be treated as two separate processes: Learning from same-class exemplar comparison vs. learning from different-class exemplar comparison. These processes differ qualitatively from each other: As the distance between same-class exemplars increases, the information content of their comparison also increases, while as the distance between different-class exemplars increases, their information content is reduced. Moreover, same-class exemplar comparison is transitive but different-class exemplar comparison is not. We further showed that the two learning processes also differ quantitatively, so that learning from same-class exemplars is expected to be more often informative than learning from different-class exemplars. In this respect, we suggest that though the two learning processes seem to be useful for the same goal, they in fact differ and should be treated as complementary. This may require two different strategies (algorithms) for maximizing performance when using each of the comparison types. We further suggested that the two processes may not evolve in a similar way in humans. We propose that these differential properties of same-class and different-class exemplars may affect their usability, even
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under conditions in which the two types of comparison can be used quite efficiently and to the same extent. In order to test this, we designed an experiment in which we tested people's abilities in executing (separately) the two learning processes in a rule-based category learning task — in which both comparison types can be similarly effective. We further tested the usability of same-class vs. different-class exemplar comparisons under different levels of supervision — i.e. the amount of intervention by a supervisor, (the experimenter), in the selection of the provided exemplars for the learning phase and the directions provided to the learner (participant). We expected that learning from same-class exemplars would be less affected by such intervention than learning from differentclass exemplars for two reasons: First, since even the comparison of arbitrary same-class exemplars is expected to be quite informative, a small set of randomly selected same-class exemplars is likely to provide most of the information needed for a specified categorization task. This is why we did not expect a significant difference between the Random vs. the Informative Same-Class Exemplar conditions. Since the comparison of Random different-class exemplars is not expected to be sufficiently informative, we expected that providing participants with Informative different-class exemplars might enhance their performance. Secondly, the availability of highly informative sameclass exemplars in everyday life, together with poor availability of informative different-class exemplars, could drive people to adopt an appropriate strategy for learning from same-class exemplars, but not from different-class exemplars. This is why we expected that regarding performance in the Informative Different-Class Exemplar plus Directions condition, the directions that were provided would be much more effective in improving performance compared to the Directed Same-Class Exemplar condition. The reported findings strongly support our hypotheses.



3.2.



Implications



The reported theoretical analysis, together with the behavioral findings, suggests that the differentiating properties of information building blocks may have a dramatic effect in shaping the most fundamental cognitive abilities of humans, and probably of other living species. Furthermore, the current findings suggest a means for predicting human category-learning limitations in different conditions, and perhaps possible ways for overcoming such limitations. As we have shown, comparing same-class exemplar pairs is expected to be always quite useful, but even in a simplified category learning task they are not sufficient for perfecting performance. Same-class exemplar comparison is imperfect even when the objective conditions enable perfect performance. In reference for this statement, we recently executed a computer-simulation for testing similar conditions to those tested in the behavioral study reported here (Hammer et al., 2007). This simulation showed that a constrained EM (Expectation-Maximization) algorithm always performs almost perfectly in a categorization task, when it is trained with few paired sameclass exemplars — even when these are randomly selected. The algorithm performance level when trained with few same-class exemplar pairs was A′ N 0.9 in all tests, (and A′ = 1 in most of them), suggesting that the objective amount of information needed for perfect performance was available. However, our



human participants failed in achieving this level of performance when trained with same-class exemplars, although they were quite capable of achieving similar performance levels in the Informative plus Directions Different-Class Exemplar condition. On the other hand, comparing different-class exemplar pairs is not expected to be useful in most everyday life scenarios. This statistical fact clearly emerges from the theoretical analysis provided here. This analysis suggests that in the absence of an expert supervisor that knowingly selects informative differentclass exemplar pairs and “feeds” them to the learner, executing a “learning from different-class exemplars” process is expected to be of little value. Furthermore, even when informative different-class exemplars are selected by an “expert supervisor” (as was the case in the Informative Different-Class Exemplar condition) participants' performances differed dramatically, suggesting that different people execute different learning strategies when faced with informative different-class exemplars; (for further analysis of the distribution pattern in such conditions, see Hammer et al., in press). We suggest that the later results from the former — i.e. the fact that informative different-class exemplars are rare results in a poor proficiency level, observed in many participants, for executing correctly the process of “learning from different-class exemplars”. Nevertheless, comparing informative different-class exemplar pairs can sometimes be quite rewarding: When executed correctly, as occurred in the Informative plus Directions DifferentClass Exemplar condition, this comparison process enables superior performance than that achieved by executing sameclass exemplar comparison. We suggest that this difference between same-class and different-class exemplar comparisons is an outcome of the fact that same-class exemplar comparison directly indicates only which dimensions are irrelevant, while different-class exemplar comparison may directly indicate the relevant ones. Since eventually generalization of a categorization rule requires identification of the relevant dimensions, even perfectly identifying all the irrelevant dimensions will not be sufficient for perfecting performance. As demonstrated in Fig. 1b, knowing that two distinct birds are from the same category is at most sufficient for knowing that the salient features that distinguish the two are not important for determining if two birds are from the same kind or not. Nevertheless it is not sufficient for identifying the relevant features for perfecting bird categorization. In fact, the superiority of the constrained EM algorithm, when tested with same-class exemplars, emerges from its ability to execute Principle Component Analysis (PCA) as a first step. This provides the algorithm with a representation for all the possible relevant dimensions in which there is informative variance. Later, by executing the “learning from same-class exemplars” step, the algorithm updates its covariance matrix to fit the constraints imposed by the same-class exemplars. This could be described as if the EM algorithm “identifies” the irrelevant dimensions which then enable it to identify also the complementary set of relevant dimensions. Humans do not, and apparently cannot, behave similarly: We are limited and driven by the physical properties of objects in the world and their representation in our perceptual systems. The salience of object features interact with our requirements and it may happen that physically salient features will overwhelm our judgment by overshadowing less salient, but potentially more
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relevant, features — i.e. features that better predict the behavior or core properties of a perceived object. It might be possible that people execute a kind of PCA — that is, they can learn without any supervision the variability within the different feature-dimensions in the world. But even if they do, it seems that such learning in humans is still limited by the prior biases of our perceptual system. One can further claim that such perceptual biases, if they exist, are also driven by evolutionary constraints shaping our perceptual system, so that features that were more important for our survival have become perceptually more salient. But since feature-importance seems to be context dependent, such an evolutionary mechanism is likely to be quite limiting. Furthermore, it is not unlikely that changes in our everyday life demands exceed evolutionary changes in our perceptual system, perhaps forcing other brain areas to become involved in a creative way with facing these increased demands. Learning by comparison, and more specifically learning by comparing different-class exemplars, might be such a “higher” learning process. These processes becomes most valuable whenever there is little correspondence between the overall similarity between objects and their categorical identity — situations in which unsupervised categorization will fail to satisfy our needs. Comparing different-class exemplars can be highly useful when the compared exemplars are selected carefully, but even then it is not always sufficient for perfecting performance (even when adult university students are tested). Nevertheless, as demonstrated, the process of category-learning from informative different-class exemplars can be triggered in adults by using simple directions (but see Hammer et al., submitted for pub-
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lication for relevant findings with children). Also, the constrained EM algorithm we tested frequently failed when trained with informative different-class exemplars, suggesting that its architecture is not the appropriate one for using this source of information. Here, the flexibility of the human brain prevailed, being able to rapidly adopt an optimized strategy, as was demonstrated in the Informative plus Directions Different-Class Exemplar condition. The current report suggests that the conditions for which supervised category-learning is executed should be considered with care, and that simple changes in the selection of the information building blocks, as well as the strategies implemented for using them, are extremely important in some conditions but not in others. Specifically we provide the intuition for the conditions in which different-class exemplar comparison will be of great value. We also suggest that when an expert supervisor is unavailable, it might be much more efficient to limit the learning process to learning by comparing same-class exemplars. These principles do not contradict previous category learning models (e.g. Anderson, 1991; Goldstone and Medin, 1994; Love et al., 2004; Nosofsky, 1986), and in fact we think they can be (and should be) naturally integrated into these models.



4.



Experimental procedures



4.1.



Subjects



104 students (mean age 24± 3.2, 60 female and 44 male) from the Institute of Life Sciences at the Hebrew University of Jerusalem



Fig. 6 – Examples of stimuli used in the experiment during the learning phase. On the left — triads of paired stimuli used in the Random Different-Class Exemplar (pink frames) and Same-Class Exemplar (green frames) conditions. On the right — triads of paired stimuli used in the Informative Different-Class Exemplar (pink frames) and Same-Class Exemplar (green frames) conditions. For all four conditions, the examples shown have eye color and ear shape as relevant dimensions. The random set of different-class exemplar pairs is not very helpful for identifying the relevant dimensions since each pair differs in more than one dimension, not all of which are relevant. The random set of same-class exemplars is quite useful for identifying the relevant dimensions since each pair of exemplars differs in more than one irrelevant dimension. The informative different-class exemplar pairs were selected so as to ensure that each pair would specify only one relevant dimension and the triad of pairs would specify all the relevant dimensions. The informative same-class exemplar pairs were selected so as to ensure that each pair would specify only one irrelevant dimension and the triad of pairs would specify all the irrelevant dimensions.
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participated in the experiment. We obtained written consent from participants. Participants were randomly assigned to the different experimental conditions: 12 performed both the Control and the two Random conditions in a within-subject design (order of the Same- vs. Different-Class Exemplar conditions was counterbalanced and the Control condition was always first); 80 participants performed the Informative conditions in a betweensubject design (40 performed the Same-Class Exemplar condition and 40 the Different-Class Exemplar condition), and 12 participants performed the Informative plus Directions condition in a within-subject design (with counterbalanced order).



4.2.



Materials



Computer-generated pictures of “alien creature faces” were used as novel stimuli, as shown in Fig. 6. Each face was characterized by a unique combination of 5 potentially taskrelevant dimensions: shape of chin, nose and ears, and color of skin and eyes. We designed 10 different sets of 32 stimuli each, such that for each set, all combinations of the 5 binary dimensions were presented in each of the 10 experimental trials. All sets were used in each experimental condition. Two or three (of the 5 possible) dimensions were selected as relevant for category definition on each trial, so that sameclass exemplars had to have the same features (values) for all relevant dimensions and different-class exemplars had to differ in at least one of these.



4.3.



Procedure



For each experimental trial, the task was to decide which stimuli (creatures) belong to the same category as a given standard. Thus, participants needed to learn by comparing either same-class exemplars, or different-class exemplars, which are the relevant dimensions for the current categorylearning trial. Later, in the test phase, participants performed the categorization task and compared the trial standard stimulus with the other test stimuli solely on the basis of these dimensions. Participants were told, (while performing a warm-up trial), that during each experimental trial they would have to learn which of the 32 “alien creatures” (test stimuli) belongs to the same tribe as the one identified as “chief” (a standard representing the target category). They were instructed that each trial in the experiment would be independent of the other trials and would necessitate learning a new way of categorizing the aliens into tribes. Participants were not informed that for each trial 2 or 3 dimensions were chosen as trial-relevant. In general, we did not give participants specific instructions which would clarify the optimal categorization strategy or the structure of the categories; rather, participants were simply told that during each trial they would have to use the clues provided for identifying members of the chief's tribe. Participants were also instructed that they would have limited time to respond, and that they should perform the task not only accurately, but also as quickly as possible. On each trial, 3 pairs of either same-class or different-class exemplars appeared simultaneously for 20 s in order to allow participants to compare each exemplar pair and integrate the information provided by the set of pairs. For the Same-Class



Exemplar condition, participants were instructed that the two creatures that are presented together within a single green frame are necessarily of the same kind. In the Different-Class Exemplar condition, participants were instructed that two creatures that are presented together in a pink frame are necessarily of different kinds. There was no learning phase in the Control condition. After 20 s the learning phase was terminated and the test phase began. In the test phase, participants were given 50 s to select (by drag-and-drop) from the array of 32 stimuli presented simultaneously on the screen, those that he or she thought belong to the standard's category. The trial was then terminated and the next experimental trial began. All together, participants performed 10 category learning tasks in each experimental condition.



4.3.1.



Control and Random conditions



Participants in the Random, lowest Level of Supervision, were tested on three experimental conditions: In the first, they categorized stimuli without the learning phase (Control condition). This condition was needed to assess the contribution of learning by comparison that was tested in the other experimental conditions. In the second and third experimental conditions, participants were provided with Randomly-generated Same-Class or Different-Class Exemplars. These randomly generated pairs were consistent with the task-assigned categories, but no attempt was made to control the information they provided as a set (i.e., their selection was random). In a sense, these Random conditions were designed to represent expected real-world scenarios in which the classifier is provided with haphazard indications of the categorical relations between stimuli and not those that are necessarily most useful for good categorization (see Fig. 6-left for examples). Note that for reasons mentioned in the Introduction, in the Random Same-Class Exemplar condition the information provided by three randomly selected pairs almost always sufficed for identifying the task-relevant dimensions. This was not the case for the Random Different-Class Exemplar condition, where the information provided was almost as poor as in the Control condition.



4.3.2.



The Informative conditions



Participants in the Informative, intermediate Level of Supervision conditions, performed categorization tasks in which both sameclass and different-class exemplars were deliberately selected so as to provide all the information needed for perfect performance. The goal here was to test participants' inherent proficiencies in the comparison of same-class vs. different-class exemplars, when both types are similarly informative.



4.3.3.



The Informative plus Directions conditions



The procedure in the Informative plus Directions, high Level of Supervision condition was identical to that of the Informative condition with exactly the same sets of same-class and different-class exemplars presented in the learning phase. The only difference between these two Level of Supervision conditions was in the instructions provided during the warmup trial of each condition. Participants in the Informative plus Directions condition were encouraged to compare the paired exemplars and to derive a generalized categorization rule from their similarities and differences. The directions were simple
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and straightforward, and all participants easily learned the category-learning strategy. In particular, before performing the Informative plus Directions Same-Class Exemplar condition, participants were informed that they should exclude the dimension discriminating between each two paired exemplars, since this dimension was necessarily irrelevant for the categorization task, and reserve judgment about the rest of the dimensions, for which the paired exemplars had identical features, since they may or may not be relevant. Before performing the Informative plus Directions Different-Class Exemplars condition, participants were informed that they should take into account the dimension discriminating between each two paired exemplars because, as the only differentiating dimension it must be relevant for the categorization task.



Appendixes Appendix A. Dimension reduction in a hypercube space (L1 Metric) We compare the contribution of Same-Class Exemplar pairs vs. Different-Class Exemplar pairs for cases in which 1— a dimension is either relevant or irrelevant, 2— the dimensions are independent, and 3— dimensions are pseudo-binary — i.e. the number of values in each dimension can be greater than two, but we assume that for each dimension there is at most one orthogonal border line decisively separating between categories. We show that the number of objects in each category is not an important factor for reaching our conclusion. Under these assumptions we can refer to the object space as to a hypercube. For the case of a Same-Class Exemplar pair, its information content (in bits) can be obtained from the number of irrelevant dimensions it specifies. This will be the number of dimensions in which the within-category variation, presented by the SameClass Exemplar pair, is similar to the observed betweencategory variation. A Same-Class Exemplar pair will be poorly informative (0 bits) only when it is composed of two nearby objects from the same category (objects that are both taken from the region of the same vertex of the hypercube; see text Fig. 3b). In the case of Different-Class Exemplar pairs, relevant dimensions can be directly identified as the dimensions in which two compared objects differ significantly. Nevertheless, as the number of dimensions in which they differ increases, it becomes less clear which of these dimensions are relevant for discriminating between the categories. As a result, Different-Class Exemplar pairs can at most provide 1 bit. This will happen only when the compared objects differ in only one dimension. The following analysis provides an assessment of the amount of information provided by a small set of Same-Class Exemplar pairs vs. a small set of Different-Class Exemplar pairs, as a function of the total number of dimensions in the feature space, and the number of dimensions relevant for the categorization task. Let: c d



the number of categories. the number of relevant dimensions; assuming binary dimensions, c = 2d.



D n N



the total number of dimensions. the number of objects in the neighborhood of each vertex. the number of objects in each category, N = 2D − dn. It follows that,



1. Total number of Same-Class Exemplar (SCE) pairs (with #bits=0, 1, 2… D−d):   2 n 2Dd n  1



Dd d



Nc ðN  1Þ 2 ¼ SCE ¼ 2 ¼



2



¼



  2D n 2Dd n  1 2



22Dd n2  2D n 2



2. The number of poorly informative Same-Class Exemplar (poorSCE) pairs (with #bits = 0): poorSCE ¼



2D nðn  1Þ 2



3. The number of highly informative Same-Class Exemplar (infSCE) pairs (with #bits ≥ 1): inf SCE ¼



  2D n 2Dd n  1 2



  D 2 Dd 1 2D nðn  1Þ 2 n 2 ¼  2 2



Therefore the ratio between the number of highly informative and the number of poorly informative Same-Class Exemplar pairs is:   2D n2 sDd  1 2D nðn  1Þ



N2Dd  1z1 whenever DNd



i.e., whenever there is at least one irrelevant dimension, most of the Same-Class Exemplar pairs will be highly informative. Furthermore, as the number of irrelevant dimension increases, a larger portion of Same-Class Exemplar pairs will be highly informative. 4. Total number of Different-Class Exemplar (DCE) pairs (#bits ≤ 1): N2 cðc  1Þ 2 ¼ DCE ¼ 2 ¼



2ðDdÞ d 2



2 n



  2d  1



2



¼



  22Dd n2 2d  1 2



22D n2  22Dd n2 2



5. The number of highly informative Different-Class Exemplar (infDCE) pairs (with #bits = 1):



inf DCE ¼



n2 cd n2 2d d ¼ 2 2



6. The number of poorly informative Different-Class Exemplar (poorDCE) pairs (with #bits b 1):



poorDCE ¼



¼



22D n2  22Dd n2 n2 2d d  2 2   n2 2d 22Dd  22D2d  d 2
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Therefore the ratio between the number of highly informative and the number of poorly informative Different-Class Exemplar pairs is:



n2 2d



n2 2d d   2Dd 2  22D2d  d



d  b1 whenever DNd ¼ 22Dd  22D2d  d i.e., the majority of Different-Class Exemplar pairs are poorly informative. Furthermore, as the total number of dimensions increases, a larger portion of Different-Class Exemplar pairs will be poorly informative. The properties of hypercubes suggest that as the dimensionality of the hypercube space increases, the vast majority of diagonals are expected to be from an order higher than 2 (Bowen, 1982). For that, the above calculation suggests that the information content for most SameClass Exemplar pairs is expected to be more than 1 bit. For Different-Class Exemplars, in similar conditions, most pairs are expected to provide much less than 1 bit of information. The difference in the information content between the two types of comparison processes increases as the total number of dimensions increases, and particularly as this number increases with respect to the number of relevant dimensions. To conclude, in the context of a category learning task in which we dichotomically discriminate relevant dimensions from irrelevant ones, the information content of a haphazard small set of Same-Class Exemplar pairs will be significantly larger than the information content of a small set of DifferentClass Exemplar pairs.



Appendix B. Similarity and information content of same-class and different-class constrained pairs for a binary perceptron (L2 Metric) The intuition says that for a Same-Class Exemplas constraint, the information value increase with the Euclidean distance between the constrained points, while for Different-Class Exemplar constraints the opposite thing happens. A natural measurement for the information value of a constraint



is the reduction it incurs to the volume of the ‘version space’, i.e. the space of all possible hypotheses. An informative constraint is not consistent with a large portion of the version space, and hence it leaves a small number of possible hypotheses. However, placing a measure and analyzing the structure of the version space is relatively hard in all but the simplest cases. We therefore focus here on the relatively simple case of a binary linear classifier passing through the origin, as the one used in certain versions of the Perceptron or linear SVM. This classifier is characterized by a weight vector w ∈ Rd, and given an input pattern x ∈ Rd its output is a binary label y ∈ {− 1, 1} given by the formula y ¼ signðwd xÞ The advantage of using this simple classifier is that the hypotheses space (the set of all possible w parameters) has a relatively simple structure. It can be equated with the unit sphere W = {w:|| w|| = 1}, and it has a natural prior measure, i.e. the uniform measure over the sphere. A Same-Class Exemplar constraint (x1, x2, 1) demands that ðwd x1 N0 & wd x2 N0Þ or ðwd x1 b0 & wd x2 b0Þ: This can be summarized by demanding that (w·x1)(w·x2) N 0. Similarly, a Different-Class constraint demands that (w·x1 N 0 & w·x2 b 0) or (w·x1 b 0 & w·x2 N 0) and equivalently (w·x1) (w·x2) b 0. Looking at this characterization, we can see that a DifferentClass Exemplar constraint (x1, x2, −1) is equivalent to the SameClass Exemplar constraint (x1, − x2, 1) since ðwd x1 Þðwd x2 ÞN0 iff



ðwd x1 Þðwd ðx2 ÞÞb0



This means that for such a binary classifier every SameClass Exemplar constraint can be converted to a Different-Class Exemplar constraint and vice versa, so there is no inherent difference between the information values of the two constraint types. However, the two types of constraints radically differ with respect to the way they are affected by the similarity between the constrained data points. The main difference between the two types of constraints is sketched in Fig. 7. In these sketches we assume for simplicity that the classifier operates in R2, i.e. each data instance is described using two measurements only. In Fig. 7a, a typical linear classifier



Fig. 7 – Illustration for the main difference between Same-Class and Different-Class constraints on a two-dimensional space.
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is plotted: the classifier is characterized by a single borderline passing through the origin, which separates between data point labeled by 1 and those labeled by −1. a separator in this example can be characterized by a single number — the separator's direction in [0, 2π]. Notice that such a separator only discriminates between two points if their direction is different. Hence a natural measurement for the similarity between two points is the cosine of the angle between them, expressed by x1 d x2 cos ðhðx1 ; x2 ÞÞ ¼ jj x1 jj d jj x2 jj When this angle is small, the two points are similar and the cosine will be close to 1. When they are far from each other and create an angle of 90 degrees, the similarity as measured by the cosine will be 0. Finally, when two points are antipodes, their cosine-based similarity will be −1. In Fig. 7b we assume that a Same-Class Exemplar constraint is given between the two drawn data points. Since these points are known to be together (i.e. both should be on the same side of the linear separator), they disallow all the possible separators passing through the indicated blue (dark) sector. Hence the fraction of the version space disallowed by such a constraint is the angle between the two points, divided by the measure of all the version space, i.e. 1 arccos p¼ k







x1 d x2 jj x1 jj d jj x2 jj







It can hence be seen that the closer the points, the higher the cosine between them (i.e. their similarity), but the angle between them (the arc-cosine) tends toward zero and so is their information content p. In Fig. 7c we see the effect a Different-Class Exemplar constraint has on the version space. The two points in this figure are assumed to be from different classes, and again the area of disallowed separators is marked in blue (dark area). This time the disallowed area is proportional to the complementary angle and the expression for the information content is p¼



1 arccos k







x1 d x2 jj x1 jj d jj x2 jj







This time points with high similarity (high cosine) give negative values in the arc-cosine argument, leading to large excluded angles and hence high information content. The points illustrated in the Fig. 7 for two dimensional instances can be proved and extended to arbitrary high instance dimension under mild assumptions, including mainly a uniform prior over the space of allowed separators.



Appendix C. Graphs partitioning and transitivity This Appendix provides a formal basis for the computational difference between Same-Class Exemplar pairs and DifferentClass Exemplar pairs in graph partitioning. This difference, unlike those of Appendix 1 and 2, is not limited by any metrical assumptions.



Notation. We represent data points in a graph G G={V, E}, where the set of nodes V of size N corresponds to the data points, and the set of edges E of size M corresponds to the given paired exemplars, either Same-Class or Different-Class (but not both). The task is to divide the data-points into K classes.



Appendix C.1. The complexity of satisfying Same-Class vs. Different-Class pairs Assume K = 2, and the task is therefore to partition the data into two clusters. Each partition is represented by C — the set of all edges from E which connect nodes assigned to different clusters; the set C is called the cut of graph G. Each cut is assigned a cost — the number of edges in C.



Appendix C.1.1. Enforcing Same-Class Exemplar constraints is manageable. Given Same-Class Exemplar pairs, we seek a partition which violates as few edges as possible, representing Same-Class Exemplar constraints. Finding this partition is equivalent to finding the minimal cut in the above graph. There are known efficient algorithms to solve this problem. Thus, in the complexity hierarchy of computer science, this problem is considered tractable.



Appendix C.1.2. Enforcing Different-Class Exemplar constraints is hard. Given Different-Class Exemplar pairs, we seek a partition which violates as many edges as possible, representing Different-Class Exemplar constraints. Finding this partition is equivalent to finding the maximal cut in the graph defined above. There are no known efficient algorithms to solve this problem (although approximate solutions can be produced by using meta-heuristic search methods). Therefore, in the complexity hierarchy of computer science, this problem is almost certainly intractable.



Appendix C.2. The information content of Same-Class vs. Different-Class pairs We define the information of a set of paired exemplars E to be the difference between the entropy H of all the partitions of the set of nodes V to K clusters, and the entropy HG of all such partitions consistent with E. Assuming that each allowed partition is assigned equal probability, the entropy HG is equal to the log of the number of allowed partitions. We are interested in the difference between the information of Same-Class and Different-Class constraints, namely in       þ I ¼ H  Hþ G  H  HG ¼ HG  HG ¼ log



 G þ G



where the entropy superscript + or − denotes, respectively, whether the set of constraints is Same-Class or DifferentClass, #−G denotes the number of partitions consistent with E if the constraints are Different-Class, and #+G is similarly defined if the constraints are Same-Class. NC denotes the number of connected components of G. In particular, if the graph G has no loops, NC = N − M. For a general graph with NC connected components, we note that each connected component in G has at least one legal coloring (by assumption). Here NlC denotes the number of connected components with l or more elements NC = N1C ≥ N2C ≥ …≥NKC. The following can now be shown:



118



BR A I N R ES E A RC H 1 2 2 5 ( 2 00 8 ) 1 0 2 –11 8



The information gain of Same-Class over Different-Class pairs satisfies



Iz



K X



NlC log ðK  l þ 1Þ



l¼2



We can therefore state that, if N ≫ NC, the information content of Same-Class constraints is exponentially larger than Different-Class constraints; (for the detailed calculation and further comments regarding this analysis, see Hammer et al., 2007). REFERENCES
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Abstract Information for category learning may be provided as positive or negative equivalence constraints (PEC/NEC)—indicating that some exemplars belong to the same or different categories. To investigate categorization strategies, we studied category learning from each type of constraint separately, using a simple rulebased task. We found that participants use PECs differently than NECs, even when these provide the same amount of information. With informative PECs, categorization was rapid, reasonably accurate and uniform across participants. With informative NECs, performance was rapid and highly accurate for only some participants. When given directions, all participants reached highperformance levels with NECs, but the use of PECs remained unchanged. These results suggest that people may use PECs intuitively, but not perfectly. In contrast, using informative NECs enables a potentially more accurate categorization strategy, but a less natural, one which many participants initially fail to implement— even in this simplified setting.
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Introduction Since the early days of cognitive research, a number of theories have been suggested to describe both the structure of categories and the mental processes involved in their acquisition. The classical view suggests that categories may be described by a list of necessary and sufficient attributes that determine category membership (e.g. Katz and Postal 1964; Smith and Medin 1981). Similar ideas are still prevalent for category learning tasks where categories can be described with an explicit rule (Shepard et al. 1961; Mooney 1993; see also Ashby and Maddox 2005 for recent view). On the other hand, probabilistic theories suggest that objects are categorized by similarity to an internal representation of a category prototype (Rosch and Mervis 1975) or category exemplars (Medin and Schaffer 1978; Nosofsky 1987, 1988, 1990). As an object’s similarity to this representation increases, the probability that it belongs to the represented category also increases. A common theme in most of these views is that the process of category learning requires learning about the relevance of specific object properties for categorization (Rouder and Ratcliff 2006). Some views of the role of similarity in categorization explicitly take this issue into consideration, suggesting that objects are grouped together based on their similarity in specific features (Tversky 1977; Tversky and Gati 1982) or within specific featuredimensions perceived as more relevant for categorization (Garner 1978; Nosofsky 1987; Medin et al. 1993; Goldstone 1994a).
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Apparently, evaluating the importance of different object properties is essential for category learning. In the current study we take a novel approach to address this issue of ‘‘dimension weighting’’ in category learning. We show that dimension weighting can be learned from a training set of equivalence constraints, which indicate the pair-wise relationship between exemplars. We provide both conceptual and empirical evidence for an asymmetry in the contributions of two types of equivalence constraints and demonstrate the implications of this asymmetry for numerous categorization scenarios. Category learning from equivalence constraints We call a restriction indicating that two exemplars belong to the same category a positive equivalence constraint (PEC), and a restriction indicating that two exemplars belong to different categories a negative equivalence constraint (NEC). We claim that rule learning or dimension weighting can be performed naturally when a classifier is provided with equivalence constraints. Since equivalence constraints can be used for extracting a rule or to restrict the perception and/or use of similarities between objects within a category, or dissimilarities between objects of different categories, classifiers can generalize from constrained examples to other objects encountered later. Both PECs and NECs are available in a variety of category learning scenarios. For example, when a parent tells a child—pointing to animals unfamiliar to the child— ‘‘This is a dog and that is also a dog,’’ he or she indicates to the child that the two animals belong to the same category. When the parent then labels two other animals as ‘‘These are horses,’’ he or she provides the child not only with an indication that these two belong to a single category, but also that the latter two animals differ from dogs and belong to a different category. Here, labels are used for identifying relations between exemplars, and, as is often the case with labels, the information provided mixes PECs and NECs. Naı¨ve participants performing a supervised same/different task, where labels are not provided, also learn relationships among a few objects. When the participant guesses that two objects belong to the same category (or to different categories), feedback provided by a supervisor, indicating that he was right or wrong, ultimately provides him with an indication of whether the two truly belong to the same category or to two different categories (e.g. Cohen and Nosofsky 2000; Goldstone 1994b). Similar principles underlie supervised categorization tasks in which stimuli from two or more different categories are presented in sequential order see (Ohl et al. 2001, for an example, of a category learning task with animals participating in a go/no-go paradigm). Similarly, in everyday scenarios, when a child asks an adult, ‘‘Is this one the same
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as that one?’’ a yes/no response indicates whether the two are from the same category or from different categories. This principle of category learning from indications that some objects are or are not from the same category is not limited to category learning with explicit supervision. Many contextual clues can indicate whether objects are from the same category or from different categories. For example, seeing two animals playing together, one may assume that they are from the same species, while seeing one animal chasing another may indicate that the two are not the same. Such scenarios provide clues to the relations among objects without direct supervision and may contribute to category learning as much as scenarios in which direct supervision is available. In fact, current approaches to category learning argue that categories can be learned and representations built from acquired relations among exemplars (Gentner and Kurtz 2005; Jones and Love 2004). In the current study we tested category learning when providing participants with either only PECs or only NECs. We used a rule-based categorization task in which stimuli were defined by five binary dimensions (see Allen and Brooks 1991 for a similar stimulus design). To maximize performance, participants had to identify two or three relevant dimensions in each categorization task (experimental trial). Guided by the studies reviewed above, we believe that using a rule-based task is a plausible approach for studying the role of equivalence constraints in dimension weighting for category learning. Furthermore, using this simple setup enables us to control the amount of information provided by each of the two types of constraints. The motivation for evaluating the separate contributions of PECs and NECs for category learning arises from the differences between these two types of constraints: NECs are more common than PECs, but generally PECs are more informative than NECs; PECs specify within-category variation, while NECs specify between-category variation; and PECs are transitive, but NECs are not. In the next section we survey these differences in detail, pointing out the importance of these differences for dimension weighting in the context of category learning. Differences between positive and negative equivalence constraints NECs are more common than PECs In most natural scenarios NECs abound while PECs are less common. This simple observation is demonstrated in Fig. 1. Figure 1a presents a natural scene with only three animal categories (5 antelopes, 3 giraffes and 3 zebras). The number of PECs is the number of possible pairs of



Cogn Process



Fig. 1 Demonstration of difference between PECs and NECs in terms of availability. a A natural scene with three different categories, including 16 PECs and 39 NECs (see text). b An illustration in which each dashed circle represents a category of three objects (inner shapes); there are four categories, 12 PECs, and 54 NECs (see text). Generally, in any scenario representing three or more objects taken from two or more categories, the number of NECs will always be higher than the number of PECs (see text and Appendix)



antelopes (10), giraffes (3) and zebras (3), for a total of 16 PECs in all. The number of NECs is the number of possible pairs composed of two animals from two different categories, (15 antelope-giraffe, 15 antelope-zebra and 9 giraffe-zebra pairs), which is 39 NECs in total. Thus, the difference between the number of NECs and PECs is large even in a scene with only three categories. If we add more categories, the number of NECs increases more dramatically than the number of PECs, as illustrated in Fig. 1b. Here, each category (1–4) is composed of only three objects. The number of PECs in each category is three. In a world which includes only categories 1 and 2, there are six PECs and nine NECs. When we include category 3, the number of PECs increases by 3 and the number of NECs by 18. When category 4 is added, the number of PECs increases again by 3, reaching 12, but the number of NECs is doubled from 27 to 54. The general rule is that when more categories are added, the number of PECs increases linearly while the number of NECs increases as a quadratic polynomial; (see Appendix 1 for a formal proof). Between-Category versus within-category variations Both PECs and NECs may play an important role in identifying features or dimensions which enable grouping objects into categories or discriminating between categories. Yet, the two types of constraints differ: When we learn



that two novel objects are from the same category (PEC), we can expect that at least some of the dimensions for which the two objects share similar values (features) are relevant to categorization. More definitively, we can conclude that all dimensions discriminating between the two objects are generally irrelevant, and that these differences only reflect within-category variation along these dimensions. Thus, the amount of information provided by a PEC is related to the number of irrelevant dimensions that it indicates. The case of NECs is more complex: When we are told that two objects are from different categories, if the objects differ by more than one dimension—which is the case for most NECs—then we cannot definitively conclude which of these dimensions is relevant for discriminating between the categories. In fact, a salient non-relevant dimension may mask detection of a relevant less salient dimension (e.g. Huettel and Lockhead 1999). Similarly, we cannot determine whether a dimension in which the two objects share the same value is relevant or irrelevant for categorization, since two objects from different categories may share many features, as long as they differ by at least one feature that is relevant for categorization. The only time we can confidently learn which dimension is relevant when provided with a NEC, is when there is only a single dimension by which the negatively constrained objects can be discriminated (see Goldstone 1994b for related ideas). In this case, we can conclude that this unique discriminating dimension is necessarily relevant for categorization. At the same time, even in this special case, we cannot confidently infer anything about the relevance or irrelevance of the other dimensions. PECs and NECs do not provide the same amount of information As we have seen earlier (subsection 1), NECs are much more common than PECs and therefore they might be expected to be a more readily available source of information in most scenarios. However, as already implied (subsection 2), the reverse is true: despite their greater number, most NECs are only poorly informative for the task of identifying relevant dimensions. Since the amount of information provided by a PEC depends on the number of irrelevant dimensions it specifies, while a NEC at best specifies one dimension as relevant, we conclude that most PECs provide more than one bit of information while NECs provide at the most one bit of information, and that too rarely. An example is shown in Fig. 2. Assume that objects A, B, C, D belong to category 1, while E, F, G, H belong to category 2. Basically, the two categories can be discriminated by object color but not by texture or shape, where
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Fig. 2 Example of a three-dimensional object space with two categories. In this simplified example each dimension is binary (i.e., has only two values/features). The dimensions are color (red vs. blue) shape (circle vs. square) and texture (filled vs. dashed)



differences are due to within-category variation. Our naı¨ve classifier is not aware of this category setting or the number of existing categories that will have to be learned from the given constraints.1 In this setting there are 12 possible PECs that can be given to the classifier: {A = B, A = C, A = D, B = C, B = D, C = D} from category 1, and {E = F, E = G, E = H, F = G, F = H, G = H} from category 2. All PECs are informative to some extent. For example, from being informed that A = C or F = H, the classifier can learn that texture is not a relevant dimension. Such PECs provide one bit of information (decisively indicating that one dimension is not relevant). From A = D or E = H, one can learn that both texture and shape are not relevant. Such PECs provide two bits of information. When provided with one of the latter PECs only the color dimension is left with a potential discriminating value enabling discrimination between the assumed categories. The probability that the classifier can extract this information from only two different randomlyselected PECs is high. For example, in Fig. 2, where each category includes four different objects, the probability that two randomly selected positive constraints identify the two irrelevant dimensions is P = 1 - 2 9 4/12 9 3/11 & 0.82. The number of NECs (16) is greater than the number of PECs (12), but only four are useful in definitively identifying a relevant dimension. For instance, if told that A = G, the classifier cannot learn whether the two objects belong to two different categories because they differ in color, in texture or in both. He or she also cannot conclude 1



For clarity of presentation and simplicity of experimentation, this example—as our experimental paradigm—uses binary feature values and categories defined by rules. Nevertheless, the conclusions of the analysis—as the results of the study—extend to other categorization scenarios.



123



whether shape is relevant for discriminating between categories, since shape could be one of two determinants. The only way to determine that color is the critical discriminating dimension between categories is to be provided with one of the NECs which present two objects that differ solely in color: A = E, C = G, B = F or D = H. Each one of these NECs provides one bit of information. With only one relevant dimension, the probability that at least one of two randomly selected NECs will point to the relevant dimension is P = 1 - 12/16 9 11/15 = 0.45 Note, in addition, that participants can only derive that a dimension is irrelevant from the absence of NECs demonstrating that it is relevant. In the aforementioned example, only one of the existing three dimensions was relevant. When the number of relevant dimensions is increased, the number of categories is also increased; (e.g. for binary dimensions and a conjunctive classification rule, each added relevant dimension doubles the number of categories). With this increase, the chance of learning which dimensions are relevant from randomly selected NECs is dramatically reduced. At the same time PECs remain highly informative. For example, if both color and shape are relevant for categorization, our object space is now divided into four categories: {A, C}, {E, G}, {B, D}, and {F, H}. The number of PECs is now reduced to four (one in each category), but all of them indicate that texture is irrelevant for categorization (due to the within-category variation in texture). We can therefore identify the irrelevant dimension from each one of the four PECs, and (assuming that all dimensions that have not been shown to be irrelevant are indeed relevant) the probability of learning the remaining relevant dimensions from two PECs is 1. In contrast, while the number of NECs has increased to 24, only 8 of them are informative by negatively constraining pairs that differ in only one of the two relevant dimensions. The probability of learning the two relevant dimensions from two essentially different NECs is now quite low: P = 2 9 4/24 9 4/23 & 0.058 (roughly 6%). It seems that despite NECs being much more common than PECs, retrieving valuable information from them may be as wearisome as separating the wheat from the chaff. The role of transitivity Another important property differentiating PECs and NECs is transitivity. Whereas PECs are transitive, NECs are not. This property of PECs is expected to be quite helpful in the context of category learning. Using transitivity, PECs can help in ‘‘packing together’’ objects into categories. For example, by being informed that A and B are from the same category, and that C and D are from the same category, it is enough to be also informed that A and C are from
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the same category to be able to ‘‘pack’’ the four objects together into one category. As the number of objects increases, the contribution of transitivity in ‘‘packing objects’’ into categories also increases. This property of PECs can be helpful in summing together pieces of information when constructing an internal representation of newly learned categories. For example, transitivity may facilitate forming a category prototype by averaging the common relevant features of the packed-together objects. Similarly, a small subset of packed-together objects can be used as a set of exemplars representing the category. Since NECs are not transitive, it is much harder to accumulate information for a categorization task when using only NECs. In the current study we will not directly address transitivity. We will only assume that this property of PECs may bias people in their use of the two types of constraints even in a task in which transitivity is neutralized. Summing up the differences between PECs and NECs This theoretical overview has highlighted a number of inherent differences between PECs and NECs, and pointed toward a weakness of NECs: Whereas all PECs are informative for indicating irrelevant dimensions, NECs are informative in decisively indicating a relevant dimension only on those rare occasions when we are informed that two objects that are similar in most of their properties, nevertheless belong to two different categories. The second disadvantage of NECs when compared to PECs, (which is less important for the current experimental design), is that PECs are transitive whereas NECs are not. One could claim that a supervisor, when accessible, could save classifier effort by providing more useful PECs and NECs. For example, Avrahami et al. 1997 showed that in some cases ‘‘expert participants’’ teach ‘‘novices’’ new categories by using sequences of exemplars that identify the borders on each specific dimension, demonstrating members of the target category and non-category examples. However, in natural scenes this selection might be difficult, since, as we have seen, informative NECs are rare; in addition, direct and explicit guidance may not always be available. Earlier findings also implied that there are differences in the way people use PECs and NECs. It was found that when participants are asked to define a target category using selected exemplars, they were biased toward using positive examples but not negative examples—i.e., defining the target category using only member stimuli, avoiding use of stimuli from outside the category (Wason 1960; Klayman and Ha 1987). This bias enables comparing stimuli within a category (PECs) but not comparing stimuli between categories (NECs). These findings are puzzling when faced with evidence demonstrating an advantage of



using both positive and negative examples in categorization tasks (Levine 1966) or when learning a mathematical rule (Kareev and Avrahami 1995). Further research revealed that when a target category could be defined by a simple rule, people favored using positive examples, concentrating on ‘‘positive-ideal’’ stimuli from the target category that were relatively far from a category border. This selection is best for identification of task-irrelevant dimensions. On the other hand, when the border defining the target category was a diagonal line integrating two dimensions, more participants used both positive and negative examples, including stimuli that were close to the border from both sides (Avrahami et al. 1997). Similarly, in cases of exemplar-based categorization, a more refined representation is achieved when using both similarities between same-category exemplars and dissimilarities between different-category exemplars (Stewart and Brown 2005). These two lines of findings are consistent with the idea that more confusable categories— such as medical diagnosis of similar syndromes—require a representation that enables their comparison (Brooks et al. 1991; Kulatunga-Moruzi et al. 2001). A difference in the use of PECs and NECs was also found in a category learning task with sequential-presentation of training stimuli. When participants were provided with a sequence of items from the same category, classification of a novel item was easier than if the provided examples were from different categories (Whitman and Garner 1962). Recent sequential-presentation studies also imply that the categorical relation between presented exemplars in a sequence affect the way later items are categorized (Jones et al. 2006; Stewart et al. 2005). Nevertheless the goal of these experiments was to study the effect of perceptual and cognitive factors, such as memory and contrast, and they do not provide a direct evaluation of differential PEC vs. NEC contributions. In summary, since PECs and NECs provide the classifier with potentially different types of insight and since there is evidence implying that they are used differently, it becomes important to directly investigate how people use these two types of constraints and to what extent the two types are integrated in categorization tasks. While the current research uses binary and discrete feature-dimensions, the implications regarding information provided by PECs versus NECs are relevant whenever dimension weighting is involved. Similarly, in our experimental setting constraints are definitive regarding dimension relevance or irrelevance (binary weight of 0 or 1), but more refined dimension weights could be achieved by using a larger number of constraints, (e.g. with many indicating one dimension as relevant, implying a high weight, and fewer indicating another as relevant, implying low weight). We believe that analyzing the separate contributions of
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these two building blocks of category learning can provide useful insights for understanding categorization errors, and may shed light on a number of known phenomena in category learning, such as the related findings described above. Outline of the experiments and their motivation In the current study, in each one of the ten experimental trials, participants performed a different categorization task in which they used exclusively either PECs or NECs for identifying the task relevant dimensions. The first experiment tested performance with randomly selected PECs or NECs. Results confirmed our prediction that performance is better with PECs than with NECs. However, recall that this prediction derived from the fact that typical PECs provide more information than typical NECs. Thus, this result could reflect simply the information provided by the constraints and not the proficiency of their use by the participants. Experiment 2 therefore tested the use of PECs and NECs when these are specifically chosen to provide the same amount of information. Importantly, we find a difference here, too, in the performance with PECs versus NECs. This difference must reflect the use of these constraints, rather than their inherent information content. Interestingly, we find that people may be divided into two groups—those who are able to use NECs quite well, and those who are unable to do so. This raises the possibility that using NECs is non-intuitive and that it is difficult for some to derive the proper strategy for their use. Therefore, in Experiment 3, we provided all participants with directions for the use of either PECs or NECs. Here we find that all participants succeed in the use of either type of constraint, supporting the prediction that the difference between PECs and NECs in natural circumstances leads to different proficiencies in their use.



Experiment 1: baseline performance The first experiment was designed to measure baseline performance. As in all our experiments, categories were defined by the conjunction of their features along two or three relevant dimensions. In this experiment there were three experimental conditions: in the first, participants categorized stimuli when no Equivalence Constraints were provided to them (the noEC condition). This condition was needed to assess the contribution of equivalence constraints that were provided in the other experimental conditions. In the second and third experimental conditions, participants were provided with randomly generated positive (randPEC) or negative (randNEC) equivalence constraints,
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respectively. These randomly generated equivalence constraints were consistent with the task-assigned categories, but no attempt was made to control the information they provide as a group (i.e., their selection was random). In a sense, these random constraint conditions were designed to represent expected real-world scenarios in which the classifier is provided with haphazard constraints and not those that are necessarily most useful for good categorization. Method Participants Participants in all three experiments were undergraduate or graduate students from the Institute of Life Sciences at the Hebrew University of Jerusalem. Participants were randomly assigned to the different experiments and experimental conditions, and did not participate in more than one Experiment. Twelve university students participated in the first experiment (mean age = 23.8, SD = 1.9), seven males and five females, with normal or corrected-tonormal vision. Materials Computer-generated pictures of ‘‘alien creature faces’’ were used as stimuli, as shown in Fig. 3. Each face was characterized by a unique combination of five potentially task-relevant dimensions: shape of chin, nose and ears, and color of skin and eyes. We designed 10 sets of 32 alien face stimuli such that for each set, all combinations of 5 binary dimensions were presented in each of the 10 experimental trials. All sets were used in each experimental condition in each one of the three experiments. Two or three (of the 5 possible) dimensions were selected as relevant for category definition on each trial, so that positively constrained pairs of objects had to have the same features (values) for all relevant dimensions and negatively constrained pairs had to differ in at least one of these. Stimuli were presented on a 22’’ high-resolution computer screen, using specially designed software that enabled both simultaneous presentation of many stimuli and the recording of participants’ reactions. Procedure All participants performed the three experimental conditions in a within-subject blocked-experiment design. Participants were told that during each experimental trial they would have to learn which of the 32 ‘‘alien creatures’’ (test stimuli) belonged to the same tribe as the one identified as ‘‘chief’’ (a standard representing the target category). They were instructed that each task (trial) in the
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Fig. 3 Example of stimulus configuration on one specific trial. Participants decided which of the 32 test stimuli belong to the chief’s tribe. Clues (constraints) were presented as frames surrounding pairs of exemplars. Positive and negative equivalence constraints (PECs and NECs) are illustrated, respectively, as solid lines, marked P1–P3, and dashed lines, marked N1–N3. Note that in the experiment, the two types of constraints never appeared together in the same trial. Highly informative constraints (Experiment 2 and 3), as illustrated here, present pairs of images that differ in only one feature. In the current example, participants had to learn that skin color and ear



shape are relevant for categorization. Specifically, NEC N1 informs participants that skin color is a relevant dimension because it is the only dimension discriminating between the two exemplars. Similarly, N2 and N3 both imply that ear shape is relevant for categorization. P1, P2, and P3 inform participants that eye color, nose shape, and chin shape are not relevant for categorization since these features are different in pairs that belong to the same tribe. In the highly informative constraint task, as in the current example, all the information needed for proper categorization was provided (for either NECs, or PECs, separately; see text)



experiment was independent and would necessitate learning a new way of categorizing the aliens into tribes. Participants were not informed that for each trial two or three dimensions were chosen as trial-relevant. In general, we did not give subjects specific instructions which clarify the optimal categorization strategy or the structure of the categories; rather, participants were simply told that during each trial they will have to use the clues provided for identifying the chief tribe members. Participants were also instructed that they will have limited time to respond, and that they should perform the task not only accurately, but also as quickly as possible. In general, clues (equivalence constraints) were provided as colored frames around pairs of aliens, indicating that the members of the pair belong to different tribes (randNEC condition) or the same tribe (randPEC condition). Figure 3 shows an example of an experimental trial. On each trial, three constraints appeared for 20 s together with the ensemble of alien faces. All the trial’s constraints were presented simultaneously in order to allow participants to integrate the information provided by more than one constraint, without being affected by memory load. After 20 s the constraints were removed and the alien faces shuffled. Participants were then given 50 s to select (by drag-and-drop) those aliens that he or she thought belonged



to the chief’s tribe. The trial was then terminated and the next experimental trial began. Even without using the information presented in the Equivalence Constraints, subjects could perform the categorization task by simply using an associative categorization strategy based on some idiosyncratic similarity measure. That is, for the chief’s tribe they could choose those aliens that resembled the chief in some way. Therefore, we first tested participants on the ‘‘no equivalence constraints’’ (noEC) condition. In this condition participants performed the categorization task in a totally unsupervised manner: i.e., without being provided with either NECs or PECs. Performance in this condition was evaluated by tabulating the match between the tribe members selected by the participant and the expected tribe members according to the task pre-selected relevant dimensions. After performing the noEC condition, participants performed the randomly selected NEC and PEC tasks (randNEC and randPEC, in counter-balanced order). In these experimental conditions the constraints were consistent with the computer-assigned alien creature categories. That is, there was no assignment of a NEC to two stimuli that belong to the same category or assignment of a PEC to two stimuli from two different categories. However, we made no attempt to select the three constraints in a way that maximized the
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Fig. 4 Examples of randPECs (left) and randNECs (right). Randomly selected constraints are applied to the same experimental trial depicted in Fig. 3, but here the constraints are randomly selected. In this trial, participants had to identify ear shape and skin color as the relevant dimensions for categorizing the aliens. Thus, valid positively constrained pairs (PECs) include aliens with the same ear shape and skin color and with either identical or differing chin shape, nose shape and eye color. Generally, as few as three such pairs suffice to identify the irrelevance of the latter three dimensions and thus the relevance of the first two. On the other hand, valid negatively constrained pairs (NECs) will include aliens with either different ear shape or different skin color. These were usually non-informative since to be informative, the pair could not differ on any other dimension. As can be seen in these examples, the task-relevant dimensions can be easily identified from the three randPECs, but not from the randNECs, since the pairs differ also on non-relevant dimensions



information provided for optimal performance (identifying exactly all the trial-relevant dimensions). Note that for the reasons mentioned in the Introduction, in the randPEC condition the information provided by three randomly selected constraints almost always sufficed for identifying the task-relevant dimensions. This was not the case for randNECs, where the information provided was almost as poor as in the noEC condition. See Fig. 4 for examples of random PECs and NECs. At the beginning of each experimental condition, participants performed an example trial in which they received a brief technical explanation about how they should perform the experiment and also about the identity of the constraints—whether the two constrained alien creatures are from the same tribe (PEC condition), or from different tribes (NEC condition). Results and discussion Performance measures Participant performance is described by the Hit rate (the number of correctly selected ‘‘chief’s tribe members’’
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relative to the total number of ‘‘tribe members’’) and FalseAlarm rate (the number of mistakenly selected ‘‘non-tribe members’’ relative to the total number of ‘‘non-tribe members’’). Note that the average number of possible Hits in a trial is 6, and the average number of possible correct rejections is 26 (32 target stimuli in total). Therefore the False-Alarm values are expected to be relatively small compared to the Hit values. To evaluate further participant sensitivity (i.e., their ability to discriminate between categories) we used the A0 nonparametric sensitivity measure (Grier 1971; Stanislaw and Todorov 1999): A score of A0 = 0.5 represents poor ability to discriminate between categories, whereas a score of A0 = 1 represents perfect ability to discriminate between categories. Scores between 0 and 0.5 represent response confusion. Note that due to the differences in the prior probabilities of Hits versus False-Alarms, in the current experimental tasks chance performance is expected to result in A0 higher than 0.5. A0 is calculated as follows: " # 2 ðH  FÞ þ jH  Fj A0 ¼ 0:5 þ signðH  FÞ  4  maxðH; FÞ  4  H  F where H denotes Hit rate, and F denotes False-Alarm rate. Participant reaction time was also recorded. Reaction time represents the average time it took for participants to detect and select each member in the target category, starting from the point when the constraints were removed and the stimuli were shuffled. Results An ANOVA revealed a significant effect of the experimental condition both on participants’ Hits F(2, 11) = 11.84, p \ 0.001, g2p ¼ 0:52, and False Alarms, F(2, 11) = 4.67, p \ 0.05, g2p ¼ 0:30. Post-Hoc analysis using within-subject t test showed that randomly chosen positive constraints serve to improve performance, while randomly chosen negative constraints do not contribute any more to participant learning than does the condition with no constraints at all. There was a significantly higher Hit rate in the randPEC condition (M = 0.57, SD = 0.15) compared with the noEC condition (M = 0.39, SD = 0.10), t(11) = 4.12, p \ 0.005, d = 2.48, as well as compared with the randNEC condition (M = 0.44, SD = 0.14), t(11) = 3.54, p \ 0.005, d = 2.13. Similarly, the False-Alarm rate in the randPEC condition (M = 0.10, SD = 0.05) was significantly lower than in the noEC condition (M = 0.14, SD = 0.04), t(11) = 2.64, p \ 0.05, d = 1.59, or in the randNEC condition (M = 0.15, SD = 0.08), t(11) = 2.52, p \ 0.05, d = 1.52. On the other hand, there was no significant difference between the randNEC and noEC conditions in either the Hit rate t(11) = 1.40, p = 0.19 or False-Alarm rate t(11) = 0.56, p = 0.59.
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Fig. 5 Experiment 1. Performance without equivalence constraints (noEC) or with randomly chosen positive or negative equivalence constraints (randPEC or randNEC). a The receiver operating characteristics (ROC) diagram, plotting Hit rate (ordinate) versus False Alarm rate (abscissa). Each point represents one participant’s performance in the specified experimental condition. Distance from the dashed line represents participant sensitivity, with points near the



line representing random stimuli selection when assuming identical probability for Hits and FAs. (Note that the abscissa is limited to the range 0–0.4, since, as expected, there were relatively few FAs; see text.) b Mean Hit and False-Alarm rates in the three experimental conditions. c Mean sensitivity (A0 ). d Mean reaction time (in seconds). Error bars in all figures are standard errors of the mean



This effect of random constraints type was also apparent when evaluating participants’ sensitivity using A0 (defined above). An ANOVA showed a significant difference between conditions, F(2, 11) = 16.27, p \ 0.001, g2p ¼ 0:60. Post-Hoc analysis using paired sample t tests revealed that sensitivity in the randPEC condition (M = 0.83, SD = 0.02) was significantly higher than in either the randNEC (M = 0.75, SD = 0.02), t(11) = 4.81, p \ 0.001, d = 2.90, or noEC conditions (M = 0.73, SD = 0.01), t(11) = 4.33, p \ 0.005, d = 2.61. There was no significant difference between sensitivity in the randNEC and noEC conditions, t(11) = 1.02, p = 0.33. Nevertheless, there was no significant difference in reaction time between the three conditions (ANOVA: F(2, 11) = 2.24, p = 0.13). These results are illustrated in Fig. 5.



other conditions more appropriately. The results confirmed the theoretical conclusion that a set of random PECs is more informative than a set of random NECs. This finding may explain the results of other studies in which randomly chosen PECs lead to better performance than do randomly chosen NECs; e.g. (Whitman and Garner 1962 used sequences of same-category vs. alternating-category exemplars and found that the former leads to better performance). Our results also confirm the expectation that a small number of randNECs are poorly informative. The absence of significant differences in reaction time suggests that when provided with random PECs, participants can perform the categorization task much more accurately, but also nearly as quickly, as when operating with an unconstrained idiosyncratic associative categorization strategy, as they were left to do in the noEC condition.



Discussion The goal of Experiment 1 was to measure baseline performance. Participant performance in the noEC condition represents the expected categorization performance when simply using an idiosyncratic associative categorization strategy. In this way we can estimate the contribution of the information provided by equivalence constraints in the



Experiment 2: highly informative sets of equivalence constraints In the second experiment participants performed categorization tasks similar to those in Experiment 1, but in this experiment both the PECs and the NECs were deliberately selected so as to provide all the information needed for
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perfect performance. We call the two types of constraints used in this experiment highly informative PECs and NECs (highPEC and highNEC conditions). The two types of constraints were provided to the participants separately in these two experimental conditions. The goal here was to determine participant inherent proficiencies in the use of PECs and NECs. In this experiment we used a betweensubject design to ensure that experience with one type of constraints would not influence performance with the other.



principle) perform the categorization task perfectly in both conditions. See Fig. 3 for examples of highly informative NECs and PECs. In each trial, the pre-selected relevant dimensions were identical to those of the respective trial in Experiment 1.



Method



Identical to Experiment 1.



Participants



Results



Eighty university students participated in the experiment (mean age = 24.2, SD = 2.8), 32 males and 48 females, with normal or corrected-to-normal vision. Participants were randomly assigned to the two experimental groups (highPEC or highNEC), in a between-subject design. The large sample in this experiment was essential since the statistical analysis used here included not only simple mean comparison, but also higher order analyses of homogeneity of variance and normality tests. To ensure the reliability of such analysis, large samples are required.



Between subject t tests showed no significant differences between the Hit rate in the highPEC condition (M = 0.64, SD = 0.17) and the highNEC condition (M = 0.57, SD = 0.25), t(78) = 1.49, p = 0.14. On the other hand, the False-Alarm rate in the highPEC condition (M = 0.12, SD = 0.06) was significantly higher than in the highNEC condition (M = 0.07, SD = 0.06), t(78) = 3.48, p \ 0.001, d = 0.79 (see also Fig. 6). Nevertheless, participant sensitivity (A0 ) in the highPEC condition (M = 0.85, SD = 0.07) was not significantly different than in the highNEC condition (M = 0.83, SD = 0.13), t(78) = 0.85, suggesting that the differences in the False-Alarm rates between the two conditions did not derive from a higher sensitivity in the highNEC group, but rather mainly from differences in response bias, where participants in the highPEC condition had a greater tendency to produce more False-Alarms together with a few more Hits (although the difference in the Hit rate was not significant) so that their categorization strategy can be described as more liberal. Later we will address this difference in more detail. These results are illustrated in Fig. 6a–c. Performance in the two experimental conditions differed in participant reaction time with RT in the highPEC condition (M = 6.9 s, SD = 2.5 s) significantly shorter than in the highNEC condition (M = 8.8 s, SD = 4.1 s), t(78) = 2.54, p \ 0.05, d = 0.58. Generally, there were no differences in performance when comparing experimental trials with two relevant dimensions with those with three relevant dimensions—except that the expected main effects showed poorer performance in trials with three relevant dimensions, which may be perceived as more difficult. The only exception was a significant interaction between the highPEC and highNEC experimental conditions (betweensubject variable) and the number of relevant dimensions (within-subject variable), F(1, 77) = 24.58, p \ 0.001, g2p ¼ 0:24. Post-hoc t tests revealed that while there was no significant difference in reaction time between trials with two relevant dimensions (M = 6.7 s, SD = 3.1 s) and



Materials Identical to Experiment 1. Procedure The procedure in Experiment 2 was similar to the procedure in Experiment 1 except for the nature of the PECs and NECs that were provided. In this experiment PECs and NECs were deliberately selected so that each constraint would identify only one dimension as irrelevant (in the case of a PEC) or as relevant (in the case of a NEC). A ‘‘highly informative PEC’’ (highPEC) is composed of a pair of ‘‘aliens’’ from the same category (tribe) that differ in only one irrelevant dimension (e.g. the shape of their noses), so that the constraint enables participants to identify that this differentiating dimension is irrelevant for categorization due to the within-category variation in this dimension. A ‘‘highly informative NEC’’ (highNEC) is composed of a pair of aliens from two different categories (tribes) such that the pair of aliens differ in only one dimension, which should be identified as a relevant dimension due to the between category variation in the dimension (the only dimension enabling the discrimination between two stimuli from different categories). In this experiment participants could identify all the trial-relevant dimensions by integrating the information from the highPECs or highNECs provided, and therefore they could (in



123



Results and discussion Performance measures



Cogn Process Fig. 6 Experiment 2. Performance with highly informative positive or negative equivalence constraints (highPEC or highNEC). a The receiver operating characteristics diagram showing largely overlapping results for highlyinformative PECs and NECs. b Mean hit and falsealarm rates. c Mean sensitivity (A0 ). d Mean reaction time (in seconds)



trials with three relevant dimensions (M = 7.0 s, SD = 2.7 s) in the highPEC condition, in the highNEC condition reaction time in trials with two relevant dimensions (M = 7.0 s, SD = 3.8 s) was significantly shorter than reaction time in trials with three relevant dimensions (M = 10.6 s, SD = 5.2 s). These results are illustrated in Fig. 6d. More importantly, the highPEC and highNEC groups also significantly differed in the distribution of their Hit rates. Levene’s test for homogeneity of variances showed that the Hit rate in the highNEC condition is more variable across participants compared to the highPEC condition, F(78) = 8.93, p \ 0.005. This difference is also apparent in the A0 standard-deviation, with a smaller standarddeviation in the highPEC condition than in the highNEC condition, F(78) = 13.94, p \ 0.001. The Shapiro–Wilk test of normality further shows that although in the highPEC condition, sensitivity is normally distributed, W(40) = 0.95, p = 0.11, the distribution of sensitivity in the highNEC condition differs significantly from normal, W(40) = 0.89, p \ 0.001. As can be seen in Fig. 7a, while in the highPEC condition the sensitivity distribution shows good fit with the expected normal curve and most participants show good sensitivity, in the highNEC condition there is a poor match with the expected normal. This divergence from the expected normal distribution is also illustrated in Fig. 7b, where we plot on top of each ROC diagram a horizontal line representing the median Hit rate and a vertical line representing the median FalseAlarm rate. It is clearly seen that participants in the highNEC group (Fig. 7b-right) are for the most part separated



into two distinct subgroups: participants with poor performance (lower right quadrant) versus those with good performance (upper left quadrant). This is not the case in the highPEC condition (Fig. 7b-left) in which performance is distributed evenly around and relatively close to the crossing point of the medians. Thus, there is an important difference between the use of PECs and NECs: While most participants correctly used highPECs in the category learning tasks, performance in the highNEC condition varied—with about half of the participants succeeding in proper use of these highly informative NECs, even surpassing the performance of the highPEC group, and the others failing to derive any benefit from these highNECs. By comparing the results of Experiment 2 with highly informative equivalence constraints, to those of Experiment 1 with randomly selected constraints, we find that in the highNEC condition performance was significantly better than in the randNEC condition, while there was no significant difference between the randPEC and highPEC conditions. The superior performance in the highNEC condition stems from both more Hits and fewer FAs than in the randNEC condition, as follows: The Hit rate in the highNEC condition (M = 0.57, SD = 0.25) was significantly higher than in the randNEC condition (M = 0.44, SD = 0.14), t(50) = 2.44, p \ 0.05, d = 0.84. Similarly, the False-Alarm rate in the highNEC condition (M = 0.07, SD = 0.06) was significantly lower than in the randNEC condition (M = 0.15, SD = 0.08), t(50) = 3.88, p \ 0.001, d = 1.10. These differences in the Hit and False-Alarm rates were also apparent when comparing participant sensitivity in the two cases: In the
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Cogn Process Fig. 7 a Sensitivity distribution in the highPEC (left) and highNEC (right) conditions of Experiment 2. The horizontal axis represents participant sensitivity (A0 ) and the vertical axis represents the number of participants. Dashed curves represent the expected normal curves calculated from each group mean and standard deviation. b Receiver operating characteristic diagrams for the highPEC (left) and highNEC (right) conditions. Dashed lines represent the median Hit (horizontal lines) and FalseAlarm (vertical lines) rates in each condition



Table 1 Summary comparing the highly informative and random constraint conditions for positive and negative constraints (significant values are indicated by *) PEC



NEC



Mean ± SD



t test



Mean ± SD



t test



High



0.64 ± 0.17



t(50) = 1.38



0.57 ± 0.25



t(50) = 2.44



Rand



0.57 ± 0.15



p = 0.17



0.44 ± 0.14



p* \ 0.05



participants successfully used this information that enabled better performances. Performance in the highPEC condition did not differ significantly from that in the randPEC condition (see Table 1), suggesting that a deliberate selection of an informative set of PECs is not more beneficial than a randomly selected set of PECs.



Hits



False-alarms High



0.12 ± 0.06



t(50) = 0.69



0.07 ± 0.06



t(50) = 3.88



Rand



0.10 ± 0.05



p = 0.50



0.15 ± 0.08



p* \ 0.001



Sensitivity (A0 ) High



0.85 ± 0.07



t(50) = 1.00



0.83 ± 0.13



t(50) = 2.13



Rand



0.83 ± 0.07



p = 0.32



0.75 ± 0.02



p* \ 0.05



Reaction time High



6.9 ± 2.5 s



t(50) = 0.48



8.8 ± 4.1 s



t(50) = 1.44



Rand



6.7 ± 3.2 s



p = 0.63



7.0 ± 3.1 s



p = 0.16



Note that there were no significant differences between the two PEC conditions, while performance with highly informative NECs is significantly better than with randomly selected NECs



highNEC condition (M = 0.83, SD = 0.13) sensitivity was significantly higher than in the randNEC condition (M = 0.75, SD = 0.02), t(50) = 2.13, p \ 0.05, d = 0.60. Taken together, these findings confirm that in the highNEC condition constraints provide more information than in the randNEC condition, and that, in general,
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Summary After showing in Experiment 1 that sets of random NECs are less informative than sets of random PECs, we designed Experiment 2 to test whether this differentiating property of equivalence constraints affects the way people perceive and integrate PECs and NECs in general. It is possible that experience with natural conditions where NECs are generally not informative may lead to a lack of expertise in the use of NECs, and a resulting inability to use even highly informative NECs. Alternatively, despite their inexperience with informative NECs, participants may be sufficiently skilled and flexible so that they will be able to extract the information supplied to them when NECs are highly informative. In fact, as we show below, NECs may actually be easier to use than PECs. Furthermore, the very lack of experience may allow participants to use NECs in a more innovative and informative fashion than PECs. The results in the NEC condition clearly divide our participants into two groups, with one group lacking the ability to use highly informative NECs efficiently, and the other



Cogn Process



succeeding brilliantly in their use—surpassing even the performance with PECs. Such variability is not observed in the PEC condition. These results may suggest that NECs and PECs are used quite differently: In the PEC condition, the unimodal sensitivity distribution with its relatively small standard deviation, together with the relatively fast reaction time, provides solid evidence that category learning from PECs is done intuitively by most people. In contrast, in the NEC condition, the somewhat bimodal distribution and relatively large standard deviation, together with the long reaction time that was also highly dependent on task difficulty (two vs. three relevant dimensions), indicate that category learning from even highly informative NECs is not naturally performed and requires expertise that only some people have. This ability to correctly use highNECs for category learning tasks results in nearly perfect performance.



Experiment 3: highly informative equivalence constraints with directions We concluded from the results of Experiment 2 that participants may have different abilities for reasoning about informative NECs—perhaps due to this type of constraint being rare in natural conditions. If this is so, then guiding people in the use of highly informative NECs may improve performance. This is the goal of Experiment 3. In this experiment, participants performed a categorization task identical to the one that was performed in Experiment 2, using exactly the same sets of highly informative PECs and NECs. The only difference between the two experiments was that in the current experiment we also provided participants with ‘‘meta-knowledge’’—explicit directions for a categorization strategy enabling perfect performance. If the difference between the two highNEC subgroups in Experiment 2 was due to the fact that some participants did not know how to use these constraints, then giving them directions for their use should bring performance of all participants to the level of the better subgroup. In addition, Experiment 3 may help evaluate the findings of Experiment 2 with regard to the use of PECs. More specifically, we wanted to know whether the pattern of performance of participants in the highPEC condition in Experiment 2 truly represents the expected performance when in possession of the optimal rule-based categorization strategy. Method Participants Twelve university students participated in the experiment; mean age = 23.9, SD = 5.4, 7 males and 5 females, with normal or corrected-to-normal vision.



Materials Identical to Experiments 1 and 2. Procedure The procedure in Experiment 3 was identical to that of Experiment 2 with exactly the same sets of highPECs and highNECs. The only difference between the two experiments was that in the instructions provided during the example trial of each condition, participants in Experiment 3 were also directed how they should integrate the information provided by the equivalence constraints. The directions were straightforward and simple, and all participants easily learned the principles provided. More specifically, before performing the highPEC condition, participants were informed that they should exclude the dimension discriminating between each two constrained exemplars, since this dimension was necessarily irrelevant for the categorization task, and reserve judgment about the rest of the dimensions, with identical features, since they may or may not be relevant. Before performing the highNEC condition, participants were informed that they should take into account the dimension discriminating between each two constrained exemplars because, as the only differentiating dimension it must be relevant for the categorization task. Participants performed the experiment as a within-subject experimental design with the order of the two experimental conditions being counter-balanced. Results and summary Performance measures Identical to Experiment 1 and 2. Results Surprisingly, performance in the directed highNEC condition was superior to the performance in the directed highPEC condition, as shown in Fig. 8. That is, when directions were given, the usefulness of the informative positive constraints was not improved, and the information provided by the negative constraints not only improved performance with these constraints, but such performance also surpassed that with the positive constraints. Specifically, in contrast to Experiment 2, the Hit rate in the directed negative constraint condition (M = 0.86, SD = 0.10) was significantly higher than with positive constraints (M = 0.68, SD = 0.18), t(11) = 3.09, p \ 0.05, d = 1.86. Similarly, the FalseAlarm rate in the directed-highNEC condition (M = 0.03, SD = 0.04) was significantly lower than with positive constraints (M = 0.08, SD = 0.05), t(11) = 3.07, p \ 0.05,
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Cogn Process Fig. 8 Experiment 3. Performance following directions for optimal use of highly informative positive or negative equivalence constraints (directed-highPEC or directedhighNEC conditions). a The receiver operating characteristics diagram. b mean hit and false-alarm rates. c Mean sensitivity (A0 ). d Mean reaction time (in seconds)



d = 1.85. As a consequence, sensitivity in the directedhighNEC condition (M = 0.95, SD = 0.04) was also higher than in the directed-highPEC condition (M = 0.88, SD = .07), t(11) = 3.29, p \ 0.01, d = 1.98. This superior performance did not occur at the cost of slower response, as there was no significant difference in reaction time between the directed-highNEC condition (M = 6.6 s, SD = 1.5 s) and directed-highPEC condition (M = 6.7 s, SD = 3.2 s), t(11) = 0.10 (see also Fig. 8d). We now compare the non-directed highly informative equivalence constraint conditions of Experiment 2 with the directed highly informative equivalence constraint conditions of Experiment 3. Between-subject t-tests revealed that providing participants with directions affected mostly the way highNECs were used in categorization tasks but had almost no effect on the way highPECs were used for such tasks. More specifically, the Hit rate in the directed-highNEC condition (M = 0.86, SD = 0.10) was significantly higher than without directions (M = 0.57, SD = 0.25), t(50) = 3.94, p \ 0.001, d = 1.12. The False-Alarm rate in the non-directed highNEC condition (M = 0.07, SD = 0.06) was significantly higher than in the directed condition (M = 0.03, SD = 0.04), t(50) = 2.65, p \ 0.05, d = 0.75. Sensitivity in the directed-highNEC condition (M = 0.95, SD = 0.04) was also significantly higher than in the non-directed condition (M = 0.83, SD = 0.13), t(50) = 5.30, p \ 0.001, d = 1.50. This improvement in categorization accuracy did not occur at the cost of longer reaction time. In fact, reaction time was shorter in the directed-highNEC condition (M = 6.6 s, SD = 1.5 s) than
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in the non-directed highNEC condition (M = 8.8 s, SD = 4.1 s), t(50) = 2.77, p \ 0.01, d = 0.78. In comparison to this across the board improvement with directions in the highNEC condition, there was no significant improvement when participants were provided with directions together with highPECs. Table 2 summarizes the impact of providing directions by comparing the results of Experiments 2 and 3.



Table 2 Summary comparing the directed and non-directed highly



informative constraint conditions for positive and negative constraints (significant values are indicated by *) HighPEC



Hits Non-directed Directed False-alarms Non-directed Directed Sensitivity (A0 ) Non-directed Directed Reaction time Non-directed Directed



HighNEC



Mean ± SD



t test



Mean ± SD



t test



0.64 ± 0.17 0.68 ± 0.18



t(50) = 0.75 p = 0.45



0.57 ± 0.25 0.86 ± 0.10



t(50) = 3.94 p* \ 0.001



0.12 ± 0.06 0.08 ± 0.05



t(50) = 1.95 p = 0.06



0.07 ± 0.06 0.03 ± 0.04



t(50) = 2.65 p* \ 0.05



0.85 ± 0.07 0.88 ± 0.07



t(50) = 1.36 p = 0.18



0.83 ± 0.13 0.95 ± 0.04



t(50) = 5.30 p* \ 0.001



6.9 ± 2.5 s 6.7 ± 3.2 s



t(50) = 0.17 p = 0.87



8.8 ± 4.1 s 6.6 ± 1.5 s



t(50) = 2.77 p* \ 0.01



Note that there were no significant differences between the two PEC conditions, while directions provided with highly informative NEC constraints significantly improved performance
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Discussion Providing highNECs together with directions for their use is extremely helpful in boosting accuracy and response time. The impact of directions is manifested not only in the improved performance in the directed-highNEC condition compared to the highNEC condition, but also in the relatively much more homogeneous performance in the directed-highNEC condition. In contrast, except for a moderate and barely significant reduction in the FalseAlarm rate, performance in the directed-highPEC condition was not significantly improved compared to the nondirected highPEC condition. Performance in these two conditions is also similarly homogeneous. Further comparisons of experiments 1–3 In order to investigate further the observed non-homogeneous performance in the highNEC condition of Experiment 2, we divided the highNEC group into two subgroups of 20 participants each—the highNEC-poor (participants with relatively low performance) and the highNEC-good (participants with relatively high performance), separated by the median sensitivity (A0 = 0.86) of the highNEC group (see Experiment 2, Results). It is important to stress that this separation into two groups is artificial, and the A0 value of 0.86 does not necessarily represent an objective borderline separating poor performers from the good ones. Nevertheless, using a large sample insures that this observed median is a good



approximation for the expected median performance in the population, (taking into account the type of population from which the participants were sampled). In order to understand better the source of this apparently bimodal performance, and the resulting division into two subgroups, we compared the separate performance of these two subgroups with those of participants who were given practically non-informative constraints, on the one hand, and with participants who were given the best possible information, (including both highly informative constraints and directions for their use), on the other. In other words, we compared the performance of the highNEC-poor and highNEC-good subgroups (Experiment 2) to that of participants in the randNEC (Experiment 1) and directed-highNEC (Experiment 3) conditions. In Fig. 9a, we replot the randNEC points of Fig. 5a and the directedhighNEC points of Fig. 8a. We also reproduce in this graph the median dividing lines between the highNEC-good and highNEC-poor performers of Fig. 7b-right. Clearly, the randNEC points fall neatly within the lower-right quadrant—where the data of the highNEC-poor performers are situated (see Fig. 7b-right) and the directed-highNEC points fall neatly in the upper-left quadrant, the location of the data of the highNEC-good performers. Similarly, the sensitivity of the highNEC-good subgroup is similar to that of the directed-highNEC group, and the sensitivity of the highNEC-poor subgroup matches that of the randNEC group, as shown in Fig. 9b. Specifically, sensitivity in the highNEC-good subgroup (M = 0.93, SD = 0.03) was as high as in the directed-



Fig. 9 Between-experiment comparisons. a The receiver operating characteristics diagram of the directedhighNEC (Exp. 3, Fig. 8a) and randNEC (Exp. 1, Fig. 5a) conditions. Dashed lines represent median Hits (horizontal line) and Falsealarms (vertical line) as they were calculated for the highNEC condition (see Exp. 2, Fig. 7b). Note the clear separation of these results into upper-left and lower-right quadrants, respectively. b Mean sensitivity (A0 ) for participants receiving NECs in each of the three experiments. c Mean reaction time (in seconds) for these groups of subjects
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highNEC condition (M = 0.95, SD = 0.04), t(30) = 1.70, p = 0.10. At the same time, sensitivity in the highNECpoor subgroup (M = 0.73, SD = 0.11) was as low as in the randNEC condition (M = 0.75, SD = 0.07), t(30) = 0.52. Also, reaction time in the highNEC-good subgroup (M = 7.6 s, SD = 2.5 s) was as fast as in the directedhighNEC condition (M = 6.6 s, SD = 1.5 s), t(30) = 1.16, p = 0.25, see Fig. 9c. On the other hand, the mean reaction time in the highNEC-poor subgroup (M = 10.0 s, SD = 5.0 s) was not as fast as in the randNEC condition (M = 7.0 s, SD = 3.1 s), but this difference was not highly significant, t(30) = 1.91, p = 0.07, as a result of the large variability in participants’ reaction time in these two groups. Discussion Participants in the highNEC-good subgroup of Experiment 2 apparently implemented a similar or similarly effective categorization strategy as that used by participants in the directed-highNEC condition of Experiment 3. On the other hand, participants in the highNEC-poor subgroup from Experiment 2 failed to implement a useful categorization strategy, and they performed the categorization task just as the participants in the randNEC condition of Experiment 1, who received random constraints with low information value. The only difference was in reaction time, which was somewhat longer in the highNEC-poor subgroup than in the randNEC condition. This suggests that although participants in the highNEC-poor subgroup failed to properly use the information provided, they may have invested time trying to do it ineffectively.



General discussion In the introduction we described inherent ecological differences between positive equivalence constraints (PECs) and negative equivalence constraints (NECs). Our main observation was that PECs are more informative than NECs. We then hypothesized that this fact may affect the way people process PECs and NECs in general. That is, the statistical difference in usability of NECs and PECs may lead people to expect (inherently and presumably unconsciously) the NECs not to be informative. This expectation may result in their superior use of PECs and thus their inability to process even informative NECs. The current research findings strongly support this hypothesis. In Experiment 1, which was designed to evaluate baseline performance, we saw a clear advantage for category learning from randomly selected PECs compared to randomly selected NECs. Moreover, as expected from the theoretical background, random NECs were found to be
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poorly informative, enabling only categorization performance similar to that observed when participants merely performed associative categorization, as in the control condition without constraints. Experiment 2 investigated whether the fact that PECs and NECs are differently informative affects the way people process these constraints when they are equally and highly informative. Results showed that deliberately selected PECs, containing all the information needed for perfect performance, were in fact not more beneficial than randomly selected PECs (which are also likely to contain all the information needed for perfecting performance). In contrast, deliberately selected informative NECs enabled much better performance than randomly selected NECs. Taken as a group, participants in the highNEC condition had similar sensitivities to those in the highPEC condition. The main differences were that the highNEC group had a slower mean reaction time, a lower False-Alarm rate, and an evidently but non-significantly lower Hit rate. It seems like highNECs lead participants to use a more conservative decision criterion at the cost of a longer reaction time. Further analysis revealed an interesting dichotomy in the highNEC group: While in the highPEC group, sensitivity was normally distributed with a relatively small standarddeviation, in the highNEC condition, the sensitivity distribution was not unimodal and it had a relatively large standard-deviation. This pattern of performance in the highNEC condition was also apparent in the Hit and FalseAlarm distribution patterns, showing that about half of the participants in the highNEC condition performed almost perfectly while the other half performed poorly, as though they had not received any informative constraints at all. In contrast, in the highPEC condition, both nearly perfect and poor performances were relatively rare. Instead, most participants showed reasonably good performance. Further testing of reaction time also revealed that in the highNEC condition, responses were not only slower than with PECs, but they were also highly dependent on task difficulty and individual participant sensitivity; namely, participants with high sensitivity also had faster reaction times. These findings clearly demonstrate that while the use of PECs is accomplished relatively easily and intuitively, many people have difficulty in using highNECs in category learning tasks. Experiment 3 provided a number of surprising results. First of all, we found that the strategy for using highNECs could be readily learned via simple instructions, leading participants to nearly perfect performance. This change— compared to the non-directed highNEC case in Experiment 2—was probably due to improved performance of the potentially poor performing subgroup, bringing them up to the level of good performers. This result suggests that the failure of the poor performance subgroup in using
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Fig. 10 Schematic summary of performance in the three experiments of this study—with randomly chosen constraints (I) or highly informative constraints, without (II) or with (III) directions for their use. The level of performance with Positive Equivalence Constraints (left) was similar and moderate in all of the three experiments. Deliberately selecting constraints for maximizing information (highPEC, Exp. II) and providing participants with directions for how to use these constraints (directed-highPEC, Exp. III) did not improve performance compared to the randPEC condition (Exp. I). The pattern of performance with negative constraints (right) was different: While performance with randomly chosen constraints was poor (randNEC, Exp. I), deliberate selection of informative NECs (Exp. II) resulted in a bimodal distribution of performance with some participants performing poorly and others almost perfectly. Providing directions (Exp. III) resulted in near-perfect performance for most participants



highNECs was due to their inability to autonomously find the correct strategy, and not their inability to adopt new strategies. Still, it is surprising that a strategy for using highNECs was easily learned when instructions were provided, but many people (university students!) failed in intuitively implementing this strategy when performing the task without instruction. Second, we found that giving similar instructions for the best strategy for using PECs did not improve performance and participants remained at quite good, but not perfect performance levels. This difference between the benefit of instructions for using PECs and NECs was rather unexpected, and supports our main conclusion that people use PECs, but not NECs, intuitively. These findings also help in rejecting the possibility that the pattern of performance observed in the highNEC group in Experiment 2 could have resulted from some confusion of the poor performers concerning the experimental setting. Figure 10 summarizes participant performance in the three experiments. Note that performance with PECs is similar in all three experiments, while with NECs, performance improves for some when we gave informative NECs, and for all when directions were added. Strategies for using positive equivalence constraints The lack of change when provided with instructions for using PECs (in Exp. 3) may be accounted for by one of the



following: (1) participants’ default strategy was similar to the rule-based strategy suggested by the directions, and so the ‘‘tips’’ gave them no additional information, (2) participants’ default strategy, although different from the instructed one, led to similar performance levels, or, (3) the default strategy—while not optimal—was so natural and intuitive, that participants were reluctant or unable to shift to a potentially better strategy. Related to these alternatives are the questions: What is the default strategy that people use with PECs? Why is this strategy natural? Why is this strategy not optimal, in the sense that it leads to less-thanperfect performance (e.g. compared to the NEC group of Exp. 3)? We examine two alternative strategies in light of these questions. Similarity based strategy PECs seem to be naturally suited to an exemplar-like strategy, based on the storage of number of examples, or to a prototype-like strategy, based on abstraction of typical class elements. In our setup, however, participants were shown only pairs of objects of the same class (PECs). It may be difficult to build a prototype from two examples, and may be even more difficult to use an exemplar-based strategy with only two exemplars per category. Furthermore, the chief (an exemplar from the target category) was not necessarily from one of the categories shown in the constraints—and in fact usually was not—so that participants had to decide who belongs to the chief’s class based on only one example from the target category. Nevertheless, participants could derive the size and shape of typical classes (in the multi-dimensional space) by averaging over the pairs shown, and, using the chief as the prototype of this unknown class, decide which other objects belong to it. Thus, we cannot rule out the possibility that people use this type of strategy, which may be natural for PECs, even though it is not optimal in the current setting, which forces generalization using a rule-based strategy. Rule based strategy A strategy that is based on a rule determined by the constraints provided to the participant, could guarantee perfect performance in our experimental setting, if it were used correctly. Specifically, participants could reliably derive from PECs the identity of the dimensions that are relevant or irrelevant to classification in each experimental trial. They could do this in one of two ways: (a) For each pair in a PEC, find the dimension or dimensions that differentiate the two stimuli, and identify them as irrelevant. After all the irrelevant dimensions are collected (a union operation), identify the remaining dimensions as the relevant dimensions (a set-complement operation). This strategy is the one
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provided to participants in the directed highPEC condition of Experiment 3. (b) For each pair in a PEC, find the set of dimensions shared by the two examples, and identify these dimensions as potentially relevant. As additional constraint pairs are examined, compute the intersection of the identified sets of dimensions, i.e., the dimensions that are shared in all the pairs. The result is the set of relevant dimensions. If participants used one of these methods for the PEC condition, they could have ended up with an elevated level of False-Alarms (as seen even in ‘‘Experiment 3’’), because they may have missed less-salient relevant dimensions either when performing the set complement operation (in method a) or initially in identifying all the similarities within a constrained pair (method b). This error, due to missing less-salient dimensions, is prevalent in real-world cases, where the full group of possible dimensions may not be known or even inferable. Thus, even using this optimal strategy for PECs does not guarantee perfect performance. We return to the question raised at the beginning of this section: Why is there no improvement of performance in the PEC condition when directions are provided? We are left with the three possibilities outlined there, which we now express in terms of the two strategies outlined above: (1) Participants actually use the rule-based strategy from the outset, but this strategy does not lead to perfect performance. (2) They may intuitively use a similarity-based strategy and then indeed shift their strategy, but performance may not improve, since the False-Alarm level remains high. (3) Participants may intuitively use a similarity-based strategy, and, since this strategy is quite effective even when performing a rule-based task, they may be reluctant to learn another strategy, and thus do not shift to the rule-based strategy even when given directions for its use. This latter possibility is supported by earlier studies showing a tendency of participants to use similarity-based categorization strategies even when an explicit rule is provided (Allen and Brooks 1991). Strategies for using negative equivalence constraints We compare the cases of PECs and NECs in terms of the two strategies presented above. The use of an exemplar- or prototype-like strategy is even less appropriate to NECs than to PECs, and may be impossible even for highly informative NECs since this strategy is based on similarities among objects of the same class. An attempt to use this strategy with NECs must lead to very poor performance, similar to baseline performance with poorly-informative constraints or even no constraints at all. This is just what we found for many of our participants. Alternatively, participants could use a rule-based strategy, parallel to the one suggested above for PECs.
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Participants would identify as relevant the single dimension differentiating the stimuli of each pair, and collect these (a union operation) to form the set of relevant dimensions. No additional set-complement operation is needed, and less-salient relevant dimensions are highlighted directly by the constraints provided. Thus, perfect performance—without elevated False-Alarms—is likely, once this strategy is known and used. This is what we found for some participants even without giving them directions (Exp. 2), and for all participants who were given directions (Exp. 3). PECs versus NECs Two additional differences between the use of PECs and NECs require clarification: (1) the individual differences in the use of NECs, leading to a non-uniform distribution in the use of highNECs versus the uniformity and unimodal distribution for highPECs, and (2) the usefulness of giving directions for use of NECs but not of PECs. (1) The individual differences may be explained by two characteristics of the information provided by NECs, one which facilitates their use, and one which complicates their use: NECs provide information indicating a dimension that is relevant to categorization. Such information may be more easily integrated than that provided by PECs—which decisively indicate dimensions that are irrelevant. On the other hand, NECs provide information regarding two categories, both of which must be kept in mind simultaneously. This may be more difficult than the use of PECs, which relate to one category at a time. Thus, use of NECs inherently contains both a difficult aspect (relating to two categories simultaneously) and an easy aspect (directly pinpointing relevant dimensions). The relative weight of these two factors may depend on the strategy each participant implements (e.g. rule vs. similarity based), leading to the non-unimodal distribution in their use, and explaining why when not provided with additional directions, only some participants effectively used highly informative NECs. (2) The second major difference between PECs and NECs is that performance with NECs, in contrast to PECs, benefited significantly from the instructions regarding the optimal categorization strategy. Two factors may have contributed to this difference: (1) Participants were more open to advice on how to use NECs because they did not have a strong intuitive idea of what to do a priori; they may have been using an ineffective exemplar- or prototype-like strategy, another strategy, or no strategy at all. (2) It was easier for the participants to learn the rule-based strategy with NECs, perhaps because it did not involve a set-complement operation. This latter ease of abstracting the optimal strategy may also be the source of the excellent
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performance by the good-performing highNEC subgroup in Experiment 2; they may have used this strategy even without directions. Our findings reveal one way that behavior reflects statistical properties of objects and categories in the world: People have the tools needed to integrate PECs in category learning, since PECs are generally informative. In the case of NECs, only some people have the wherewithal for proper use of this information. Others, who lack this ability, are able to acquire it when provided with the necessary directions. Interestingly, NECs lead to better performance, once the proper strategy is found naturally or through directions. Implications for the categorization hierarchy The current findings have important implications for understanding known phenomena in category learning, and may provide an effective tool for predicting performance in a variety of category-learning tasks. As an example, the tendency of children to over-generalize when classifying objects (Clark 1973; Neisser 1987) may be seen as a consequence of their using mostly PECs, which, as pointed out above, can lead to disregarding less-salient, but relevant dimensions and a subsequently higher rate of FalseAlarms. Perhaps later in life over-generalization is reduced when more refined strategies are acquired and better dimension weighting is attained including less salient dimensions see (R. Hammer et al., submitted; Diesendruck et al. 2003; Hammer and Diesendruck 2005; Sloutsky 2003 for similar thoughts). For example, as we saw above, some people do learn to use NECs in the rare cases when they are informative, resulting in the reduction of such FalseAlarms. These findings also shed light on the hierarchical structure of our conceptual knowledge, pinpointing differences between levels and the possible source of the order of acquiring them. Specifically, superordinate and basic level categories are expected to contain objects which are both similar in many aspects (dimensions), but also are dissimilar in many other aspects (Neisser 1987; Murphy 2004; Rosch and Mervis 1975; note that superordinate categories require a further level of abstraction and use of more ‘‘functional’’ rather than perceptual dimensions than basic-level categories. As we demonstrated, identifying the relevant dimensions in such categorization scenarios can be done only from PECs—but not from NECs because two negatively constrained objects, i.e., from different categories, are expected to be dissimilar in many dimensions, only some of which are relevant. Informative NECs (with only very few discriminating dimension) should therefore be extremely rare for superordinate and basic level categories. The use of NECs might be relevant only on those



occasions when a supervisor intentionally selects informative NECs or highlights relevant discriminating dimensions. For instance, an adult telling a child, ‘‘You see these two (pointing to a horse and a dog), they are not the same because this one is large and that one is small’’ is adding to the information of the constraint itself, highlighting size as a relevant dimension for discriminating dogs from horses and shifting the child’s attention from other irrelevant dimensions in which the regarded two instances differ. Similarly, training medical diagnosis is more effective when novices are provided with an explicit rule including a list of differentiating symptoms. Nevertheless, after encountering a sufficient number of exemplars, further improvement involves use of similaritybased strategies (Kulatunga-Moruzi et al. 2001). The case of subordinate level categories is different. Here a pair of negatively constrained objects from different subordinate categories—but the same basic level category—will generally differ on very few dimensions that will also be less distinct (Murphy 2004). Such a constraint may often be informative. Thus, subordinate level categories can be learned from either PECs or NECs. Moreover, subordinate level PECs may be less useful since objects from subordinate categories are usually already perceived as similar, and so are likely to be perceived as belonging to the same category—as they are at the basic categorization level. In this context, PECs will not be useful in highlighting non-salient relevant dimensions for categorization although they might still be useful for identifying salient non-relevant ones. On the other hand, NECs may help in breaking default beliefs about the relation between highly similar exemplars, as illustrated in Fig. 11: This example suggests that NECs may act as a useful tool in boosting perceptual learning or dimension-creation by directing attention to subtle differences, between constrained instances, that otherwise would be disregarded or overshadowed by more salient ones. Later, the importance for categorization of these newly learned dimensions can be further evaluated. Similar ideas for NECs playing such a function are implied by Schyns et al. (1998) who discussed diagnostic-driven learning and differentiation in supervised categorization tasks. They and others provided examples for sensitization effects occurring only on task relevant dimensions that were identified via training in supervised categorization (Goldstone 1994b) or similarity judgment (Livingston et al. 1998) tasks. These differences in the possible roles of PECs and NECs for learning different levels of the categorization hierarchy may explain why it is often hard to learn subordinate level categories. PECs suffice—and may even be better—for learning basic level and superordinate level categories, but NECs may be crucial for learning
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Fig. 11 The role of NECs in perceptual learning and category learning: Before reading any further—try to determine quickly which of the three creatures above belongs to a different species than the other two. When asked, most people first choose creature C as the different one since its limbs are very different than those of the other two. But when provided with an indication that creature A is not of the same kind as creature B (NEC), people become aware of the differences between the creatures in terms of the size of the spikes on their back, a dimension that was previously left unnoticed. When



provided instead with the corresponding PEC, indicating that B and C are from the same category, people understand that the limb shape is not important, but yet they still do not notice or identify the spikessize dimension as a relevant one. We claim that using NECs in such a context is essential for learning. Our current findings suggest that even when overcoming the perceptual limitations when provided by such NECs, many will still find it difficult to correctly use the information provided by them



subordinate categories. Therefore, our current findings, demonstrating difficulties in using NECs even in a simple categorization task using easily identified dimensions (as verified in Exp. 3), suggest that subordinate-level categorization will be hard even without perceptual difficulties. Expertise must involve not only better perceptual capabilities, but also an ability to implement an appropriate strategy for using NECs. Viewed from a different perspective, perhaps the fact that discriminating subordinate level categories is less frequently necessary in everyday life may underlie people’s difficulty in using NECs.



NECs should affect their use by any agent, whether human, animal or machine, when faced with a category-learning, discrimination, or similarity-judgment task. For example, in many studies involving animal training, the often wearying effort of teaching an animal to discriminate between multidimensional stimuli e.g. (Brosch et al. 2005) can be avoided by the use of well chosen stimulus pairs during training. The use of highly informative NECs—when possible—is expected to be most beneficial for teaching discrimination between different types of stimuli. At the same time, it would be of interest to determine if animals possess biases against the use of even informative NECs, similar to those observed here in humans. Similarly, in the context of machine learning, it has already been demonstrated that an EM (Expectation-Maximization) clustering algorithm designed for using equivalence constraints has difficulty using even informative NECs, but easily succeeds in learning target categories when provided with PECs (Hammer et al. 2007; Hertz et al. 2003; Shental et al. 2004). This limitation arises from the fact that this algorithm represents categories by cluster centers and the distributions around these centers, i.e., they are conceptually similar to prototype-based classifiers. As described above, PECs are more efficient than NECs for calculating prototypes; but see (Winston 1982 on learning from ‘‘near misses’’, as an example of a possible algorithm which learns from NECs).



Other theoretical implications The current findings may have implications for additional category learning phenomena. More specifically, the role of PECs versus NECs may change when faced with complex or fuzzy boundaries including boundaries in typical XOR learning e.g. (Dixon et al. 2000; Kinder and Lachnit 2003; Palmeri and Noelle 2002) or information-integration tasks e.g. (Ashby and Maddox 2005; Avrahami et al. 1997; Palmeri and Noelle 2002). The conclusions discussed earlier are consistent with NECs being more suitable for these difficult cases, since they may more clearly define questionable boundaries. We suggest that these cases may be more difficult also because they depend on the use of NECs. Although the current research was designed to test human use of equivalence constraints in category learning, it also raises theoretical issues that are directly relevant to other fields of research. In the introduction, we described theoretical limitations in the use of PECs and NECs that are relevant in any context involving the identification of common or discriminating attributes in a multidimensional object space. The differentiating properties of PECs and
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Future research The current study provides insight into category learning strategies and dynamics. Further study is needed to address related questions concerning the separate role of PECs and NECs. As discussed earlier, we expect differences in the
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use of PECs and NECs in early development: Children might use PECs as do adults, but their use of highly informative NECs may be similar to the poorly performing adult group (Experiment 2). Recent findings already provide some support for this claim (Hammer et al., submitted). In another direction, it would be interesting to see what happens when non-binary dimensions discriminate between otherwise very similar categories (i.e., with similar property values). Here informative NECs may play a more significant role, as they do for subordinate categories (see above). Acknowledgments This study was supported by a ‘‘Center of Excellence’’ grant from the Israel Science Foundation, a grant from the US-Israel Binational Science Foundation, and a grant by the EU under the DIRAC integrated project IST-027787. Preliminary results of this study were presented in the annual meeting of the Cognitive Science Society, Stresa, Italy, July 2005. We would like to thank Lee Brooks and Gil Diesendruck for their comments. We also thank Michael Ziessler and an anonymous reviewer for their useful comments.



Appendix 1 We analyze the dependence of the number of possible PECs, NECs, and highNECs on the number of objects and categories. Note that all PECs are informative for identifying relevant dimensions while in the case of NECs, only the highNECs (negative constraints made up of two objects from two different categories that differ in their value on only a single dimension) are adequately informative for such a task. To simplify the discussion, we assume that the number of objects in each category is identical. Specifically, let c = the number of categories. n = the number of objects in each category. d = the number of relevant dimensions, assuming binary dimension, d = log2c It follows that number of PEC ¼



ncðn  1Þ ; 2



n2 cðc  1Þ ; 2 ncd : number of highNEC ¼ 2



number of NEC ¼



This calculation shows that the total number of PECs is much smaller than the total number of NECs specifically when the number of categories, c, is large. In addition, highNECs (NECs which provide 1 Bit of information) are a small subset of NECs when the number of category members, n, is large. Specifically:



PEC ncðn  1Þ ðn  1Þ 1 ¼ 2  1  NEC n cðc  1Þ nðc  1Þ c highNEC ncd log2 c 1 ¼ 2   NEC n cðc  1Þ nc c In the current experiment, nc = 32. When d = 2, c = 4 and n = 8. Then, there are 112 PECs and 384 NECs, of which 32 are highNEC. When d = 3, c = 8 and n = 4. Then, there are 48 PECs and 448 NECs, of which only 48 are highNEC.
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Results – Chapter 3 The development of category learning strategies: What makes the difference?



The data presented in this chapter was accepted for publication (after revision) shortly after the approval of this dissertation: Hammer, R., Diesendruck, G., Weinshall, D., & Hochstein, S. (in press, 2009). The Development of Category Learning Strategies: What Makes the Difference? Cognition.
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ABSTRACT Children seem to have difficulty acquiring categories at the subordinate level. The present study examines an account of this developmental phenomenon, grounded on possible differences in the comparison processes required for learning categories at different hierarchical levels. Adults and children performed category learning tasks in which they were exposed either to pairs of objects from the same novel category or pairs of objects from different categories. The objects were designed so that for each category learning task, two features determined category membership whereas two other features were task irrelevant. In the learning stage participants compared pairs of objects noted to be either from the same category or from different categories. Object pairs were chosen so that the objective amount of information provided to the participants was identical in the two learning conditions. We found that when presented only with object pairs noted to be from the same category, young children (6 ≤ YO ≤ 9.5) learned the novel categories just as well as older children (10 ≤ YO ≤ 14) and adults. However, when presented only with object pairs known to be from different categories, unlike older children and adults, young children failed to learn the novel categories. These findings may explain young children's difficulty in learning subordinate-level categories – which may significantly depend on comparing objects from different categories. We discuss the cognitive and computational factors that may give rise to this comparison bias, as well as its expected outcomes.
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INTRODUCTION Categorization enables generalization from a few experiences to novel conditions while reducing dramatically the computational complexity of perceived events. An important characteristic of categorical knowledge that allows this economic representation is its hierarchical organization. Namely, objects or events are not only grouped into categories, but categories are also organized in an inclusive structure, with different levels of abstraction (Murphy, 2003; Rosch et al., 1976). In particular, highly abstract – superordinate – categories (e.g., "furniture”, “animals”), comprise more specific – basic-level – categories (e.g., "chair", "dog"), which in turn include even more specific – subordinate – categories (e.g., “rocking chair”, “poodle”). Developmental psychologists have long been interested in children’s acquisition of such organization. One view argues that the first categories acquired by children are at the basiclevel (Brown, 1958; Malt, 1995; Rosch et al., 1976) – e.g., children prefer labeling an animal as a "dog", rather than referring to it with a superordinate ("animal") or subordinate ("poodle") label. Lately, a number of researchers have suggested that both perceptually (Quinn, 2004; Younger & Fearing, 2000) and conceptually (Keil, 2008; Mandler, 2008), children start off with broad categories, and gradually move down to more specific levels of abstraction. For example, Quinn and Johnson (2000) showed that 2-month-old infants are capable of discriminating between mixtures of different mammals and furniture, but not between cats and a mixture of other basiclevel categories of mammals including elephants, rabbits, and dogs. While these accounts seem to disagree about the developmental starting point, they concur that subordinate-level categories are the last to be acquired (see also Furrer & Younger, 2005; Horton & Markman, 1980; Mervis & Crisafi, 1982; Waxman et al, 1997, for supportive findings). The goal of the present study is to test an account of this developmental phenomenon, grounded on processes of comparison. It has been suggested that the hierarchical representation of concepts results from the "objective" structure of object categories. Specifically, it is argued that basic-level categories can be easily learned because, on the one hand, they are quite homogenous, while on the other, they are fairly distinct from each other (Malt, 1995; Rosch et al., 1976). The representation of superordinate-level categories might be relatively more complex since they are less homogenous. Finally, more specific, subordinate-level categories may be more difficult to acquire since, despite their being even more homogenous than basic-level categories, they are
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not as distinct from other subordinate-level categories associated with the same basic-level category (Markman & Wisniewski, 1997; Murphy & Brownell, 1985). The above description implies differences in the modal computations of similarities and dissimilarities typically required for acquiring categories from the different hierarchical levels (see for instance, Markman & Wisniewsky, 1997). Specifically, basic-level categories may require that a learner identify both within-category similarities and between-category dissimilarities. In fact, one may argue that in many cases, the former kind of computation will suffice to give rise to basic-level categories, because of the high-degree of between-category distinctiveness, together with only fairly good within-category cohesiveness at this level. Categories at the superordinate-level, in turn, demand that the learner ignore somewhat striking within-category exemplar dissimilarities, focusing instead on relatively abstract similarities correlated with few perceptual similarities. Finally, subordinate-level categories, in which there is high within-category similarity, place the heaviest weight on detecting subtle dissimilarities between exemplars from different categories. This analysis suggests that when deciding whether two items belong to the same category, the kinds of computations that learners have to undertake vary according to the level of abstraction at which the learner is categorizing. Thus, the computations regarding betweenobject similarities and differences that are available to or favored by a learner, should impact the level of abstraction at which the learner is proficient at categorizing items. The hypothesis guiding the present study is that the late emergence of subordinate level categories in children may result from their difficulty in the computational processes required for learning subordinate categories – namely, identifying few subtle between-category differences. A number of researchers have argued that psychologically, the computation of similarities and differences are indeed not necessarily complementary. For instance, Tversky (1977) noted that the weight of similar versus distinctive features varies across tasks, and Medin, Goldstone, & Gentner (1990) concluded that the type of features on which adults focus depends on whether the task at hand requires attention to similarities or to differences. The present study examines the implications of these computation differences in the context of category learning via comparison of exemplars. We hypothesize that differential developmental changes, in the usability of comparison processes, may partly explain the developmental changes in the hierarchical structure of concepts.
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For the last two decades, scholars have emphasized the importance of comparison processes for category learning (e.g. Gentner & Markman, 1994; Gentner & Namy, 2006; Kurtz & Boukrina, 2004; Markman & Gentner, 1993; Namy & Gentner, 2002). One important conclusion deriving from these studies is that comparison may differentially stress similarities and dissimilarities between compared items. For instance, in their studies on the role of structural alignment and comparison, Markman and Gentner (1993) showed that when comparing pairs of similar words (words representing similar concepts), adults were capable of listing more similarities than when comparing pairs of dissimilar words. Curiously, the reverse was not true – when asked to list differences, subjects listed more differences for the compared similar pairs than for the dissimilar pairs. Furthermore, differences were specified mostly when they could be aligned (e.g., having two legs vs. having four legs). When differences could not be aligned (e.g., having wings vs. having horns), they were more likely to be ignored (Gentner & Markman, 1994). Consistent with these findings, Boroditsky (2007) found that comparison of two objects highlighted to adults the similarities between the objects, even when participants were encouraged to address the differences between them. This comparison bias increased the perceived similarity between objects. In their review of this literature, Doumas, Hummel and Sandhofer (2008) suggested that when two objects are compared, similar properties are represented twice, and as a result similarities receive twice the input as do differences. They concluded that this may give rise to the reported "attention bias", in which similarities overshadow differences. Shifting to developmental studies, this comparison bias seems to be even more evident: Gentner and Namy (1999) found that comparing two perceptually similar category members, increased 4-year-olds’ tendency to categorize the objects taxonomically (rather than thematically, for instance). Furthermore, they showed that providing children with a common label for objects encouraged comparison, whereas providing conflicting labels deterred it (Namy & Gentner, 2002). Findings with 12-month-old suggest that this comparison bias is present already at the earliest stages of word learning (Waxman & Braun, 2005). As a number of developmental researchers have concluded, a common label seems to foster children’s acquisition of a category because it implies that commonalities among the referents of the label must exist (Gentner & Namy, 2006; Waxman & Lidz, 2006). These findings with adults, and especially with children, intimate that in the process of comparing objects, similarities among category members eclipse differences. The goal of the present study is to test the inverse implication, namely, how this comparison bias favoring the
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processing of similarities may affect category learning. To recap, for global categories, category learning by comparing objects that share the same label or function (i.e., objects from the same category) can be appropriate and perhaps even sufficient, since the main challenge here is to identify the few features that are common to category members (within-category similarities). In contrast, for learning highly specific categories, comparing objects with different labels or functions (i.e., objects from different categories) may have greater value, since there are not only many common features within each subordinate-level category, rather there is also high between-category similarity. Since this is the case, the challenge is to identify the few features that distinguish between members of different categories. The implication of the above analysis of the processing of similarities and differences is that, while logically, comparison of Same-Class Exemplars (i.e., comparing objects from the same category) and Different-Class Exemplars comparison (i.e., comparing objects from different categories) should be equally useful for category learning, these two comparison processes differ fundamentally. In particular, comparing same-class exemplars is useful for highlighting relevant within-category similarities, and possibly irrelevant within category differences. In turn, comparing different-class exemplars is useful for highlighting possibly relevant between category differences, and irrelevant between category similarities. That is, same-class and different-class comparisons both involve the processing of similarities and differences, but for each comparison type, similarities and differences have a different meaning for category learning. If as intimated by the literature, the processing of similarities is cognitively favored and available developmentally earlier than the processing of differences, then children might have an easier time acquiring categories via comparison of same-class exemplars, than via comparison of different-class exemplars. Given the analyses described earlier about the differences in the kinds of computations involved in categorization at different hierarchical levels, support for this hypothesis would partly explain why categories at hierarchical levels whose acquisition rests heavily on the processing of differences – namely, subordinate-level categories – pose more difficulty for acquisition than categories that rest heavily on the processing of similarities. To the best of our knowledge, no developmental study has systematically investigated the differential contributions of comparison of same-class exemplars vs. comparison of differentclass exemplars for category learning (but see Hammer et al., 2005; 2008; in press, for findings with adults). The current study is designed for this purpose, testing both children and adults. Unlike previous studies on comparison processes, we systematically dissociate the two
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comparison types. Furthermore, we test the process of category learning by comparison, rather than how comparison is used when referring to already familiar categories. We undertook a series of methodological precautions in order to ensure that the hypothesized condition differences would most likely result from the operation of a cognitive bias, rather than from category-specific prior knowledge, perceptual properties of the objects, or other aspects associated with the pairing of the compared objects: First, we equated the amount of objective information provided to the participants in the two conditions (see description in the Methods section). Second, in the two experimental conditions participants had to learn the same categorization rules, one group by same-class comparison and the other group by differentclass comparison. Participants in the two conditions were then tested on exactly the same task, using exactly the same stimuli. Third, we used novel stimuli, and counterbalanced the common vs. the distinctive features, so as to exclude any possible interference of previous domainspecific knowledge or feature salience. Furthermore, we also encouraged participants to attend to both the similarities and differences between the compared stimuli during the learning stage in both conditions. Finally, in order to exclude the possibility that the comparison bias is associated with the processing of labels, we also avoided the use of labels as category identifiers. Based on the adult, but especially the developmental literature suggesting an advantage of comparison by similarity over comparison by difference, we expected early elementary-school aged children to be better at learning categories from comparison of similar-class exemplars than from different-class exemplars, but older children and adults to perform equivalently in these two conditions. Alternatively, if under such controlled conditions, young children show similar proficiency in learning from different-class exemplars comparison as from same-class exemplar comparison, then this may suggest that the previously reported comparison bias is more specific. That is, it might be reasonable to conclude that the bias results from other factors associated with everyday life learning conditions of natural categories rather than from a general cognitive bias as we postulate. Children’s age range was selected so as to maximize the possibility of observing variance in performance across development, while at the same time ensuring that children were mature enough to complete the categorization tasks with minimal intervention by the experimenter.
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METHODS Participants Forty adults (19 ≤ years ≤ 36), 20 early elementary school aged children (6 ≤ years ≤ 9.5), and 20 older children (10 ≤ years ≤ 14), participated in the experiment (similar numbers of males and females). In the statistical analysis we refer to participants' age using both rational scale and a categorical scale in which children's age categories are determined by their median age. We obtained written consent from adult participants and parental consent for participating children. See Table 1 for further information on participants' ages. Table 1. Mean and standard deviation (SD) of participants' age in the different experimental conditions and age groups. Condition/Age-Group



Same-Class Exemplars



Different-Class Exemplars



6 ≤ Age ≤ 9.5



10 ≤ Age ≤ 14



Adults



M = 7.70



M = 11.10



M = 24.71



SD = 1.06



SD = 1.29



SD = 5.15



n = 10



n = 10



n = 20



M = 7.55



M = 11.20



M = 25.45



SD = 1.07



SD = 1.48



SD = 3.61



n = 10



n = 10



n = 20



Materials Five sets of computer generated color images of "alien creatures" were used as stimuli. Each set was characterized by four binary feature-dimensions that could differ and determine creature categories within the given set (that is, for each set, 16 creatures were created). Stimuli were designed so that the differences between the creatures in all varying feature-dimensions were highly distinctive (see Fig. 1). The experiment was conducted using a laptop computer with a 15-in screen, set to a resolution of 1280 × 1024 pixels. Stimulus presentation was done using software specially designed for the experiment. In each experimental trial, a pair of stimuli was simultaneously presented in the center of the computer screen. Each stimulus occupied 320 × 320 pixels, and the two stimuli were separated by a gap of 320 pixels. Both children and adults responded directly, using the two keys of a mini-sized computer mouse. The left key was marked with a green smiley sticker, and the right key was marked with a red smiley sticker.
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Figure 1. (a) The stimuli created for set 1. Each creature can be identified by the unique combination of its eye, skin color, fur color, and tail. Marked with pink frames are two orthogonal exemplars, i.e., two creatures that differ in allll 4 dimensions. (b) Two "orthogonal" exemplars from sets 2 2--5 (from top to bottom).



Design and Procedure Participants in each age group were randomly assigned to one of two experimental conditions – the learning from Same-Class Class Exemplars condition and the learning from Different-Class Different Exemplars condition. There were no significant differences in terms of mean ages of participants between the two experimental conditions in each of the age groups (all p > .3; see Table 1). The experimentall task was a simple same/different task in which participants decided whether two simultaneously presented creatures were of the same creature kind, or of two different kinds. Each participant performed the category learning task for five stimulus sets (identical entical tasks for children and adults). Each categorization task had three blocks: the prelearning test block consisted of 8 test trials, the learning block consisted of 4 learning trials, and the post-learning test block consisted of 8 additional test tr trials. ials. In each one of the test blocks, half of the test trials presented pairs of creatures of the same kind (identical in the 2 prepre selected relevant dimensions), and half were of different kinds (different in one of the prepre
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selected relevant dimensions, and one of the irrelevant dimensions). The overall similarity between the paired creatures, in respect to the varying features, was always alike whether the two creatures were of the same kind or from different kinds, making a strategy based on overall similarity judgment inadequate. Taken together, in each one of the test blocks there were four trials in which the paired creatures were identical in the two relevant features, two trials in which they differed in the first relevant and one of the irrelevant features, and two trials in which they differed in the second relevant and one of the irrelevant features (see more details below). We used identical stimulus pairs for the test blocks in the two experimental conditions. Participants concluded the three-block categorization task for one stimulus set, and then moved on to the next set. Before starting the experiment, participants were told that they were going to play a game in which they would learn about different creatures living on a remote planet. Participants were further instructed that they would have to decide whether each two creatures presented together are of the same kind (pressing the left mouse key) or two different kinds (pressing the right mouse key). Participants were then told that, "Creatures of the same kind do not need to be identical, as two different dogs are not totally identical although they are of the same kind. Similarly, two creatures from two different kinds do not have to be totally dissimilar, as a dog and a cat also share many properties although not being of the same kind". Participants in the Same-Class Exemplars condition were then instructed that when two creatures appear inside a green frame, it means that the two creatures are necessarily of the same kind. Similarly, participants in the Different-Class Exemplars condition were instructed that when two creatures appear inside two separate red frames, it means that the two creatures are necessarily of different kinds. Participants were further instructed that when such a "clue" is provided, they should respond by pressing the left/right key. In addition, they were told to look for both similarities and differences in order to try and identify what is important to know about these creatures, and so as to decide later whether other paired creatures are of the same kind or not. Following the instructions, participants performed one warm-up categorization task that was similar to the experimental tasks but had no time limit. While performing the warm-up task, the experimenter repeated the instructions to ensure that the participant knew which keys to use for "same" vs. "different" responses, and that the participant understood the meaning of the clues. After performing the warm-up task, the participant started the experimental task with the
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first stimulus set without further intervention by the experimenter (except the verbal encouragement given to children at the end of each category learning task). No feedback was provided for error or success. Pre-Learning Test Block. In the pre-learning test block of the experiment, trial duration was four seconds, and participants had to respond within this period of time. The time interval between trials was half a second. In each of the test trials, the two presented creatures were identical in exactly two out of the four possible feature-dimensions, and differed in the other two. Thus, the amount of similarity vs. dissimilarity with respect to the four varying features was roughly balanced, reducing possible response bias. To further reduce the possibility of response bias, in each experimental condition there were actually two sub-conditions, which differed in the selected relevant feature-dimensions. The pre-learning test block provided an indication of participants' baseline performance, enabling an estimation of the contribution of unsupervised learning to performance in the task. It also allowed participants to become familiarized with the particular dimensions in which features varied for a given set. This phase of the experiment was identical in the two conditions. Learning Block. The only difference between the two experimental conditions was in the learning block, which included different stimulus pairs within the colored frames indicating their relation (same kind/different kinds). At the beginning of each learning block, a slide stating "be prepared for the clues" indicated to the participant the beginning of the learning phase (it was also verbally announced by the experimenter). After this slide disappeared, four pairs of creatures appeared, one after the other, each with a designating "clue", as follows; In the SameClass Exemplars condition the two creatures appeared inside a green frame indicating that these two creatures are of the same kind. In the Different-Class Exemplars condition, the two creatures appeared in two separate red frames indicating that these two creatures are of two different kinds. Each pair of creatures differed by only one irrelevant feature in the Same-Class Exemplars condition, or by only one relevant feature in the Different-Class Exemplars condition. This pairing enabled a decisive definition concerning the irrelevance or relevance of the specified dimension, respectively. Although the relation between the two presented creatures in the learning block was obvious, in order to verify that participants understood the clues, they identified the categorical relation between the creatures by pressing the relevant mouse key. Each one of the four trials in the learning phase lasted 6 seconds (separated by a half second interval).
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The information quantity that was provided to the participants in the learning block was maximized and equalized between the two experimental conditions. Fig. 2a illustrates an example of the hypothesis space that the participants could have figured while performing the pre-learning test block for the specific experimental tasks. The table presents the four different binary feature-dimensions in which this set of creatures varied: Tail, Eye, Fur, and Skin dimensions. H1 to H16 represent the 24 = 16 possible combinations for irrelevant (marked with "0") and relevant (marked with "1") dimensions. At one extreme, Hypothesis 1 suggests that no dimension is relevant for categorization – that is, all creatures can be treated as if they are from the same category. At the other extreme, Hypothesis 16 suggests that all dimensions are relevant for categorization – that is, each creature should be treated as if it is from a different category. The two feature-dimensions selected to be relevant for categorizing these particular creatures are the Tail and the Eye dimensions. The participants were asked to deduce this when provided with either same-class or different-class indications. Fig. 2b illustrates the learning in the Same-Class Exemplars condition. The upper two exemplars are from the same-class (as indicated to the participants by the green frame) and they differ only in their fur color. This same-class “clue” indicates that fur color is not relevant for categorization since the within category variation in this dimension is similar to its between category variation. This eliminates all the hypotheses in which fur color is relevant (the hypotheses marked in green in the table below the stimulus pair). By reducing the hypothesis space by half, this same-class indication provides − log 2 8 16 = 1 bit of information. The sameclass exemplars of the lower pair differ only in their skin color. This same-class indication suggests that skin color is also not relevant for categorization. This eliminates all the remaining hypotheses in which skin color is relevant leaving the participants with the four hypotheses in which both fur and skin color are not relevant for categorization. This same-class indication also provides − log 2 4 8 = 1 bit of information. Taken together, the two same-class exemplars indication provided 2 bits of information by eliminating all the hypotheses in which either one of the irrelevant dimensions is marked as relevant (leaving only H1, H5, H9, and H13). Additional same-class exemplar indications cannot provide any further information since all the irrelevant features are already specified. Nevertheless, in each category learning task we provided four same-class indications (using four different pairs) so that each irrelevant feature was specified twice. This was done to ensure that participants had sufficient opportunities to identify the task relevant features.
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Figure 2. An illustration of the measures that were taken for equalizing the information quantity in the two learning-by-comparison conditions. (a) A table illustrating the initial hypothesis space (16 possible hypotheses): all the possible combinations for relevant dimensions (marked as “1”) and irrelevant dimensions (marked as “0”). (b) Two same-class exemplars indications (paired creatures in a green frame). The table below the upper same-class exemplars represents the remaining hypotheses after being provided with the same-class indication suggesting that fur color is irrelevant (H1, H2, H5, H6, H9, H10, H13, and H14). The table below the lower same-class exemplars represents the remaining hypotheses after being also provided with the indication that skin color is irrelevant (H1, H5, H9, and H13). (c) Two different-class exemplars indications (paired creatures in two red frames). The table below the upper different-class exemplars represents the remaining hypotheses after being provided with the indication that the tail is relevant (H9 – H16). The table below the lower different-class exemplars represents the remaining hypotheses after being also provided with the indication that the eye is relevant (H13 – H16).
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Fig. 2c illustrates the learning in the Different-Class Exemplars condition. The upper two exemplars are from different-classes (as indicated to the participants by the two red frames) and they differ only in their tails. This different-class “clue” indicates that the tail is relevant for categorization since this is the only feature discriminating two creatures from two different kinds. This eliminates all the hypotheses in which tails are irrelevant (marked in red in the table below the stimulus pair). By reducing the hypothesis space by half, this different-class indication provides − log 2 8 16 = 1 bit of information. The lower two different-class exemplars differ only in their eyes. This different-class indication provides additional − log 2 4 8 = 1 bit of information by suggesting that eyes are also relevant for categorization, leaving only the four hypotheses in which both tails and eyes are both relevant (H13 – H16). Additional different-class exemplars indications cannot provide any further information since all the relevant features are already specified. Here we also provided four different-class indications (using four different pairs) so that each relevant feature was specified twice. Thus, the information quantity of all the same-class or different-class indications that were used is 1 bit, and for each task in either conditions participants received a total of 2 bits of information (and received them twice, redundantly) for each category learning task with each creature set. Nevertheless, it is also obvious that even when optimally used, each type of indication leaves few alternative hypotheses in addition to the correct one (the “true hypothesis” is H13 in which the Tail and Eye dimensions are both specified as relevant, and the Fur and Skin colors are specified as irrelevant). Alternative not-disproved hypotheses either exclude also Tail and/or Eye as irrelevant (for the same-class exemplars condition) or include Fur and/or skin color as also relevant (for the different-class exemplars condition). Post-Learning Test Block. Immediately after the learning block, the post-learning test block started. This test block was identical for both conditions, and was similar in format and stimuli to the pre-learning test block. In this phase, however, participants were instructed to make their decisions according to what they had learned during the learning block. After the categorization task for one set was completed, there was a five second interval before the task with the next stimulus set started. Fig 3 presents a schematic illustration of the experimental task.
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Figure 3. Schematic illustration of the categorization task for one set. The task-relevant dimensions are tails and eyes. In the pre-learning test block, participants could only guess whether or the two presented creatures were from the same kind. Nevertheless, this test phase enabled participants to identify the potentially relevant features for this set (features in which these creatures can differ). In the Same-Class Exemplars learning block, participants could learn from the first "clue" – that the two presented creatures are of the same kind despite differing in fur color – that fur color is not relevant for category membership. From the second clue they could have learned that the creatures' skin color is also irrelevant. The two additional clues provided the same insights concerning the creatures' fur and skin colors (using different stimulus pairs), leaving the creatures' eyes and tails as the only possible relevant features for establishing category membership. From the first clue in the Different-Class Exemplars learning block, participants could learn that the creatures' tail is important since it is the only feature discriminating two creatures noted to be of different kinds. Similarly, from the second clue participants could have learned about the importance of the creatures' eyes. In the post-learning test block, participants had to perform the task according to what they had just learned in the learning block. In the examples illustrated here, for the upper pair participants should have responded that the two are not of the same kind since they differ in their eyes. For the lower pair participants should have responded that the two are of the same kind since they have identical eyes and tails. Note that the creatures pairs used in the test phases were identical for both conditions.
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RESULTS Our main hypothesis was that there would be no significant effect of condition among older children and adults, but there would be a significant effect among younger children in favor of the Same-Class Exemplars condition. Complementarily, the hypothesis was that there would no effect of age on performance in the Same-Class Exemplars condition, but that there would be such an effect in the Different-Class Exemplars condition. We measured participant ability to learn the new categories by using the non-parametric sensitivity measure A' (Grier, 1971), calculated from participant Hits (correctly identifying two creatures as belonging to the same category) and False-Alarms (incorrectly identifying two creatures as belonging to the same category). A' = 0.5 represents chance performance, A' = 1 represents perfect performance, and 0 < A' < 0.5 represents response confusion. For each participant we calculated his or her average performance in all five sets. Participants with A' < 0.5 or more than 12% of missed trials in the post-learning test block were excluded from the analysis (see Table 2). For the analysis, we used as dependent measures both participant A' in the post-learning test block (denoted as post-A'), and the difference between this and their measured A' in the pre-learning test block (post-A' minus pre-A'). The latter measure (denoted as A'-difference) "filters out" participants' guessing strategy. Table 2. Number of participants excluded from the experiment in each age group and experimental condition. Condition/Age-Group



6 ≤ Age ≤ 9.5



10 ≤ Age ≤ 14



Adults



Same-Class Exemplars



3



1



5



Different-Class Exemplars



2



1



3



In order to evaluate the effect of age on sensitivity, we first calculated the Pearson correlation between participants' age (in years) and their post-A' score, for each experimental condition separately. In order to reduce the relative weight of age differences among adults (which is less relevant), we calculated the correlations between performance and the natural log of age. We found no significant correlation between ln age and post-A' in the Same-Class Exemplars condition, r(38) = .12, p = .47, but the correlation between ln age and post-A' in the Different-Class Exemplars condition was highly significant, r(38) = .66, p < .0001. This result
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supports our hypothesis that the capacity to learn from different-class exemplars develops with age, whereas the capacity to learn from same-class exemplars is available even for young children. An ANOVA with post-A' as dependent variable, age group (young children, older children, and adults), and experimental condition (Same-Class Exemplars vs. Different-Class Exemplars) as between-subject factors, revealed no main effect of condition, F(2, 74) = .53, p = .47, but a significant effect of age group, F(2, 74) = 10.74, p < .0001, ηp2 = .23. Importantly, there was a significant interaction between condition and age, F(2, 74) = 4.38, p < .02, ηp2 = .11 (see Fig 4-left). Independent samples t-tests on the effect of condition within each age group showed that young children's post-A' score was significantly higher when they were trained with same-class exemplars (M = .74; SD = .12) than when they were trained with different-class exemplars (M = .62; SD = .12), t(18) = 2.24, p < .05, d = 1.05. There was no such condition effect for older children, t(18) = .26, p = .80, and adults' performance was somewhat better when they were trained with different-class exemplars (M = .87; SD = .09) than when they were trained with same-class exemplars (M = .80; SD = .14), t(38) = -1.99, p = .054, d = .65, though this difference was not statistically significant.



Figure 4. Left: Mean (and standard errors of) sensitivity in post-A' by condition and age. Right: Mean (and standard errors of) sensitivity change from pre-test to post-test, i.e. A'-difference, by condition and age. Note the superior sensitivity and greater sensitivity change for same-class exemplars in young children, and the opposite effect in adults (as well as for older children in regard to sensitivity change). Note also the increase in both measures with age for different-class exemplars and nearly no dependence on age for same-class exemplars.
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Moreover, one-way ANOVAs showed a significant effect of age on the post-A' score only in the Different-Class Exemplars condition F(2, 37) = 18.39, p < .001, but not in the Same-Class Exemplars condition F(2, 37) = .79. Post-hoc Scheffe tests showed that in the Different-Class Exemplars condition, young children's performance (M = .62; SD = .12) was significantly lower than that of older children (M = .80; SD = .11) and adults (M = .87; SD = .09) (p < .005 in both cases). There was no significant difference in the post-A' score between older children and adults, p = .23. Similarly, an ANOVA with A'-difference as the dependent variable revealed no main effect of condition, F(2, 74) = .89, p = .35, but a significant effect of age, F(2, 74) = 5.18, p < .01, ηp2 = .12. Again there was a significant interaction between condition and age, F(2, 74) = 7.47, p < .002, ηp2 = .17 (see Fig 4-right). T-tests on the effect of condition within each age group showed that for young children, improvement was significantly greater when they were trained with same-class exemplars (M = .32; SD = .16) than with different-class exemplars (M = .12; SD = .14), t(18) = 2.86, p < .02, d = 1.35. An opposite pattern was found in the other age groups, such that improvement was greater when provided with different-class exemplars than when provided with same-class exemplars – though only for adults the condition effect was statistically significant – older children, t(18) = -1.92, p = .071, d = .91; adults, t(38) = -2.71, p < .02, d = .88. One-way ANOVAs showed a significant effect of age on the A'-difference only in the Different-Class Exemplars condition F(2, 37) = 11.54, p < .001, but not in the Same-Class Exemplars condition F(2, 37) = .12. Post-hoc Scheffe tests showed that in the Different-Class Exemplars condition, young children’s improvement (M = .12; SD = .14) was significantly smaller than that of older children (M = .43; SD = .16) and adults (M = .45; SD = .21) (p < .005). There was no significant difference in the A'-difference between older children and adults, p = .98. Taken together, the above analyses show that for young children, learning from sameclass exemplars is more effective than learning from different-class exemplars. For older children, and especially for adults, the exact opposite is the case. Participants' Response-Bias In order to evaluate the effect of learning condition (Same-Class vs. Different-Class) on the response bias in each age group, we analyzed the changes in participants' Hit and False-Alarm



76



rates separately. More specifically, we analyzed the difference between participants' Hit rate in the post-learning test block and participants' Hit rate in the pre-learning test block (denoted as Hit-difference). Positive values represent improvement in performance (increase in the Hit rate after learning; Hit-difference = 0 represent no improvement). Similarly we analyzed the difference in participants' False-Alarm rate (denoted as FA-difference). Negative values represent improvement in performance (reduction in the False-Alarm rate after learning; FAdifference = 0 represent no improvement). Fig 5 illustrates participants' False-Alarm and Hit rates plotted on a Receiver Operation Characteristics (ROC) diagram.



Figure 5. ROC diagram presenting mean False-Alarm and Hit rates (error bars represent standard errors). Distance from the diagonal solid line represent sensitivity level (with points on the line representing chance performance, A' = 0.5). Distance from the diagonal dashed line represents response bias (points below this line represent "conservative" performance). Gray arrows roughly illustrate the performance change (magnitude and direction) from the pre-learning test blocks (not circled) to the postlearning test blocks (circled).



An ANOVA with FA-difference as the dependent variable revealed both a significant effect of condition, F(2, 74) = 9.23, p < .005, ηp2 = .11 (a larger reduction in the False-Alarms rate in the Different-Class Exemplars condition than in the Same-Class Exemplars condition), and a significant effect of age, F(2, 74) = 7.50, p < .002, ηp2 = .17, but no significant interaction between condition and age, F(2, 74) = .37, p = .69. One-way ANOVA with Scheffe post hoc tests showed that this latter main effect results from the lack of significant reduction in young
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children’s False Alarm rate (M = -.06; SD = .16), in both experimental conditions, as compared to adult False Alarm reduction (M = -.24; SD = .17), p < .05. An ANOVA with Hit-difference as the dependent variable revealed no effect of condition, F(2, 74) = 2.93, p = .09, but a significant effect of age, F(2, 74) = 3.55, p < .05, ηp2 = .09. More importantly, there was a significant interaction between condition and age, F(2, 74) = 8.22, p < .001, ηp2 = .18. Further investigation of this interaction using one sample t-tests (with test value = 0) for each condition in each age group separately, showed that learning from same-class exemplars helped increase the Hit rate for young children (M = .36; SD = .13), t(9) = 8.93, p < .001, d = 5.95 , older children (M = .38; SD = .18), t(9) = 6.78, p < .001, d = 4.52, and adults (M = .25; SD = .24), t(19) = 4.75, p < .001, d = 2.18. In turn, learning from different-class exemplars did not have a significant effect on young children's Hit rate (M = .00; SD = .13), t(9) = .12, p = .91, but it dramatically increased the Hit rate of older children (M = .34; SD = .26), t(9) = 4.07, p < .005, d = 2.71, and adults (M = .38; SD = .27), t(19) = 6.34, p < .001, d = 2.91. In summary, learning by same-class exemplars comparison is significantly helpful in increasing children's Hit rate – i.e., for correctly identifying creatures that are of the same kind. But this comes with the cost of over generalization – i.e., occasionally identifying creatures of different kinds as if they are from the same kind. In contrast, for adults, learning from sameclass exemplars resulted both in an increased Hits and reduced False-Alarms rates. In the different-class exemplars condition, participants' pattern of behavior was quite different. Namely, learning from different-class exemplars was highly useful for older children and adults, enabling increased sensitivity without changing their response bias. However, for younger children, learning from different-class exemplars had only a minor contribution in reducing their FalseAlarm rate.
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DISCUSSION In the current study, we tested the contribution of objects comparison to category learning. Specifically, we tested the differential utility of comparing same-class exemplars vs. differentclass exemplars. We hypothesized that if the bias to favor commonalities over differences in comparison processes indeed contributes to the late acquisition of subordinate categories, then both children and adults should be able to learn effectively new categorization principles by comparing same-class exemplars, but young children should have greater difficulty than adults when comparing different-class exemplars. Alternatively, if the bias had no relevance to the developmental findings regarding hierarchical structure, then no such age by condition interaction should occur. The results strongly support the former hypothesis. Our findings show that elementary school aged children (6 to 9.5 years old), similar to teenagers (10 years old and older) and adults, were capable of learning a categorization principle after being presented with a few paired same-class exemplars. In contrast, when provided with paired different-class exemplars, young children, but not older children or adults, showed poor performance. In fact, while young children showed the greatest improvement in category learning performance when presented with same-class exemplars, older children and adults learned even better when presented with different-class exemplars. A number of studies in the developmental literature have noted the importance of comparison for category learning. For instance, Gentner and Namy (1999) found that when young children are asked to categorize an object (e.g., a banana) in isolation, they often do so by using similarities that are either thematic (e.g., grouping it with a monkey) or perceptual (e.g., grouping it with a moon). However, when the same object is paired with another object from the same superordinate category (e.g., an apple), children switch back to sorting it taxonomically (e.g., grouping it with an orange). These researchers, and others, noted that the process of comparison invites children to perceive, attend to, or perhaps even actively search for, commonalities between the compared items (Gentner & Namy, 2006). Waxman has argued that this may be a major source of the finding that applying the same label to different objects facilitates categorization (Waxman, 1999). What the present findings reveal, however, is that this "consequence" of comparison is in fact a bias, especially for young children. In every comparison process, the observer can potentially detect both commonalities and differences between items, and the capacity to detect these could, a priori, be equivalent. Our findings are consistent with the idea that detecting commonalities is favored.



79



Our analysis of the error patterns supports the above conclusion. In particular, young children's high False-Alarm rate mean that they were especially prone to over generalize, thus including in the relevant category objects that did not fit all of its defining features. There is indeed a vast developmental literature on young children's tendency to over generalize, ranging from overextensions in word learning (Gelman et al., 1998), to over regularizations in rule learning (Marcus et al., 1992). In the present context, this finding fits current claims in the categorization literature that children start off with fairly global categories, and only later they break these down into narrower classes (Mandler, 2008; Quinn, 2004). The pattern of errors among the older participants, mainly the reduction of False-Alarms, suggests a potential advantage for using different-class exemplars (see also Hammer et al., 2005; 2008; in press) – an advantage not available to young children. Namely, comparing different-class exemplars that differ only in a single salient property, as it was the case in the current experiment, is very useful for identifying a relevant dimension for categorization. Apparently, starting in late childhood, people become capable of implementing this useful strategy for learning by different-class exemplars comparison. Young children's relative difficulty of learning from different-class exemplars, even when the two learning conditions are objectively similarly useful as in the present study, can contribute to our understanding of the late emergence of subordinate categories. Specifically, the argument is that learning global categories requires mainly detection of few within-category commonalities while ignoring the many within-category differences, something that can be effectively achieved by same-class comparison. In turn, learning subordinate-level categories requires primarily detection of the few between-category differences, something that is most effectively achieved via different-class comparison. It thus follows that the differential usability of these two learning-by-comparison processes across ages documented here, may give rise to developmental changes in the hierarchical structure of categories. An open issue underlined by the current findings relates to the origins of this comparison bias. Why does learning from same-class exemplars emerge earlier than learning from differentclass exemplars? A number of motivational and/or cognitive causes are plausible. One motivational response is that early in development, children may lack the need or interest to learn highly specific categories, thus leading to less practice in different-class exemplars comparison. A cognitive possibility is that the two comparison processes place different
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demands on working memory (Halford et al., 1998), which in turn might give rise to the developmental differences. A second cognitive possibility is that the two processes require different kinds of inferences. In particular, from same-class exemplars, learners can infer that if two objects have the same feature, then they are of the same kind. In turn, from different-class exemplars, learners can infer that if two objects do not have the same features, then they are not of the same kind. In other words, for objects to be of the same kind, they need to share other features. This inference from negation may be harder, especially for younger children. A final possibility we would like to propose, however, is that there are objective computational differences between the two comparison processes. As it will become clear, the strength of this account is that it makes the comparison bias inevitable, thus providing an ecological explanation for the development of the hierarchical structure of categories. The Information Quantity of Exemplars Comparison In the experiment reported here, we predefined the target categories by two feature-dimensions, e.g., the Tail and the Eye, and deliberately equated the information quantity in the two learning conditions by providing participants with either same-class indications or different-class indications with information value of 1 bit. In recent studies, however, Hammer et al. (2007; 2008) showed that the qualitative differences between same-class and different-class comparisons are, in fact, typically associated with a quantitative difference in the information content of these two comparison types. Specifically, a typical same-class comparison is significantly more informative than a typical different-class comparison. This statement is demonstrated by the example portrayed in Fig. 6, which presents a scenario similar to the one illustrated in Fig. 2, wherein creatures differ on four possible feature-dimensions. In terms of same-class comparisons, Fig. 6 reveals that, unlike the stimuli presented in the current experiment, not all same-class indications provide 1 bit of information. Being constrained only by the requirement that the two paired creatures will share the same tail and eye, the following same-class indications are possible. (1) If informed that a creature is of the same kind as itself (or another apparently identical creature; Fig 6b.1), then we are provided with no information. Such indication does not permit us to exclude any of the hypotheses presented in the hypotheses table (Fig. 6a), and thus, − log 2 16 16 = 0 bits. (2) If two paired same-class creatures differ in a single feature (Fig 6b.2), then we can exclude all the hypotheses in which this feature is identified as relevant, i.e., − log 2 8 16 = 1 bit (leaves H1, H2, H5, H6, H9, H10, H13, and H14). This is the type of pairing used in the learning phase in the
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Same-Class Exemplars condition of the current experiment. (3) If two paired same-class creatures differ in two features (Fig 6b.3), then we can exclude all the hypotheses in which either one of these features is relevant, − log 2 4 16 = 2 bits (leaves H1, H5, H9, and H13). (4) If we had more generalized categories than those used in the experiment, such as categories in which same-class creatures could also differ in their tails (Fig 6b.4), then even more informative same-class indications would have become available, − log 2 2 16 = 3 bits (leaves only H1 and H5). As the within category variation increases, which is the case with general categories, the information content of a typical same-class indication also increases.



Figure 6. The different information quantity possibilities for same-class and different-class comparison for four dimensional feature spaces. (a) The hypotheses table. (b) Same-class exemplars pairs, from poorly informative (I) to highly informative (IV). (c) Different-class exemplars pairs, from poorly informative (I) to highly informative (IV).
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In turn, different-class indications are constrained by the requirement that two paired creatures will differ at least in the tail or the eye, thus giving rise to the following possibilities: (1) If two paired different-class creatures differ in all four features (Fig 6c.1), then we can exclude only the hypothesis in which no dimension is relevant (H1) − log 2 15 16 = 0.093 bit. (2) If the two different-class creatures differ in three features (Fig 6c.2), then we can exclude only the hypotheses in which none of the features differentiating the two creatures is relevant,



− log 2 14 16 = 0.193 bit (exclude only H1 and H3). (3) If the two different-class creatures differ in two features (Fig 6c.3), then we are provided with − log 2 12 16 = 0.415 bit (exclude only H1, H2, H3 and H4). Finally, (4) if the two different-class creatures differ in only one feature (Fig 6c.4) – as was the case in the Different-Class Exemplars condition of the current experiment – then we are provided with − log 2 8 16 = 1 bit (exclude H1, H2, H3, H4, H9, H10, H11, H12, and H13). From this analysis, we can see that the maximal information value of different-class indications will always be 1 bit. Only when the between category similarity is high, which is the case between subordinate-level categories, then the number of between category differences decreases, and the relative portion of the more informative different-class indications increases with respect to the poorly informative ones. In sum, excluding the null case in which we are informed that a creature is of the same kind as itself, the minimal information quantity of same-class indication is equal to the maximal information quantity of different-class indication. Furthermore, as the number of irrelevant feature-dimension increases, the information quantity of a typical same-class indication exponentially increases, while the information quantity of a typical different-class indication exponentially decreases (for the formal proof, see Hammer et al., 2008, Appendix 1). As a result of this analysis, we suggest that even an ideal observer, who has no specific motivation for creating a particular hierarchical organization of categories, and no constraints on working memory or inferential capacities, will nonetheless face difficulties in learning from haphazard different-class indications simply because these are objectively poorly informative. In contrast, the information content of same-class indication is always high, enabling observers to identify irrelevant variation in almost all conditions (see Hammer et al., 2007, for a computer simulation supporting this statement). That is, it may be the case that everyday life experiences have motivated us to perceive different-class indications as worthless.
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Moreover, the information quantity of a typical same-class indication is expected to be higher than that of a typical different-class indication due to the fact that same-class indications are transitive (if A = B, and B = C, then A = C), but different-class indications are not (if D ≠ E, and E ≠ F, then the relation between D and F cannot be inferred). Although transitivity is not relevant to the category learning task we tested here, we suggest that its usability in everyday life scenarios may have also contributed to expectations for receiving valuable information only from same-class comparisons. In summary, this survey suggests that: (1) the differential usability of same-class and different-class indications is an objective fact; (2) same-class indications are always highly informative for identifying irrelevant within category differences, and their information value increases as one shifts to more global categories where the within category variation is large; and (3) different-class indications will be informative only when the compared different-class exemplars differ in very few features. The postulated causality that can be derived from these conclusions is that the hierarchical structure of categories may emerge from the computational limitations of using same-class and different-class indications, especially when the learner has limited computational resources. In particular, subordinate-level category learning will require information that can be gained mainly from different-class comparisons. However, given that collecting pieces of coherent information from haphazard different-class comparisons is computationally very demanding, this learning process is unlikely to be rewarding. Consequently, young children are likely to typically rely either on same-class comparison processes, or on unsupervised category learning strategies affected by bottom-up factors such as global similarity judgment biased by the distinctiveness of object features (e.g., Hammer & Diesendruck, 2005; Samuelson & Smith, 2000; Sloutsky, 2003). This, in turn, will make the learning of more global categories commonplace, and the learning of subordinate categories infrequent. Over-generalized category representations may also result from the fact that although same-class indications have high information content, learning only from same-class comparisons may end up with a potentially increased number of False-Alarms (but not Misses). This is so because the constraints imposed by same-class indications always leave alternative hypotheses, in addition to the correct one (H13 in the example described in Fig. 2), in which some of the relevant feature-dimensions are suspected as irrelevant (as is the case with H1, H5, and H9). If people implement a heuristic by which they look for the simplest representation possible consistent with the constraints imposed by the provided same-class indications, then
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there is high likelihood that they will select an over simplified representation such as the one suggested by H9 or H5, in which only one of the relevant features is indeed treated as relevant, or perhaps even H1, in which none of the features is taken to be relevant. At the same time, using this "simplification of representation" heuristic when trained with informative different-class indications is likely to lead learners to select the correct hypothesis (H13), since this will always be the simplest representation suggested by these indications. The response bias analyses reported here support the idea that people, at least partially, follow this heuristic. Later in development, perhaps in order to meet further everyday life demands, people adopt tools appropriate for learning more specific categories, and become capable of extracting insights by comparing objects from different categories. But this requires further effort since informative different-class indications are not likely to become available by sheer chance. In fact, in many circumstances, even adult participants need to be "pushed" in order to correctly execute learning by different-class exemplars comparison (Hammer et al., 2005; 2008). Moreover, such learning may require the availability of an "expert supervisor", knowingly providing the learner with different-class exemplars that are similar enough to be informative. This may not only drive the learner to reconsider few easily perceived different-class exemplar differences as important, but it may also boost perceptual learning by forcing the learner to identify subtle differences between apparently identical exemplars. For example, training physicians by contrasting two highly similar X-ray images, one of a patient with early tumor and one of a healthy subject, may help them detect the subtle few diagnostic features associated with the pathology, even without any further guidance (for similar ideas, see Allen & Brooks, 1991; Brooks, 1987; Brooks, Norman, & Allen, 1991). Although there is a relatively heavy cost in searching for more informative different-class indications or extracting information from relatively poorly informative different-class indications, different-class exemplars comparison may become crucial at a later developmental stage in order to refine conceptual knowledge. On the other extreme, comparison of highly dissimilar same-class exemplars may force the learner to reconsider very few subtle similarities as important. This may be essential for learning abstract or highly generalized categories. Eventually, the two learning by comparison processes are necessary for learners to shift from shallow categorization driven by overall similarities between objects, to categories defined by networks of core properties and the visually accessible properties that are most strongly associated with them. It is this flexibility and depth in categorical representation that are the trademarks of human conceptual knowledge.
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General Discussion and Conclusions Summary In the first Results chapter I presented a study describing the computational properties of category learning by comparison. We suggest that learning by comparison should be treated as two separate processes: Learning from same-class exemplars comparison (positive equivalence constraints) vs. learning from different-class exemplars comparison (negative equivalence constraints). We showed that these processes differ qualitatively from each other: As the distance between same-class exemplars (in a multidimensional feature space) increases, the expected information gain when comparing them also increases. As the distance between different-class exemplars increases, the expected information gain when comparing them is reduced. Another computational advantage in using same-class exemplars comparison is that same-class indications are transitive but different-class indications are not. We further show that the two learning processes also differ quantitatively, so that learning from same-class exemplars is expected to be more often informative than learning from different-class exemplars. In this respect, we suggest that though the two learning processes seem to be useful for the same goal, they in fact differ and should be treated as complementary. This may require two different strategies (algorithms) for maximizing performance when using each of the comparison types. We further suggested that the two learning processes may be used differently, and will develop separately in humans. In the second Results chapter I presented a study in which we tested adults capabilities in leaning new categorization rules by either same-class or different-class indications. In the study presented in this chapter we showed that a proper use of different-class indications significantly depends on the way these are selected: Haphazard different-class indications were found to be poorly informative, enabling categorization performance similar to that observed when participants merely performed associative categorization, as in the control condition in which participants were not provided with any supervision. On the other hand, haphazard sameclass indications enabled improved performance relative to the unsupervised condition (or when haphazard different-class indications were provided). Yet, same-class indications were not sufficient for perfecting human categorization performance. Insuring that the same-class and different-class indications provide participants with equal and sufficient information for maximizing performance had no effect on participants’ performance when trained with sameclass indications, but it had a significant effect in improving the performance of many
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participants when trained with different-class indications. It seems that the information provided by the rare informative different-class indications was highly useful for some participants, and not useful at all for the others. Nevertheless we found that the strategy for using informative different-class indications could be readily learned via simple instructions, leading all participants to nearly perfect performance when provided with information building blocks. This result suggests that the failure of the poor performance subgroup in using informative differentclass indications was due to their inability to find quickly the correct strategy, and not their inability to adopt new strategies. Giving similar instructions for the best strategy for using sameclass indications did not improve performance and participants remained at quite good, but not perfect performance levels. In the third Results chapter I described a study in which we compared the capabilities of children, in different age groups, with those of adults in leaning new categorization rules by either same-class or different-class indications. Our findings show that elementary school aged children (6 to 9.5 years old), similar to older children (10 years old and older) and adults, were capable of learning new categorization principles when being trained with same-class indications. In contrast, when trained with different-class indications, young children, but not older children or adults, showed poor performance. In fact, while young children showed the greatest improvement in category learning performance when presented with same-class exemplars, older children and adults learned even better when presented with different-class exemplars (similar to the adults participants performing the third experiment described in the second chapter of the Results). Taken together, the studies presented in this dissertation not only show that comparison processes are highly important for category learning, but also that the two comparison processes, same-class exemplars comparison and different-class exemplars comparison, differ in their objective computational properties and in their usability by humans. Next I will explain how the computational properties of the two comparison processes may affects human conceptual knowledge and thinking.



Processes of Comparison and their Implications for Human Cognition The reported computational analysis (first Results chapter), together with the behavioral findings (second and third Results chapters) suggest that the different computational properties of the two comparison processes may have a dramatic effect in shaping fundamental cognitive
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abilities of humans, and probably of other living species. Furthermore, the current findings suggest means for predicting human category-learning limitations in different learning conditions and in different stages of development. As we have shown, comparing same-class exemplar pairs is expected to be always highly useful, but even in a simplified category learning task they are not sufficient for perfecting performance. The use of same-class indications by humans is imperfect even when the objective conditions might enable perfect performance. In reference for this statement, we executed a computer-simulation for testing similar conditions to those tested in the behavioral study reported here (Hammer et al., 2007; see Appendix 1). This simulation showed that a constrained EM (Expectation-Maximization) algorithm always performs almost perfectly in a categorization task when being trained with a few same-class indications, even when these are randomly selected. The algorithm performance level in these conditions was A′ > 0.9 in all tests, (and A′ = 1 in most of them), suggesting that the objective amount of information needed for perfect performance was available. However, our human participants failed in achieving this level of performance when trained with same-class indications, although they (adults) were quite capable of achieving similar performance levels with different-class indications when these were similarly informative. That was true specifically when participants (adults and older children) where encouraged to compare the paired objects and to attend both similarities and dissimilarities whenever comparing same-class or different-class exemplars. In contrast, comparing different-class exemplar pairs is not expected to be useful in most everyday life scenarios. This statistical/computational fact clearly emerges from the analyses provided here. The analysis presented in the first and second Results chapters suggest that in the absence of an expert supervisor that knowingly selects informative different-class exemplar pairs and “feeds” them to the learner, learning from different-class indications is expected to be of little value. Furthermore, even when informative different-class indications are selected by an “expert supervisor” (as was the case in the highNEC condition in the study described in the second Results chapter) participants' performance varied dramatically, suggesting that different people execute different learning strategies when faced with informative different-class indications. In addition, it seem that the capability of properly using informative different-class indications evolve only at late childhood (third Results chapter). We suggest that these behavioral biases emerge from the computational facts presented here – that is, the fact that informative different-class exemplars are rare in most everyday life scenarios results in a
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relatively poor proficiency level in using the information provided by them at early childhood and even at later age (at least when not directed for how to use the provided information). Nevertheless, comparing informative different-class exemplar pairs can sometimes be quite rewarding: When executed correctly, as occurred in the directed-highNEC condition in the second Results chapter, comparing different-class exemplars enables superior performance than that achieved by comparing same-class exemplars. We suggest that this difference between same-class and different-class exemplars comparisons is an outcome of the fact that same-class exemplars comparison directly indicates only those dimensions that are irrelevant, while different-class exemplars comparison may directly indicate the relevant ones. Since eventually generalization of a categorization rule requires identification of the relevant dimensions, even perfectly identifying all the irrelevant dimensions will not be sufficient for perfecting performance. As demonstrated in Fig. 1b in the paper presented in the first Results chapter, knowing that two distinct birds are from the same category is at most sufficient for knowing that the salient features that distinguish the two are not important for determining if two birds are from the same kind or not. Nevertheless it is not sufficient for identifying the relevant features for perfecting bird categorization. Furthermore, the qualitative difference between the usability of same-class and differentclass indications result in the fact that when learning a categorization rule with only differentclass indications or with only same-class indications, most of the alternative categorization rules consistent with the constraints imposed by the provided indications will differ in the two cases: If learning a categorization rule with only different-class indications, most of the alternative categorization rules will suggest that a relatively large number of feature-dimensions should be considered as task relevant, and this may result in an over-complicated representation of objects categories (overfitting). On the other hand, if learning a categorization rule with only same-class indications, most of the alternative categorization rules will suggest that a relatively small number of feature-dimensions should be considered as relevant, and this will result with an over-simplified representation of objects categories. The categorization rules consistent both with the same-class and different-class indications will usually be very few. This idea is described in more detail in the Discussion section of the third Results chapter (specifically see the example in Fig. 6 of this manuscript). If human participants are biased to select a relatively simple categorization rule consistent with the constraints imposed by the provided same-class or different-class indications, the probability to select a less appropriate rule is higher when
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provided with only same-class indications than when provided with only informative differentclass indications. In fact, one reason for the superiority of the constrained EM algorithm, when tested with same-class exemplars, emerges from its ability to execute Principle Component Analysis (PCA) as a first step (see the Introduction for details). This provides the algorithm with a representation for all the possible relevant dimensions in which there is informative variance. Later, by executing the “learning from same-class indications” step, the algorithm updates its covariance matrix to fit the constraints imposed by the provided same-class indications. This could be described as if the EM algorithm “identifies” the irrelevant dimensions (dimensions in which the within-category variation is the same as the between-category variation) which then enables it to “identify” also the complementary set of relevant dimensions. Humans do not, and apparently cannot, behave similarly: We are limited and driven by the physical properties of objects in the world and their representation in our perceptual systems. The salience of object features interact with our requirements and it may happen that physically salient features will overwhelm our judgment by overshadowing less salient, but potentially more relevant, features – that is, perceived features that better predict the behavior or core properties of a perceived object. It might be possible that people execute a kind of PCA – namely, they can learn without any supervision the variation of features in the world. But even if they do, it seems that such learning in humans may be still limited by the prior biases of our perceptual system. One can further claim that such perceptual biases, if they exist, are also driven by evolutionary constraints shaping our perceptual system, so that features that were more important for our survival have become perceptually more salient. But since feature-importance seems to be context dependent, such an evolutionary mechanism is likely to be quite limiting. Furthermore, it is not unlikely that changes in our everyday life demands exceed evolutionary changes in our perceptual system, perhaps forcing other brain areas to become involved in creative ways when facing these increased demands. Learning by comparison, and more specifically learning by comparing different-class exemplars, might be such a “higher” learning process. These processes becomes most valuable whenever there is little correspondence between the overall similarity between objects and their categorical identity – situations in which unsupervised categorization will fail to satisfy our needs. The above statement implies that the human brain may have evolved so that additional neuronal circuitries need to be engaged when learning requires processing rare yet informative
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different-class indications and not only same-class indications. This hypothesis is supported by a recent study we conducted (Hammer et al., manuscript in preparation) and from which some preliminary data is provided in Appendix 2. In this fMRI (functional Magnetic Resonance Imaging) study, testing human subjects, we found that the dorsal striatum (part of the main input structure of the basal ganglia) is significantly more associated with processing informative different-class indications than it is associated with processing similarly informative same-class indications. In fact, neuronal activation in the dorsal striatum when processing same-class indications was no higher than when participants performed a control task that involved processing similar visual input and producing the same motor responses but did not require learning new categorization principles. These functional imaging findings correspond with previous findings concerning the possible role of the dorsal striatum in category learning. Specifically it was claimed that the dorsal striatum become associated with category learning whenever the task involved learning a simple categorization rule (e.g. Ashby et al., 2007) or in later stages of the learning process (e.g. Seger & Cincotta, 2005). In the fMRI study presented in Appendix 2, participants learned new complex categorization rules (the conjunction of two feature-dimensions) and they had to learn these rules very rapidly (by comparing a few pairs of either same-class exemplars or different-class exemplars). We found that the dorsal striatum become highly involved in such learning conditions mainly when learning requires processing different-class indications. To conclude, our functional imaging study suggests that the dorsal striatum is mainly involved in processing informative between-category variation irrespective of the structure of the learned categories, the complexity of the categorization rule or the stage of learning, as suggested by others. Processing informative between-category variations can be executed whenever we are explicitly provided with different-class indications (as was the case in our experiments), or whenever we make Correct Rejections (correctly deciding that two objects are from different kinds) or False-Alarms (incorrectly deciding that two objects are from the same kind). From the studies presented in this dissertation we can learn that different-class exemplars may be highly useful when the compared exemplars are selected carefully, but even then it is not always sufficient for perfecting human performance. Nevertheless, as demonstrated, the process of category-learning from informative different-class indications can be triggered in adults (or older children) by using simple directions (but see the relevant findings with young children). We further showed that the constrained-EM algorithm we tested frequently failed when trained with informative different-class exemplars, suggesting that its architecture is
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not the appropriate one for using this source of information. Here, the flexibility of the human brain in adopting new learning strategies prevailed. At this point it is important to note an additional advantage of the constrained-EM algorithm (in addition to its capability to perform a PCA stage) – the algorithm was provided in advance with the number of categories to which objects should be categorized. That is, the constrained-EM algorithm is quite useful for identifying the relevant and irrelevant featuredimensions (using same-class indications), but it is “not as capable to infer” the number of categories (which is considered to be a hard problem in machine learning). Being provided with the number of the-to-be learned categories, the algorithm was capable to perform the categorization task almost perfectly when computing same-class indications, but not when computing informative different-class indications. Moreover, computing randomly selected different-class indications had little value for improving the algorithm performances when compared with its unsupervised version. In contrast, our human subjects were not informed about the number of categories need to be learned, but nevertheless they were capable of estimating this number by using the information provided by either same-class or informative different-class indications. As mentioned earlier, in most scenarios neither same-class indications nor differentclass indications are sufficient for pinpointing a single (most correct) categorization rule. Accordingly, being trained with only one type of indications may result with an error even when optimizing the use of the provided information: Although same-class indications usually have high information content, learning only from same-class exemplars comparison may end up with a potentially increased number of False-Alarms (but not Misses). This is so because the constraints imposed by same-class indications always leave alternative hypotheses, in addition to the correct one, in which some of the relevant feature-dimensions are suspected as irrelevant. If people implement a heuristic by which they look for the simplest representation consistent with the constraints imposed by the provided same-class indications, then there is high likelihood that they will select an over simplified representation. At the same time, using this "simplification of representation" heuristic when trained with informative different-class indications is likely to lead learners to select the correct hypothesis, since this will always be the simplest representation suggested by these indications. The response bias analyses reported in the second and third Results chapters support the idea that people, at least partially, follow this strategy. This also enabled them to deduce the number of categories when using the process of exemplars comparison: When provided with same-class indications, people under estimate the
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number of categories. When provided with different-class indications, people avoid “overcomplicating things” and thus overfitting is prevented. In this respect, the current findings with human subjects may shade light on possible ways to design computer algorithms capable of estimating the number of object clusters within a given task using the information provided by equivalence constraints. This computational issue of determining the complexity of conceptual knowledge and category representation is highly related to the hierarchical structure of human conceptual knowledge and the cognitive strategies used for organizing categories. I further claim that this directly relates to the usability of same-class and different-class indications. Fig. 5 illustrates four different scenarios that briefly explain the problem involved in gaining a hierarchical representation of categories and how this is related to the interaction between similarity-based categorization and category learning by comparison. In Fig. 5.A where a duck is contrasted with three elephants, we can expect that even a naïve young child will be able to easily decide that animal 3 (the duck) is the odd one. Here there is no room for confusion – the duck shares very few similarities with the elephants, while the elephants are highly similar to each other in almost any visible aspect. When contrasting two homogeneous basic-level categories (ducks vs. elephants) associated with two highly distinct superordinate-level categories (birds vs. mammals), categorization is straightforward and requires no supervision (there is a “single possible objective structure” which can be detected). In Fig 1.B the duck (bird) is again contrasted with three mammals, but this scenario is different: Now the duck is not contrasted against a single basic-level category of mammals, but rather against a heterogeneous sample representing three quite different basic-level categories (see also Quinn et al., 1993 for children categorization capabilities in similar conditions). Here it is more difficult to identify features in which the duck differs from the others since now the number of mammalian-common-features is much smaller than in the scenario illustrated in Fig. 1.A. For example, the salient differences in size and global shape are no longer useful for discriminating the duck from the others because the mammals also significantly differ from one another in these respects. That is, there are many within-category (mammals) irrelevant differences that overshadow some of the between-category (mammals vs. birds) relevant differences. When having no prior knowledge, the best default categorization strategy when faced with these four animals may be to consider each one as if it belongs to a different kind. In this case, discriminating the ducks from mammals will first require a more demanding search for other features common to the mammals' superordinate-level category. This is a case in which
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same-class indications may have high value for identifying the many irrelevant features (irrelevant variations within a superordinate category), leaving only a smaller number of differences to consider when contrasting mammals vs. birds birds.



Figure. 5. (A) Three elephants and a bird. The bird (#3, a duck) differs from the homogeneous group of elephants in almost every visible aspect, making categorization easy and direct. ((B)) Three mammals and a bird. The bird (#3) again differs from the mammals (#1, a dog; #2, a rat; #4, an elephant) elephant in almost every visible aspect, but since now there is also large within category variation in the mammals' superordinate category, identifying the "oddest animal" is not necessarily straightforward. (C) ( Three ducks and an eagle. The eagle (#4) shares many similarities with the ducks. Nevertheless, eagles and ducks also differ in more than few quite salient aspects making unsupervised categorization still manageable. manageable (D)) Two Mallard ducks (#1, #2) and Two Mandarin ducks (#3, #4) where a naïve observer is not expected to discriminate the two categories correctly. Subordinate Subordinate-level level categorization is more likely to involve situations in which irrelevant between category differences overshadow the few relevant ones.
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As the similarity between categories increases, categorization may also become more complicated: In the scenario presented in Fig. 1.C, categorization is not as easy as the case illustrated in Fig. 1.A: Here all the animals share many similarities. Nevertheless, animal 4 (eagle) also differs from the relatively homogeneous ducks category in more than few features, some of which are quite salient (such as the overall size). Basic-level categories will often be reasonably homogeneous yet different from other basic-level categories making it easy to identify both some salient within-category similarities and between-category differences (Markman & Wisniewski, 1997). That is, discriminating between basic-level categories (ducks vs. eagles) taken from the same superordinate category (birds) can be also done without supervision, but yet the chance of confusing relevant features with irrelevant ones is higher in this case than in the case described in Fig 1.A. In such conditions, being provided with sameclass indications may have some value in reducing the probability of errors. Since there are more than few differences between exemplars from two different basic-level categories, informative different-class indications are not likely to be available in such scenarios. In the scenario illustrated in Fig. 1.D it becomes even more unlikely that the four animals will be categorized correctly when having no specific prior knowledge. Subordinate-level categorization will require directed learning since the visible features relevant for discriminating these categories are expected to be few, and these may also be overshadowed by the large variation in more salient but less relevant feature-dimensions. If informed that Duck 1 and Duck 2 are from the same category (Mallards), or that Duck 3 and Duck 4 are from the same category (Mandarins), such same-class indications might be sufficient for suspecting that texture is not the best feature required for categorizing ducks (due to the within category variation in this feature). Nevertheless this will not be sufficient for suspecting that these four animals are associated with two different categories, as it is not sufficient for identifying the features that might best discriminate between Mallard and Mandarin ducks. If informed that Duck 1 and Duck 3 are from different categories, or that Duck 2 and Duck 4 are from different categories, this poorly informative different-class indications may be sufficient for suggesting that there are subcategories of ducks, but they will not provide the best indication for how to discriminate between these subcategories – it may (mistakenly) suggest that the salient difference in colorfulness is sufficient for this purpose. Differently, if informed that Duck 1 and Duck 4 are from different categories although these are highly similar in their overall appearance (including their colors), this informative different-class indication may help highlighting finer, more relevant, differences such as the thickness of the head plumage or the length of the beak.
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The above examples suggest that in some conditions categorization can be executed with no specific learning. This is possible when contrasting two relatively homogenous categories that dramatically differ from one another (e.g. Fig. 1.A). But in many other conditions specific learning is required: When there is little within-category similarity (as it is with the superordinate-level mammals category in Fig. 1.B), we will need same-class indications which are best to confirm that "not so similar" exemplars are in fact from the same category. This may encourage comparing the referred same-class exemplars in order to identify the few within category similarities, to ignore many irrelevant within category dissimilarities, and to deduce a more generalized categorization principle. At the other extreme, when there is many between category similarities (as it is with the subordinate-level categories presented in Fig. 1.D), we will need different-class indications confirming that highly similar exemplars are in fact from different categories. This may encourage comparing the different-class exemplars in order to identify the few between-category differences. As more specific categorization is required so there is an increased requirement for using prior "conceptual knowledge" directing our attention to the relevant features for categorization (Keil, 2008; Mandler, 2008). As we showed here, a way for gaining this knowledge is proper use of the two comparison processes. The theoretical analysis presented here suggests that the information required for fine tuning our conceptual knowledge is not readily available in many everyday life scenarios. An even more disturbing finding presented here is that even when the needed information for improving categorization performance is available, people may often fail in using it properly. This specifically seems to be the case until late childhood. It seems that only later in development, perhaps in order to meet further everyday life demands, people adopt tools appropriate for learning more specific categories, and become capable of extracting insights by comparing objects from different categories. This requires further effort since informative different-class indications are not likely to become available by sheer chance. Moreover, such learning may require the availability of an "expert supervisor", knowingly providing the learner with different-class exemplars that are similar enough to be informative. Although there is a relatively heavy cost in searching for informative different-class indications, or extracting information from relatively poorly informative different-class indications, comparing different-class exemplars may become crucial at some point in order to refine conceptual knowledge. At the other extreme, comparing highly dissimilar same-class exemplars may enable one to reconsider very few subtle similarities as important. This may be essential for
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learning abstract or highly generalized categories. Moreover, comparison may even encourage searching for highly abstracted commonalities between objects and events that are not directly associated with each other, thus facilitating analogical reasoning (Gentner, 1989). Eventually, the two learning-by-comparison processes are necessary for humans to shift from shallow categorization driven by overall similarities between objects, to categories defined by networks of core properties and the visually accessible properties that are most strongly associated with them. It is this capability of actively extracting information which enables both the flexibility and depth in categorical representation that are the trademarks of human conceptual knowledge and creative thinking.
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Epilogue (I)



One possible way to conclude this dissertation, which discusses the fundamental cognitive processes of object categorization categorization, concept formation and learning by comparison, is with the above poster from Monty Python’s film “The Meaning of Life” ((Directed by Te erry Jones, 1983). This specific picture is taken from an animation sequence (from from the middle of the film) film in which during the creation of the world the character of God is examining, comparing, comparing two possible versions of planet earth in order to decide which one he prefers (eventually tossing away the spherical version and keeping the cubic one for himself). Apparently, although not systematically studied until recently recently, comparison is widely perceived as an important process for learning and decision making.
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Epilogue (II) טוב ָה ֵעץ לְ ַמאֲ כָ ל ֹ  וַ ּ ֵת ֶרא ָה ִא ּׁ ָשה ִּכי... טוב וָ ָרע ֹ  ְו ֵעץ ַהדַּ ַעת,תו ְך ַה ָ ּגן ֹ ְו ֵעץ ַה ַח ִ ּיים ְ ּב  וַ ּתֹאכַ ל; וַ ִּת ּ ֵתן ַּגם, וַ ִּת ַּקח ִמ ּ ִפ ְר ֹיו, ְונ ְֶח ָמד ָה ֵעץ לְ ַה ְׂש ִּכיל,ְו ִכי ַתאֲ וָ ה הוּא ל ֵָעינַ יִ ם ֹאמר יְ הוָ ה ֶ  וַ ּי... יר ּ ִמם ֵהם ֻ  ִּכי ֵע, וַ ּי ְֵדע ּו,יהם ֶ  ֵעינֵי ְ ׁש ֵנ, וַ ִּת ּ ָפ ַק ְחנָ ה: וַ ּיֹאכַ ל,יש ּה ִע ּ ָמ ּה ָׁ לְ ִא  ְול ַָקח ַּגם,ָדו ֹ טוב וָ ָרע; ְו ַע ּ ָתה ּ ֶפן יִ ְ ׁש ַלח י ֹ , ל ַָד ַעת, ֵהן ָה ָא ָדם ָהיָה ְּכ ַא ַחד ִמ ּ ֶמנּ ּו,אֱ ל ִֹהים , ֶאת ָהאֲ ָד ָמה, ִמ ַּגן ֵע ֶדן לַעֲ בֹד, וַ יְ ַׁש ּ ְל ֵחה ּו יְ הוָ ה אֱ ל ִֹהים:עלָם ֹ ְ וָ ַחי ל, ְו ָאכַ ל,ֵמ ֵעץ ַה ַח ִ ּיים  ְו ֵאת, ֶאת ָה ָא ָדם; וַ ּי ְ ַׁש ּ ֵכן ִמ ּ ֶק ֶדם לְ גַ ן ֵע ֶדן ֶאת ַה ְּכ ֻר ִבים, וַ יְ גָ ֶר ׁש: ִמ ּׁ ָשם,אֲ ֶׁשר ל ַֻּקח :  ֶא ּת ֶד ֶר ְך ֵעץ ַה ַח ִ ּיים, לִ ְ ׁשמֹר,ל ַַהט ַה ֶח ֶרב ַה ּ ִמ ְת ַה ּ ֶפכֶ ת



the tree of life also in the midst of the garden, and the tree of knowledge of good and evil … And when the woman saw that the tree was good for food, and that it was pleasant to the eyes, and a tree to be desired to make one wise, she took of the fruit thereof, and did eat, and gave also unto her husband with her; and he did eat. And the eyes of them both were opened, and they knew that they were naked … And the LORD God said, Behold, the man is become as one of us, to know good and evil: and now, lest he put forth his hand, and take also of the tree of life, and eat, and live for ever. Therefore the LORD God sent him forth from the garden of Eden, to till the ground from whence he was taken. So he drove out the man; and he placed at the east of the garden of Eden Cherubims, and a flaming sword which turned every way, to keep the way of the tree of life (Sefer B’reshit, the Old Testament, Chapters 2 & 3; English source: King James Version of the Christian Bible). It is only expected that a story about the emergence of primary mental capabilities including detection, discrimination, categorization, and the capability to acquire conceptual knowledge, will be followed by a story about the emergence of consciousness – the capability not only to discriminate between “good and evil” as they are, but rather to reflect on oneself and on one’s limitations within a given context – to interpret current events in the light of past experiences, and to reflect on possible outcomes beyond the immediate future. This may eventually drive the acquisition of new skills enabling creative ways to readjust in order to improve one’s future. The capability of planning beyond the immediate future might have been initiated and driven by a new type of fear: “Eating from the tree of knowledge” did not end with the expected
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penalty of death (as can be understood from “God’s warning”), but rather it ended with a capability to comprehend death. This represents a paradox in human knowledge acquisition – man disobeyed and ignored “God’s warning” since he was not fully capable of understanding threats and being intimidated by death prior to “eating from the tree of knowledge”. The true lesson to be learned from this story is that gaining new knowledge is not without risks and it may require “doing the wrong thing”. When becoming both self conscious and capable of comprehending one’s own limitations, man could also become intimidated by the possibility of doing wrong – not only being concerned by the possibility of being punished by others, but also being concerned by the possibility of “self punishment” (which is perhaps the meaning of “bearing the mark of Cain”). When reaching this point of mental development, learning does not require immediate external feedback. The origins of the Biblical story of creation are from the early days of the documented history of mankind. With limited capabilities for understanding the world and limited capabilities for understanding the human psyche, a man living at that time, reflecting on himself and on his interaction with other entities, still had to produce some satisfactory explanation for the “inner voice” which seemed to guide his way of thinking and behavior. With limited understanding, projecting it all onto a kind of “Homunculus” that is able to create order out of chaos, to understand current events and to predict future outcomes by reflecting on the past, and from whose punishments man cannot escape, could be satisfying – at least at the beginning.



"טוב וָ ָרע ֹ " ֵעץ ַהדַּ ַעת



“The Tree of knowledge of good and evil” (Reproduction based on the fMRI data described in Appendix 2)
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Appendix (I) Experiments using the constrained-EM algorithm (Adopted from Hammer et al., 2007)



In this section we analyze the contribution of Positive Equivalence Constraints (PECs; sameclass indications) and Negative Equivalence Constraints (NECs; different-class indications) when separately incorporated into the constrained-EM clustering algorithm. Recently, equivalence constraints have been used for learning distance functions and for clustering. A number of clustering algorithms have been adapted to incorporate equivalence constraints, including K-means, complete-linkage and an EM of a Gaussian Mixture Model (GMM). While most of these algorithms can easily incorporate positive constraints, incorporating negative constraints into these algorithms is usually much harder computationally and requires the application of various heuristics, or approximations. Experimental setup Our experiments were designed to replicate the experimental setup described above: Each of the 32 different alien faces was represented by a binary 5-dimensional vector. The constraint information provided to the algorithm was identical to that presented to human participants. As in the cognitive experiments, we ran the constrained EM algorithm in the randEC and highEC conditions, comparing each to the baseline noEC condition (unsupervised categorization with no Equivalence Constraints). Also, the test stage consisted of evaluating the quality of the cluster associated with the given standard, which was selected at random. Performance was measured using the A' score, defined above. Each “subject” was simulated using 5 different realizations of PECs and NECs, for which we averaged the A' scores, as done in our cognitive experiments. The EM algorithm is a gradient-based method which converges to a local maximum of the data likelihood. The algorithm is therefore very sensitive to its initial conditions, which implicitly determine the local maximum to which the algorithm will converge. Our results were therefore averaged over 200 different “subjects”, each performed five different categorization tasks.
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Experimental results Figure 5 displays performance (A') histograms for the constrained EM algorithm when trained using NECs and PECs, respectively. Results for the 2 conditions (averages and standard deviations) are also summarized in Table 1. Based on the results reported in Shental et al. (2004) in which the constrained EM algorithm was tested on real world datasets, it came as no surprise to see that (on average) the constrained EM which used PECs achieved better A' scores than the same algorithm using only NECs. This is the case with both the random and the informative sets of constraints. There is no significant difference between performance using PECs in the two conditions, and no significant difference between average performance without constraints (noECs) compared to using NECs. This is in agreement with the human psychophysical findings above. When highNECs are provided, average performance is significantly higher than in the noEC condition, but still significantly lower than with highPECs. Unlike the results with human participants, the distribution of the highNEC scores is unimodal. This may suggest that the constrained-EM does not make optimal use of highNECs, similar to the "poorly-performing" human participants. Table A1.1. Average sensitivity scores of the constrained EM algorithm for the noEC, randEC and highEC conditions.



Condition:



noEC



NECs



PECs



randEC



0.77 ± 0.04



0.78 ± 0.04



0.97 ± 0.02



highEC



0.77 ± 0.04



0.85 ± 0.04



0.99 ± 0.01



Figure A1.1. Histograms of A′ scores of the GMM simulations using the constrained EM algorithm. Left: Results of the random equivalence constraints (randEC) condition. Right: Results of the highly informative constraints (highEC) condition.
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Performance in the unsupervised noEC condition is above chance similar to our findings in the cognitive experiments. This is due to use of proximity relations which rule out many impossible groupings. As in our cognitive experiments (Hammer et al., 2009), performance in the randNEC condition is not significantly better than in the noEC condition, since these constraints are usually non-informative. However, when informative constraints are provided, the algorithm seeks a solution which also complies with the constraints, and this additional information can, in many cases, direct the algorithm towards better solutions both in terms of refining the cluster centers (easily done with PECs) and the deviation from the cluster centers (NECs and PECs).
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Appendix 2 The Role of the Dorsal Striatum in Learning by Comparison (Adopted from Hammer et al., manuscript in preparation) In this study we tested the differential usability of same-class indications vs. different-class indications for category learning, and the neuronal circuitries associated with processing these two information building blocks. According to previous behavioral findings (Hammer et al., 2008, 2009, submitted for publication) we hypothesize that category learning by different-class indications involve explicit rule learning and will be associated with higher neuronal activation in brain areas which are suspected to be associated with this type of learning. In order to test our hypothesis and confront them with alternative previous findings concerning the neural correlate of rule-based category learning we undertook the following methodological precautions: (1) We disassociated the two learning conditions so that in one condition participants were trained with only same-class indications while in the other they were trained with only different-class indications. We further compared these two category learning conditions with a control condition in which no category learning took place, but in which participates were provided with similar visual input and they were required to produce similar responses (motor output). (2) In each one of the two category learning conditions, the learning phase was disassociated from the test phase. Furthermore, participants were not provided with any feedback for their performance during the task. (3) We selected the same-class and different-class indications so that in the two category learning conditions the objective information quantity provided for the participants was identical. (4) In the two category-learning conditions participants were always required to learn a complex rule-based categorization principle in which the conjunction of two out of four task relevant feature-dimensions had to be identified. Objectively, such categorization principle is equally likely to be learned by either the same-class or the different-class indications that were provided to the participants during the learning phase.
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METHOD Participants Fourteen participants, 4 males and 10 females, with an average age of 28.9 (age range = 22-41 years old), with normal or corrected to normal vision participated in the experiment. Participants gave written informed consent to the study, which was approved by the ethics committee of the University of Magdeburg. Materials Twelve sets of computer generated grayscale images of "creature-like" objects were used as stimuli. Each creature set was characterized by four binary feature-dimensions that potentially could determine creature categories within the given set. Participants were required to learn the specific categorization rule for each set separately. This categorization rule required participants to identify the conjunction of two task relevant feature-dimensions out of four. In addition to the creature-like object, each stimulus contained low-contrast background pattern with either blurred circles or blurred squares scattered in a varying pattern. These background shapes were used for the control task. Fig A2.1.a illustrate few stimuli from one stimuli set.



Figure A2.1: (a) Stimuli example from one stimulus set. Each stimuli set vary in four feature-dimensions. (b) The hypotheses table illustrating all the possible combinations for relevant (“1”) or irrelevant (“0”) feature-dimensions. (c) Same-Class pairs indicating d3 and d4 as irrelevant. (d) Different-Class pairs indicating d2 and d1 as relevant.
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Behavioral procedure In a training session conducted shortly before the fMRI test session, each participant has become familiarized with the stimuli that were later used in the scanner. Participants were asked to perform a simple same/different category decision (by pressing a mouse key) with reference to pairs of creatures simultaneously presented on a computer monitor. Participants did not receive any feedback for their decision, so that at this point they were not experienced with the to-be learned categorization rule. The motivation to engage participants in this unsupervised discrimination task was only to familiarize participants with the stimuli sets and their different features. This allowed participant to map the potentially informative variations within each stimulus set. Mapping the variations in the four potentially task relevant dimensions, for each stimulus set, enables participants to consider 16 different possibilities for categorizing the creatures as these described in the Hypotheses Table in Fig A2.1.b: On one extreme, Hypothesis 1 (H1) represent a scenario in which neither one of the dimensions is relevant for categorization. On the other extreme, H16 represent a scenario in which all the dimensions are relevant for categorization. In between these two alternatives, there are all the other combinations for relevant and irrelevant dimensions. It is important to note that participants were not informed about the number of varying dimensions or the number of task relevant dimensions needed to be identified later in the category learning task. Shortly after concluding the training session outside the magnet, participants started the fMRI session in which they were tested in three conditions: Category learning from Same-Class exemplars comparison, category learning from Different-Class exemplars comparison and a Control condition in which participants did not have to learn any categorization principle. Note that in each one of the category learning blocks a different stimuli-set was used so that each block required learning a new categorization rule. Each participant was tested on 6 different category learning tasks in the Same-Class condition, 6 tasks in the Different-Class condition, as he also performed 6 tasks in the Control condition. The blocks from the three conditions were intermixed. Each block in the two category-learning conditions started with a learning phase. In the two learning phase, same-class and different-class indications were selected so to provide the same amount of information: In the Same-Class condition participants were asked to learn the categorization principle when being trained with only two same-class indications as illustrated in
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Fig A2.1.c. In each pair two creatures were presented together with the sign "=" between the two, providing an indication for the participant that these two creatures are of the same kind. From the first same-class pair participants could learn that two creatures from the same kind may differ in their tails (marked as d3 in Fig A2.1.a). That is, tail cannot be relevant for categorization since the within category variation in this feature is as large as the total variation. From the second same-class pair the participant could learn that d4 (the gap between the eyes) is also not relevant for categorization. Each one of these two indications provided participants with exactly 1 bit of information since it eliminates half of the remaining possible hypotheses illustrated in Fig A2.1.b. Together, the two indications provide 2 bits leaving only the four possibilities in which d3 and d4 are both irrelevant (marked by "0"). This leaves participants only with the possibility that H1, H5, H9 or H13 are valid hypotheses. In the Different-Class condition participants were asked to learn the categorization principle when being trained with only two different-class indications (Fig A2.1.d). In each pair, two creatures were presented together with the sign "≠" between the two, indicating that these two creatures are from different kinds. From the first different-class pair the participant could learn that when two creatures differ only in the spikes on their back (marked as d2 in Fig A2.1.a), it is sufficient for knowing that the two are not from the same kind. That is, d2 is relevant for categorization. From the second different-class indication the participant could similarly learn that d1 is also relevant for categorization. Each one of these two indications also provided the participants with 1 bit of information by eliminating half of the remaining hypotheses. Together, the two indications provide 2 bits leaving only the four possibilities in which d1 and d2 are both relevant (marked by "1"). This leaves participants only with the possibility that H13, H14, H15 or H16 are valid hypotheses. In each block, immediately after being trained with either same-class or different-class indications, participants were tested on the categorization rule they had just learned in the learning phase that started the block. The test phase included 8 test trails. In each trial a pair of creatures was presented with no indication for the categorical relation between the two creatures. The two creatures presented together always differed in two out of four features. Participants had to decide whether the two creatures are from the same category or not according to what they have just learned. Only when the two creatures were identical in the two task relevant feature, participants had to decide "same". Participants did not receive any feedback for their decisions. After the test phase ended, the block was terminated.
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The general structure, stimuli type and the duration of a block in the Control condition were identical to those in the category learning blocks. Nevertheless here participants were not required to learn to categorize the presented creatures but rather they were simply asked to decide whether the low-contrast background shapes in the two stimuli are same (squaresquare/circles-circles) or different (square-circle). These low-contrast pattern shapes were also part of the stimuli used in the category learning conditions, but in these conditions they had to be ignored. Using different distribution patterns of the background shapes (see some variations in Fig A2.1.a), low-contrast, blurring and noise, made this task perceptually demanding and required participants to be attentive to the stimuli when performing the task. This control conditions enabled us to discriminate the neuronal activation associated with category learning from the neuronal activation associated with the visual input, attention and motor responses (eye saccades and key pressing) when analyzing the BOLD signal. Fig A2.2 provides a description for block structure in each one of the three conditions.



Figure A2.2: (A) An illustration for one block in the same-class condition. The block starts with an indication for participant identifying the block type (same/different/shape; duration = 4 seconds). It was then followed by a learning phase (duration = 12 seconds) in which four same-class indications were presented. After the learning phase was completed, the participant started the test phase (duration = 24 seconds) in which he had to decide whether the presented paired creatures are of the same kind or different-kind. (B) An illustration for one block in the different-class condition. (C) An illustration for one block in the control condition. In this condition, during the “Learning” phase, no category learning took place but rather participants had to attend the low contrast background shapes.



Scanning procedure In the fMRI Session, stimuli were displayed using the Presentation software (http//:www.neurobs.com) run on an Intel® based PC computer and back-projected onto a screen which could be viewed via a mirror mounted on the head coil. The distance between the subject's eyes and the screen was 59 cm. The screen was 325x260 mm which is appropriate for
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an angle of +-15 °. In each experimental trial, a pair of stimuli was simultaneously presented in the center of the computer screen. Each stimulus occupied 10 × 10 cm on the screen, and the two stimuli were separated by a gap of 6.5 cm. Participants responded directly using the two keys of a respond box. The measurements were carried out on a 3 Tesla scanner (Siemens Trio, Erlangen, Germany) equipped with an eight channel head coil. A 3D anatomical data set of the subject’s brain (192 slices of 1 mm each) was obtained before the functional measurement. Additionally, an Inversion-Recovery-Echo-Planar-Imaging (IR-EPI) with the identical geometry as in the functional measurement was acquired. For fMRI 550 functional volumes were acquired in 18:20 min using an echo planar imaging (EPI) sequence (echo time (TE), 30 ms; repetition time (TR), 2000 ms; flip angel, 80°; matrix size, 64 x 64; field of view, 19.2 cm x 19.2 cm; 33 slices of 3 mm thickness with 0.3 mm gaps). During scanning, the subjects wore earplugs and their head was fixed with a cushion. fMRI data analysis The functional data were analyzed with the software BrainVoyagerTMQX 1.8.6 (Brain Innovation, Maastricht, The Netherlands). A standard sequence of preprocessing steps, such as 3D-motion correction, linear trend removal, and filtering with a high-pass of three cycles per scan was performed. The functional data set was projected to the IR-EPI-images, co-registered with the 3D-data set, and then transformed to Talairach-space. For the fixed-effects GLM-analysis we defined the following predictors for each 1 minute block: Indicate (0-3.5 s), Learning1 (3.5-9.5 s), Learning2 (9.5-15.5 s), Test (15.5-39.0 s), Rest 39.0-60 s). These were convolved with the two-gamma hemodynamic response function using the default parameters implemented in BrainVoyagerTMQX. First we calculated a balanced contrast using all predictors of the Different-Class condition and the Same-Class condition vs. all predictors of the Control condition using a significance level of p < 0.05 (FDR-corrected). This was done to produce a mask for further analysis (see below) which only includes brain regions which show stronger activation in the Different-Class and Same-Class condition compared to the Control condition. Within this mask, we then calculated further contrasts to reveal specific effects for the Different-Class vs. Same-Class condition during the two encoding phases and the recall phase by using a significance level of p < 0.02 (Random effect analysis).
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Behavioral findings analysis We measured participant ability to learn the new categories by using the non-parametric sensitivity measure A' (Grier, 1971), calculated from participant Hits (correctly identifying two creatures as belonging to the same category) and False-Alarms (incorrectly identifying two creatures as belonging to the same category). A' = 0.5 represents chance performance, A' = 1 represents perfect performance, and 0 < A' < 0.5 represents response confusion. For each participant we calculated his or her average performance in each condition separately (the average performance in the six blocks from each condition).



RESULTS One sample t-tests showed that participant performances in all three conditions was better than chance level (A’ = 0.5): Control (background shapes) condition (mean A’ = 0.96), t(13) = 50.21, p < 0.001. Same-class indications condition (mean A’ = 0.64; SD = 0.17), t(13) = 3.10, p < 0.01. Different-class indications condition (mean A’ = 0.84; SD = 0.17), t(13) = 7.23, p < 0.001. In addition, there was significantly better performance in the different-class condition than in the same-class condition, t(13) = 3.52, p < 0.005. These results are illustrated in Fig A2.3.



Figure A2.3: Left – each participant is plotted twice on a ROC diagram, once for the same-class condition and once for the different-class condition. Right – mean A’ prime in the three experimental conditions.



Figure A2.4 present the neural correlate of the above behavioral findings. A random effect analysis for all 14 participants shows a significantly higher activation in the right dorsal
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striatum, during the learning phase, when participants were trained with different-class indications (contrasted with the same-class indications condition, using random effect analysis with threshold of p < 0.02).



Figure A2.4: Bottom left – time course of the neuronal activation in the right dorsal striatum (averaged for all participants for all blocks within each specific condition). Brain slices show the differences in the neural activation taking place in the right dorsal striatum during the learning phase.



One possible way to interpreted the above findings is that more than few participants performed the category learning task in the same-class condition at near chance level (see the ROC diagram in Fig A2.4), but almost all participants had performed very well in the differentclass condition. That is, it might be that the level of neuronal activation in the dorsal striatum during the learning phase is correlated with the expected behavioral performance during the following test phase. One obvious finding which is not consistent with this interpretation is that the high performance in the test phase of the control condition was not associated with high activation in the “learning” phase preceding it. On the other hand, in the control condition participants were not required to learn any new categorization principle so it might be that the activation in the dorsal striatum still represents the “amount of learning”. That is, the above findings may suggest that the differences between the two category learning conditions are at most quantitative, but they are not associated with the differences in the quality of the provided information.
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In order to confront the possibility that the observed neural correlate represent only the quantitative difference in the usability of the two comparison types (same-class less usable than different-class exemplars comparison), we separately analyzed the performances, and the neuronal correlate of these performances, for the upper median of the participants (according to participants’ performance in the same-class condition). When referring to this participants’ subgroup, we find again a significantly better performance in the different-class condition (mean A’ = 0.92; SD = 0.03) than in the same-class condition (mean A’ = 0.76; SD = 0.06), t(6) = 5.20, p < 0.01. Nevertheless, now the mean performance-difference between the two category learning tasks have been narrowed: Mean difference (different-class condition – same-class condition) when testing all 14 subject is A’-diff = 0.20 (SD = 0.21) while the mean difference for the best performers is A’-diff = 0.15 (SD = 0.08). These results are illustrated in Fig A2.5.



Figure A2.5: Left – each one of the best seven participants is plotted twice on a ROC diagram, once for the same-class condition and once for the different-class condition. Right – mean A’ prime of the seven best participants in the three experimental conditions.



Figure A2.6 present the neural correlate for the behavioral findings for the best seven participants. Using a random effect analysis for these seven participants we see again a significantly higher activation in the right (as well as the left) dorsal striatum, during the learning phase, when participants were trained with different-class indications (contrasted with the sameclass condition, and when using the same threshold as before: p < 0.02).
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Figure A2.6: Bottom left – time course of the neuronal activation in the right dorsal striatum (averaged for the seven best participants for all blocks within each condition). Brain slices show the differences in the neural activation taking place in the right (and left) dorsal striatum during the learning phase when using the same threshold (p < 0.02) used for Fig A2.4. Right – correlations between the neuronal activation in the right dorsal striatum during the learning phase with participants (all 14) performance level (in the test phase) for each category learning task separately.



We further analyzed the correlations between the neuronal activation in the right dorsal striatum during the learning phase with participants’ (all 14) performance level for each category learning task separately. This analysis shows that there is no correlation between participants’ performance and the level of the neuronal activation within each one of the two category learning conditions: Same-class condition r(14) = -0.21, p > 0.90; different-class condition r(14) = 0.20, p > 0.50. Taken together, the above analyses suggest that the level of neuronal activation in the dorsal striatum is not directly associated with participants’ level of performance but rather it is mainly associated with processing informative different-class indications (i.e. informative between category variation).
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 .5אחרית דבר .



 .7.1ניסוי עם constrained-EM algorithm



 .7.2תפקידו של ה  dorsal striatumבלמידה על ידי השוואה



בנוסף על המחקרים המתוארים בפרקי התוצאות ,בנספח הראשון אני מציג סימולציית מחשב המדגימה כיצד אלגוריתם לסיווג ) (constrained-EMמשתמש באינדיקציות על אותה מחלקה ובאינדיקציות על מחלקות שונות ,בתנאים המדמים את הניסויים שערכנו עם בני אדם .ממצאים אלו מספקים נקודת ייחוס נוספת להערכת היכולת האנושית ללימוד על ידי השוואה .בנספח השני אני מציג ממצאים ממחקר להדמיית פעילות מוחית )בו נעשה שימוש בהדמיה המבוססת על תהודה מגנטית –  (fMRIהמראים שלמידה מאינדיקציות על מחלקות שונות מערבת מנגנונים עצביים שונים ,נוספים על אלו המעורבים בלמידה מאינדיקציות על אותה המחלקה .בפרט אני מראה שלמידה מהשוואת דוגמאות ממחלקות שונות קשורה ברמת פעילות גבוהה יותר ב dorsal striatum בהשוואה ללמידה מהשוואת דוגמאות מאותה המחלקה .בשונה ממצאים קודמים שבחנו את תפקיד ה dorsal  striatumבלמידת קטגוריות ,הממצאים אותם אני מציג מדגימים שההתגייסות של מנגנון עצבי כזה או אחר אינה תלויה בהכרח במבנה של הקטגוריות הנלמדות או במידת המורכבות של כלל הקטגוריזציה הנלמד ,אלא באופייה של האינפורמציה המסופקת במהלך תהליך הלמידה .דהיינו ,מידת ההתגייסות של ה  dorsal striatumתלויה באמצעי הלמידה )למידה מאינדיקציות על מחלקות שונות לעומת למידה מאינדיקציות על אותה המחלקה( ולא במטרות הלמידה.



לסיכום ,עבודת דוקטורט זו מספקת נקודת מבט חדשה על למידת קטגוריות על ידי בני אדם ועל האסטרטגיות המשמשות אותם לרכישת מושגים ,החל מתיאור האילוצים החישוביים של מנגנונים מנטאליים ראשוניים אלו ,דרך מתן תיאור של ההשפעה של אילוצים חישוביים אלו על ההתפתחות הקוגניטיבית והטיות ההתנהגותיות בבגרות ,ועד למתן התייחסות למנגנונים העצביים שמעורבים בתהליכים אלו .ממצאים אלו יש בהם לספק הסברים חדשים לתופעות מתועדות בתחומי המחקר של התפתחות קוגניטיבית והבסיס העצבי של קוגניציה.



מאפשר את הסוכן הלומד לזהות ולהזניח את אותן תכוניות שאינן רלוונטיות לקטגוריזציה )תכוניות בהן השונות בתוך מחלקה דומה לשונות הנצפית בין מחלקות( .מאידך ,דוגמאות אובייקטים משתי מחלקות שונות לרוב יבדלו זו מזו במספר רב של תכוניות ,לא כולן חשובות לקטגוריזציה .כך נוצרת מידה רבה של עמימות לגבי מהן התכוניות החשובות ביותר לקטגוריזציה כאשר נעשה שימוש בהשוואת דוגמאות ממחלקות שונות .בכך, האינפורמציה הזמינה בעת שנעשה שימוש רק ב"אינדיקציות על מחלקות שונות" היא לרוב מעטה .יחד עם זאת, אנחנו מראים כאן שאינדיקציות על אותה מחלקה רק לעיתים רחוקות מספקות את כל האינפורמציה הנדרשת בכדי לבטל את כל אי-הודאות הקיימת במצבים של למידת קטגוריות .להביא את יכולת הקטגוריזציה לכדי שלמות יחייב לעיתים קרובות מאמץ נוסף באיתור אותן אינדיקציות על מחלקות שונות בעלות ערך אינפורמטיבי "מניח את הדעת" ).(Hammer et al., 2008; Hammer et al., submitted for publication בפרק התוצאות השני אני מראה באופן מפורט כיצד ההבדלים החישוביים המתוארים לעיל משפיעים גם על אסטרטגיות הלמידה המיושמות על ידי בני אדם .כך נראה שגם כאשר האינדיקציות על אותה מחלקה והאינדיקציות על מחלקות שונות מספקות כמות מידע הזהה אובייקטיבית ,לעיתים קרובות בוגרים )נבדקים בני  18ומעלה( אינם משתמשים באינפורמציה זו באופן יעיל .בפרט ,גם כאשר הם למדים באמצעות אותן דוגמאות נדירות על מחלקות שונות שיש בהן מידה רבה של אינפורמציה ,בוגרים פעמים רבות נכשלים ולא מצליחים לנצל את המידע הנגיש להם כך שרמת הביצוע שלהם אינה עולה על זו המאפיינת מצבים בהם הם מבצעים מטלת למידה לחלוטין לא מפוקחת שבה אין שום מידע זמין על הקשרים המחלקתיים בין דוגמאות .מאידך ,בוגרים שכן יודעים להשתמש במידע זה מיישמים אסטרטגיה המובילה לביצוע הקרוב למושלם .כשהם לומדים באמצעות אינדיקציות על אותה מחלקה בעלות כמות דומה של מידע ,כמעט כל הנבדקים הבוגרים מראים יכולת משופרת במובהק )בהשוואה ללמידה לא מפוקחת( ,אך עם זאת יכולת זו מוגבלת ולעיתים קרובות מאופיינת בהכללת יתר בעת קבלת החלטות ושיפוט של קטגוריות ).(Hammer et al., 2009 בפרק התוצאות השלישי אני מציג ממצאים ממחקר התפתחותי המראים שכאשר הם למדים רק מאינדיקציות על אותו הסוג ,ילדים צעירים )גילאי  6עד  (9.5לומדים קטגוריות חדשות במידת מיומנות הדומה לזו של ילדים מבוגרים יותר )גילאי  10עד  (14או זו של בוגרים )גילאי  18ומעלה( .עם זאת ,כשהם למדים רק מאינדיקציות על מחלקות שונות בעלות אותה מידה של אינפורמציה ,בשונה מילדים מבוגרים יותר או בוגרים, ילדים צעירים נכשלים לעיתים קרובות מאוד ללמוד עקרונות קטגוריזציה חדשים .ממצאי מחקר זה מציעים כי היכולת ללמוד עקרונות קטגוריזציה חדשים מאינדיקציות על אותה מחלקה מתפתחת מוקדם יותר מהיכולת ללמוד מאינדיקציות על מחלקות שונות .אני טוען שהדבר נגזר במישרין מהעובדות החישוביות המופיעות בפרק התוצאות הראשון אשר מראות שקיימת שכיחות גבוה יותר לאינדיקציות על אותה מחלקה שהן אינפורמטיביות בהשוואה לאינדיקציות על מחלקות שונות שיש בהן מידה סבירה של אינפורמציה .ממצאים אלו עשויים להסביר את הקושי המתועד היטב ,הקיים אצל ילדים צעירים ,בלמידה של קטגוריות מאוד ספציפיות )ברמת התת- מחלקה( ,כמו גם נטייתם לבצע הכללת יתר ).(Hammer et al., submitted for publication



תקציר



למידת קטגוריות )מחלקות( הוא התהליך הקוגניטיבי המאפשר לנו לפעול באופן נכון במצבים לא מוכרים כמו גם לשפוט אובייקטים באופן נכון על סמך ניסיון העבר .רכישת ידע מושגי מובילה פעמים רבות ליצירת מערך קטגוריות בעלות משמעות עמוקה יותר ומוכוונת מטרה המשמש גם כייצוג קומפקטי של אובייקטים ומאורעות. תהליכים אלו מאפשרים לנו לתפוס אובייקטים שונים כאילו שהם מאותו הסוג ,או לחילופין ,לתפוס אובייקטים הדומים למראית עין כאילו שהם שונים בתכלית. מטרת המחקר הנוכחי היא לספק תיאור נהיר להיבטים החישוביים של למידת קטגוריות ולעמת אותם אל מול היכולות הקוגניטיביות של בני האדם וההתנהגות האנושית .הנחת העבודה העיקרית של המחקר היא שקטגוריזציה מערבת יחסים הדדיים בין שני "כוחות" (1) :השונות הנתפסת בתכוניות )מאפיינים( של אובייקטים ו"המבנה האובייקטיבי" של מחלקות אובייקטים .מבנים מעין אלו יכולים להיגזר מהפיזור של אובייקטים במרחב תכוניות רב-מימדי והם יכולים להניע שימוש באסטרטגיות קטגוריזציה המבוסס על דמיון כללי בין אובייקטים גם בהעדר פיקוח ) (2הידע תלוי-ההקשר המשפיע על מערך הציפיות שלנו מאובייקטים על סמך ניסיון העבר.



במחקר הנוכחי אני מציע שרכישת ידע מושגי "עמוק יותר" ,וכן הבנה טובה יותר של מחלקות אובייקטים, מצריכים שימוש במנגנון של השוואת דוגמאות שיש לראותו כמנגנון קוגניטיבי המערב בתוכו שני תהליכים השונים בתרומת הן באופן איכותי והן באופן כמותי (1) :התהליך האחד הוא השוואת אובייקטים המזוהים עם אותה קטגוריה –נכנה ,תהליך זה למידה מהשוואת דוגמאות מאותה מחלקה ,או למידה מתוך יחסי שקילות חיוביים(2) . התהליך השני הוא השוואת אובייקטים הלקוחים משתי קטגוריות שונות – תהליך אותו נכנה למידה מהשוואת דוגמאות ממחלקות שונות ,או למידה מתוך יחסי שקילות שליליים .משמע ,אנחנו מציעים שביסוס ידע מושגי ושיפור ביצועי קטגוריזציה מצריכים התנסות עם אובייקטים בהקשרים בהם יש אינדיקציה ,לכל הפחות חלקית, לגבי הקשרים המחלקתיים בין כמה דוגמאות של אובייקטים .רמזים כאלו עשויים לאפשר לאדם המתנסה בהם להעריך מחדש או לחדד את הייצוגים הקודמים שלו שהתבססו על הארגון ה"אובייקטיבי יותר" של קטגוריות אובייקטים.



בפרק התוצאות הראשון של עבודה זו אני מדגים כיצד במרבית המצבים היומיומיים ,השוואה בתוך קטגוריה )השוואת דוגמאות מאותה מחלקה( היא באופן אובייקטיבי אינפורמטיבית יותר מאשר השוואה בין קטגוריות )השוואת דוגמאות ממחלקות שונות( וזאת בגלל שתי סיבות (1) :אינדיקציות על כך ששני אובייקטים הם מאותה המחלקה הן טרנזיטיביות ,אך לא כך הוא לגבי אינדיקציות על כך ששני אובייקטים הם משתי מחלקות שונות .הדבר מפחית את העומס החישובי בלמידת קטגוריות מ"אינדיקציות על אותה המחלקה" ) (2באופן טיפוסי, אינדיקציות על אותה מחלקה הן יעילות יותר באופן מובהק בחשיפת השונות האפשרית בתוך קטגוריה .הדבר



שלמי תודות



עבודה זו הושפעה ועוצבה על ידי עצותיו הרבות של מנחה העבודה שאול הוכשטיין .שאול תרם מניסיונו וחוכמתו אך באותו הזמן גם נתן לי את החופש להציג רעיונות משל עצמי ,לחקור באופן עצמאי ,וכן ליזום שיתופי פעולה פוריים עם קבוצות מחקר נוספות. דפנה ויינשל החלה להיות מעורבת בעבודת הדוקטורט שלי כבר בשלביה הראשונים .לאחר חילופי רעיונות בנושא של למידה חישובית ולמידה בבני אדם עם תומר הרץ ,תלמיד מחקר שעבד אז תחת הנחייתה של דפנה ,היה ברור לכולנו שאנחנו חולקים עניין משותף ברצון להבין נושאים בסיסיים בלמידת קטגוריות .גם תומר וגם דפנה הראו עניין רב במחקר של תהליכים קוגניטיביים בבני אדם ,ודפנה הייתה נכונה אף לתרום מזמנה וממשאביה בכדי לקדם את המחקרים השונים המרכיבים עבודת דוקטורט זו .הדבר כלל בין היתר את שיתוף הפעולה עם פרנק אוהל ואנדרה ברכמן )ממכון המחקר לייבניץ' לנוירוביולוגיה ,מגדבורג ,גרמניה( שהיה נחוץ למחקר ההדמיה המגנטית שאליו אני מתייחס במחקר זה .דפנה גם עודדה את החלפת הרעיונות עם אהרון בר- הלל )גם הוא תלמיד מחקר לשעבר בהנחיית דפנה( שתרם לסגירת הקצוות בכמה מהנושאים החישוביים שמוצגים כאן.



גיל דיזנדרוק מהמחלקה לפסיכולוגיה ומהמרכז לחקר המוח שבאוניברסיטת בר-אילן ,שגם הנחה אותי בעבודת המאסטר שלי בפסיכולוגיה מחקרית ,הראה נכונות רבה לתרום מהידע והניסיון שלו למחקר ההתפתחותי המוצג כאן. המסע אל סיום הדוקטורט יכול היה להיות קשה יותר ללא העזרה והתמיכה של החברים במרכז הבין- תחומי לחישוביות עצבית ) .(ICNCבפרט הייתי רוצה להודות לאיילון ועדיה ואלי נלקן שהחליפו ביניהם את תפקיד ניהול התוכנית לתלמידי הדוקטורט ,ולעליזה שדמי ורותי סוצ'י שהחליפו ביניהן את תפקיד הניהול האדמיניסטרטיבי ,על עזרתם והסיוע שלהם כמו גם על כך שהם דאגו שהמרכז לחישוביות עצבית יהיה מקום שטוב להיות חלק ממנו .כמו כן הייתי רוצה להודות למירי רביבו ,האחראית האדמיניסטרטיבית של החוג לנוירוביולוגיה ,על עזרתה לאורך השנים. תודה מיוחדת שמורה למשפחתי ,ובפרט לאימי סגולה ולאחותי בת שבע ,על תמיכתן האינסופית.
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