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Received 2 September 2004, in final form 18 January 2005 Published 1 April 2005 Online at stacks.iop.org/JPhysD/38/1282 Abstract In a recent paper (Santill´an et al 2001 J. Phys. D: Appl. Phys. 34 2068–72) the local stability of a Curzon–Ahlborn–Novikov (CAN) engine with equal conductances in the coupling with thermal baths was analysed. In this work, we present a local stability analysis of an endoreversible engine operating at maximum power output, for common heat transfer laws, and for different heat conductances α and β, in the isothermal couplings of the working substance with the thermal sources T1 and T2 (T1 > T2 ). We find that the relaxation times, in the cases analysed here, are a function of α, β, the heat capacity C, T1 and T2 . Besides, the eigendirections in a phase portrait are also functions of τ = T1 /T2 and the ratio β/α. From these findings, phase portraits for the trajectories after a small perturbation over the steady-state values of internal temperatures are presented, for some significant situations. Finally, we discuss the local stability and energetic properties of the endoreversible CAN heat engine. (Some figures in this article are in colour only in the electronic version)



1. Introduction In recent years, finite time models for the operation of thermal engines have attracted the attention of researchers following very different approaches [1–3]. This new discipline, called finite-time thermodynamics (FTT) has emerged as an extension of traditional equilibrium thermodynamics and is used to obtain more realistic limits for the performance of real engine models. FTT started with a paper published by Curzon and Ahlborn in 1975 [4]. In this paper an endoreversible Curzon–Alhborn–Novikov (CAN) engine was introduced. This model takes into account irreversibilities due to the coupling between the working fluid and the thermal reservoirs, and through thermal conductors governed by the linear Newton 3 Author to whom any correspondence should be addressed. Present address: Department of Chemical and Biological Engineering, Northwestern University, Evanston, IL 60202, USA.
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heat transfer law. Furthermore, in real engines not all heat transfer obeys this law and it is consequently essential to study the effect of different transfer laws; several authors have studied this issue [5–8]. Also, it is worth noting that real thermal engines are built from different materials. In more realistic models, it is then natural to assume different conductances at hot and cold branches of the thermal cycle. Most of the studies of FTT have focused on steady-state energetic properties. However, all thermal engines work with many cycles per unit of time and, however similar may be, they are never identical, that is, there exists intrinsic cyclic variability (CV) in any sequence of cycles. For example, in internal combustion engines, the CV is produced from incomplete combustion of fuel and other causes [9]. It is crucial to know how much each cycle allows external perturbations, while still preserving the steady-state regime that lets it carry out its function well. In order to have a well-designed system, it is important to analyse the effect of noisy perturbations on
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the stability of the system’s steady state. This study may allow us to guarantee proper dynamical behaviour of a system like stability and small relaxation times, or to warn about possible failure in the performance of a thermal engine. In a recent work [10], Santill´an et al studied the local stability of a CAN engine operating at maximum power, with equal conductances in both isothermal branches of the cycle. In this work, following the direction suggested by the findings of Santill´an et al [10] and taking into account all the facts discussed above, we analyse the stability of a endoreversible engine with several heat transfer laws and with different heat conductances at the isothermal branches. The paper is organized as follows. In section 2, we describe the local stability analysis method applied to a two-dimensional system. In section 3, a brief description of an endoreversible engine is presented. In section 4, the local stability analysis of a CAN engine with different heat transfer laws is described. Finally, in section 5, we discuss our results from a thermodynamic perspective.



(fx − λ)(gy − λ) − gx fy = 0.



In this section, we present a brief description of both the linearization technique for two-dimensional dynamical systems, and fixed point local stability analysis [11]. Consider the dynamical system (1)



and



dy = g(x, y). (2) dt Let (x, ¯ y) ¯ be a fixed point such that f (x, ¯ y) ¯ = 0 and g(x, ¯ y) ¯ = 0. Consider a small perturbation around this fixed point and write x = x¯ + δx and y = y¯ + δy, where δx and δy are small disturbances from the corresponding fixed point values. By substituting into equations (1) and (2), expanding f (x¯ + δx, y¯ + δy) and g(x¯ + δx, y¯ + δy) in a Taylor series, and using the fact that δx and δy are small to neglect quadratic terms, the following equations are obtained for the perturbations:   dδx     dt  δx  = fx fy  , (3)  dδy  gx gy δy



δr = c1 eλ1 t u1 + c2 eλ2 t u2 ,



t1 =



1 |λ1 |



(9)



t2 =



1 . |λ2 |



(10)



3. The endoreversible engine Consider the endoreversible engine depicted in figure 1. The engine operates between temperatures T1 and T2 , with T1 > T2 . Heat flows irreversibly from T1 to x¯ and from y¯ to T2 (T1 > x¯ > y¯ > T2 ). Here and in what follows, we use overbars to denote steady-state values. The endoreversibility hypothesis states that the system is internally reversible. That is, a Carnot cycle operates between temperatures x¯ and y. ¯ This hypothesis further implies that the heat flows can be expressed as [10] J¯1 =



x¯ ¯ P x¯ − y¯



α x P



J2 y



(4)



with δr = (δx, δy) and u = (ux , uy ). Substitution of the solution δr into equation (3) yields the following eigenvalue equation: Aδr = λδr , (5) where A is the matrix given by the first term on the right-hand side of equation (3). The eigenvalues of this equation are the roots of the characteristic equation |A − λI | = 0



(11)



T1



J1



δr = eλt u,



(8)



where c1 and c2 are arbitrary constants and u1 and u2 are the eigenvectors corresponding to λ1 and λ2 , respectively. To determine u1 and u2 we use equation (5) again for each eigenvalue. Information about the stability of the system can be obtained from the values of the eigenvalues λ1 and λ2 . In general, λ1 and λ2 are complex numbers. If both λ1 and λ2 have negative real parts, the fixed point is stable. Moreover, if both eigenvalues are real and negative, the perturbations decay exponentially. In this last case, it is possible to identify characteristic time scales for each eigendirection as



dt where fx = ∂f /∂x|x, ¯ y¯ ; fy = ∂f /∂y|x, ¯ y¯ ; gx = ∂g/∂x|x, ¯ y¯ and gy = ∂g/∂y|x, ¯ y¯ . Equation (3) is a linear system of differential equations. Thus, we assume that the general solution of the system is of the form



(7)



If λ1 and λ2 are solutions of equation (7), the general solution of the system is



and



2. Linearization and stability analysis



dx = f (x, y) dt



or



(6)



β T2 Figure 1. Typical representation of an endoreversible CAN engine. The cycle operates between temperatures T1 and T2 with T1 > T2 . A Carnot cycle takes place between internal temperatures x and y with x > y. Irreversible heat flows occur from T1 to x and from y to T2 .
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and J¯2 =



y¯ ¯ P, x¯ − y¯



(12)



where J1 and J2 are the heat flows from x¯ to the engine and from the engine to y, ¯ and P¯ is the power output. For the present study we consider heat transfer laws that in the steady-state take the general form



and



J¯1 = α(T1k − x¯ k )



(13)



J¯2 = β(y¯ k − T2k ),



(14)



with α and β being the thermal conductances at the high- and low-temperature branches of the cycle, respectively. From equations (11)–(14) and the definition of efficiency, η¯ =



P¯ , J¯1



(15)



it is possible to express temperatures x¯ and y¯ as x¯ k = T1k



(1 − η) ¯ + (β/α)τ k (1 − η) ¯ + (β/α)(1 − η) ¯ k



(16)



(1 − η)τ ¯ −k + β/α , (1 − η) ¯ 1−k + β/α



(17)



and y¯ k = T2k



(1 − η) ¯ + (β/α)(1 − η) ¯ k k (1 − η) ¯ + (β/α)τ



(18)



(1 − η) ¯ 1−k + β/α . (1 − η)τ ¯ −k + β/α



(19)



and T2k = y¯ k



equations (18) and (19) can be written as x¯ k y¯ + (β/α)xy k y¯ + (β/α)xτ ¯ k



(21)



(25)



and



dy 1 = [J2 − β(y k − T2k )], (26) dt C where J1 and J2 are the heat flows from x to the working substance and from the Carnot engine to y, respectively (see figure 1). According to the endoreversibility hypothesis, J1 and J2 are related to the power output by J1 =



x P x−y



(27)



J2 =



y P. x−y



(28)



Substitution of equations (27) and (28) into equations (25) and (26) leads to 



dx x 1 = α(T1k − x k ) − P (x, y) (29) dt C x−y dy 1 = dt C







y P (x, y) − β(y k − T2k ) . x−y



(30)



4.1. Case k = 1 When k = 1, equations (13) and (14) become a Newton’s heat transfer law. It is well known that in this case the efficiency that maximizes the power output is [4] √ (31) η¯ CA = 1 − τ , while the maximum power output is given by [6]



and T2k =



x¯ k y¯ + (β/α)xy k . yτ ¯ −k + (β/α)x¯



(22)



From equations (13), (15) and (16) it is possible to express the power output as P¯ =



αβT1k η¯



(1 − η) ¯ k − τk . α(1 − η) ¯ + β(1 − η) ¯ k



(23)



Finally, substitution of equations (18) and (20) into equation (23) yields (x¯ − y)( ¯ y¯ k − x¯ k τ k ) P¯ (x, ¯ y) ¯ = αβ . α y¯ + β xτ ¯ k 1284



dx 1 = [α(T1k − x k ) − J1 ] dt C



and



Using the fact that the cycle is internally reversible with efficiency y¯ (20) η¯ = 1 − , x¯



T1k =



In this section, following Santill´an et al [10], a system of differential equations that provides information on the stability of an endoreversible engine is constructed. Santill´an et al developed a system of coupled differential equations to model the rate of change of intermediate temperatures. Assuming that the temperatures x and y correspond to macroscopic objects with heat capacity C, the differential equations for x and y are given by [10]



and



with τ = T2 /T1 . From equations (16) and (17) it follows that T1k = x¯ k



4. Local stability analysis of an endoreversible engine



(24)



P =



√ αβ T1 [1 − τ ]2 . α+β



(32)



Equating equations (20) and (31) gives τ=



y¯ 2 . x¯ 2



(33)



The steady-state values x¯ and y, ¯ as functions of T1 and T2 , in the maximum-power regime can then be obtained by substituting equation (31) and k = 1 into equations (16) and (17). That is, √ α+β τ x¯ = T1 (34) α+β
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Figure 2. Plot of relaxation times versus τ for some values of the ratio β/α, for a fixed value of α. (a) For a given value of the ratio β/α  1, t1(k=1) is constant and t2(k=1) is a decreasing function of τ . As the ratio β/α decreases both relaxation times increase. (b) If β/α > 1, √ t2(k=1) shows a minimum at the special value τ = α/β (see the inset). Similar plots can be obtained for a fixed value of β and variation of α.



and



√



y¯ = T1 τ







√  α+β τ . α+β



and



Finally, substitution of equation (33) and k = 1 into equation (24) allows the steady-state power output to be expressed as (x¯ − y) ¯ 2 P¯ (x, ¯ y) ¯ = αβ . (36) α x¯ + β y¯ The assumption of Santill´an et al [10] can be stated as follows: out of the steady state but not too far away, the power of a CAN engine depends on x and y in the same way that it depends on x¯ and y¯ at the steady state (P (x, ¯ y) ¯ −→ P (x, y)). It is then useful to perform the local stability analysis4 . Using this assumption, applicable only in the vicinity of the steady state, it is possible to write the dynamic equations for x and y (equations (29) and (30)) as 



dx x(x − y) 1 = α(T1 − x) − αβ (37) dt C αx + βy and 



dy 1 y(x − y) = αβ − β(y − T2 ) . dt C αx + βy



(38)



To analyse the system stability near the steady state, we proceed following the steps described in section 2. Define, 



1 x(x − y) f (x, y) = α(T1 − x) − αβ (39) C αx + βy and 



1 y(x − y) g(x, y) = αβ − β(y − T2 ) . C αx + βy



(40)



After solving the eigenvalue equation we get λ(k=1) =− 1



α+β C



λ(k=1) =− 2



(35)



(41)



4 Consider a Taylor expansion of a real function in two variables P (x, y) about the point (x, ¯ y): ¯ P (x, y) = P (x, ¯ y) ¯ + (x − x)(∂P ¯ /∂x) + (y − y)(∂P ¯ /∂y) + ¯ 2 ) + · · ·. If the distances (x − x) ¯ and (y − y) ¯ are small O((x − x) ¯ 2 , (y − y) enough to be neglected, we can assume that P (x, y) ≈ P (x, ¯ y). ¯



√ 2(α + β)αβ τ √ 2 . C(α + β τ )



The corresponding eigenvectors are given by   β = 1, − τ u(k=1) 1 α 



and u(k=1) 2



α = 1, β



(42)



(43)



 .



(44)



It is easy to prove that both eigenvalues are real and negative. Therefore, the characteristic relaxation times can be defined as (see equations (9) and (10)) C α+β



(45)



√ C(α + β τ )2 √ . 2(α + β)αβ τ



(46)



t1(k=1) = and t2(k=1) =



As mentioned before, both eigenvalues are negative < λ(k=1) < 0 ) for every 0 < τ < 1, β > 0 and α > 0. (λ(k=1) 2 1 Thus, the steady state is stable because any perturbation would decay exponentially. When α = β the main results reported by Santill´an et al [10] are recovered. In equation (45) we observe a symmetric behaviour of the relaxation time for interchanges of α → β. Something√similar would occur in equation (46) except for the factor τ in the numerator. In figures 2(a) and 2(b) the relaxation times are plotted versus τ for different values of the ratio β/α, for a fixed value of α > 0. If β/α  1 (see figure (2a)), for a given value of the ratio β/α, t1(k=1) is constant and t2(k=1) is a decreasing function of τ . The relaxation times increase as β/α decreases (figure 2(a)). In particular, t2(k=1) grows in such a manner that when β/α → 0, t2(k=1) → ∞ and the stability is lost. In the opposite direction β/α > 1, √ t2(k=1) shows a minimum at the special value τ = α/β (see figure 2(b)). As β increases both relaxation times decrease. Similar conclusions can be obtained if one assumes a fixed value of β > 0 and varies α. 1285
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Figure 3. Plots of relaxation times against the conductances α and β with τ = 21 for the case k = 1. (a) The relaxation time (t1(k=1) ) diverges as α and β approach the origin and decreases as α and β increase. (b) The relaxation time (t2(k=1) ) diverges as α → 0 for every value of β and vice versa. α=β τ = 1/2 k =1
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Figure 4. Qualitative phase portrait of x(t) versus y(t) for β = α and τ = 21 . Both eigenvalues are negative and both x(t) and y(t) decay exponentially to the origin (steady-state values x, ¯ y). ¯ In this case, 0 < t1(k=1) < t2(k=1) , with t2(k=1) /t1(k=1) ≈ 2.06. The corresponding eigenvectors can be described as the fast eigendirection (equation (43)) and the slow eigendirection (equation (44)). In this plot the eigendirections are u1(k=1) = (1, − 21 ) and u2(k=1) = (1, 1).



In figures 3(a) and 3(b) we plot the relaxation times t1(k=1) and t2(k=1) against α and β with a fixed value of τ = 21 . The relaxation time (t1(k=1) ) is a decreasing function of α and β (see figure 3(a)). If both α → 0 and β → 0, t1(k=1) diverges. The second relaxation time (t2(k=1) ) diverges as α → 0 or β → 0. For large values of α and β, t2(k=1) is zero. From these considerations, it follows that the stability of the system declines in the limits β/α → 0 and α/β → 0. From equations (45) and (46) we observe that 0 < t1(k=1) < t2(k=1) . Indeed, there is a stronger inequality (k=1) t√  2t1(k=1) (the equality is valid for the special case 2 τ = α/β). In fact, the ratio t2(k=1) /t1(k=1) allows us to compare the relaxation times along the eigendirections as a function of β/α and τ . Thus, the corresponding eigenvectors 1286



Figure 5. Qualitative phase portrait of x(t) versus y(t) for β/α = 0.1 and τ = 21 . In this case, t2(k=1) /t1(k=1) ≈ 8.1. The fast eigendirection (equation (43)) and the slow eigendirection (equation (44)) are u1(k=1) = (1, −0.05) and u2(k=1) = (1, 10), respectively. Clearly, the fast eigendirection is almost parallel to the horizontal axis and something similar occurs with the slow eigendirection with the vertical axis. According to this, trajectories approach the origin (x, ¯ y) ¯ tangent to the slow direction (y-axis) because the decaying of x(t) is almost instantaneous.



can be described as a fast eigendirection (equation (43)) and a slow eigendirection (equation (44)), respectively. Now, it is possible to describe the phase space portrait with the help of the eigendirections. In figure 4 we present the phase portrait of the case β = α with τ = 0.5. In this case, the trajectories approach the origin tangent to the slow eigendirection. In backwards time (t → −∞), the trajectories are parallel to the fast eigendirection. In figure 5 we present the case when β/α = 0.1, that is, the conductance at high temperature is large. In this case, the fast eigendirection is close to the horizontal axis whereas the slow eigendirection is close to the vertical axis. For this reason, any perturbation on x and y values tends to come back to the steady state, decreasing the x temperature very fast in comparison to the y temperature. A very different situation is observed when β/α = 10 (see figure 6), that is, close to the reversible release of heat. In this case (figure 6), the fast eigendirection is close to the vertical axis and the slow eigendirection is almost parallel to the horizontal axis; thus, under any perturbation on x and y, the temperature y reaches its steady-state value faster than the temperature x. 4.2. Case k = −1 If k = −1 then equations (13) and (14) represent the linear phenomenological heat-transfer law of irreversible thermodynamics [7, 8]. Now, α and β are negatives. The efficiency that maximizes the power output in this case is given by [12]  √ 1 + β/α − 1 + β/α β/α + τ 2 . (47) η¯ (k=−1) = 1+τ The maximum power output is given by [12]  



α β β β 2 P(k=−1) = +τ − 1+ +τ . 2T2 α α α



(48)
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and



y β/α =10 τ =1/2 k =1



g(x, y) =







 1 (x − y) 1 1 . (56) −α −β − C x(x + (α/β)y) y T2



Solving the corresponding eigenvalue equation, we find that ction slow eigendire



λ(k=−1) = 1



x



α (1 + τ )2 2C (1 + α/β)T22



(57)
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fast e 
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Figure 6. Qualitative phase portrait of x(t) versus y(t) for β/α = 10 and τ = 21 . Now, t2(k=1) /t1(k=1) ≈ 4.6. The fast eigendirection (equation (43)) and the slow eigendirection (equation (44)) are u1(k=1) = (1, −5) and u2(k=1) = (1, 0.1), respectively. In this case, we have the opposite situation to that in figure (5); that is, the fast eigendirection is almost parallel to the vertical axis and the slow eigendirection to the horizontal axis. Now, trajectories approach the origin (x, ¯ y) ¯ tangent to the slow direction (x-axis) because the decaying of y(t) is almost instantaneous.



and



  β u(k=−1) = 1, − . 2 α



By using the definition of characteristic time scale given by equations (9) and (10) one finds that



Equating equations (20) and (47) and solving for τ we obtain α y¯ 2 + 2βxy − β x¯ 2 . τ= β x¯ 2 + 2αxy − α y¯ 2



and y¯ = √



√ 2T2 1 + β/α .  1 + β/α + β/α + τ 2



(51)



By substituting equation (49) and k = −1 into equation (24), it is possible to write the steady-state power output as a function of x¯ and y; ¯ that is, ¯ y) ¯ = −α P¯(k=−1) (x,



(x¯ − y) ¯ 2 . xy(x¯ + (α/β)y) ¯



t1(k=−1) =



(49)



The steady-state values x¯ and y¯ as a function of T1 and T2 in the maximum-power regime can be obtained by substituting equation (47) and k = −1 into equations (16) and (17): √ 2T2 1 + β/α (50) x¯ = √  τ 1 + β/α + β/α + τ 2



(52)



Using, again, the assumption that the power output of an endoreversible engine, close to the steady state, has x and y dependences similar in form to the power in the steady-state conditions (equation (52)), the dynamical equations for x and y (equations (29) and (30)) are   



1 1 1 (x − y) dx − = α +α , (53) dt C T1 x y(x + (α/β)y 



 1 (x − y) 1 1 dy . (54) = −α −β − dt C x(x + (α/β)y) y T2 Again, to study the stability of the system near the values x¯ and y, ¯ we follow the steps described in section 2. Now,   



1 1 (x − y) 1 − α +α (55) f (x, y) = C T1 x y(x + (α/β)y)



(60)



2C (1 + α/β)T22 |α| (1 + τ )2



(61)



and



      β 2C β β t2(k=−1) = 1+ 1+ T22 + τ2 |α| α α α 



 −1  β β β + τ2 +τ + 1+ . (62) α α α In equations (57) and (58) one can observe that the eigenvalues are negative because α and β are negative; then, the system is stable for every value of C and τ . That is, every small perturbation around the steady-state values of temperature x¯ and y¯ decays exponentially with time. Eigenvectors given by equations (59) and (60) represent the directions along which relaxation times can be defined by equations (61) and (62). In figures 7(a) and 7(b) we plot the relaxation times against τ for several values of the ratio β/α, for a fixed value of α. For a given value of the ratio β/α, we observe that both relaxation times decrease as τ increases; that is, the stability improves as τ → 1. In the region β/α  1, as the ratio β/α decreases (figure 7(a)), the relaxation time t1(k=−1) increases. In the limit β/α → 0, t1(k=−1) → ∞ and the stability is lost. If β/α > 1, both relaxation times decrease (see figure 7(b)). In figures 8(a) and (b) we present the plot of relaxation times against α and β, with a fixed value of τ = 21 . In this case, t1(k=−1) diverges when α → 0 or β → 0. In the region of large values of α and β, t1(k=−1) is zero (see figure 8(a)). On the other hand, t2(k=−1) is a decreasing function of α and β. In particular, t2(k=−1) diverges as α → 0 and β → 0. In the limit β → ∞ and α → ∞, t2(k=−1) tends to zero. It follows that the stability of the system declines in the limits β/α → 0 and α/β → 0. In the present case, 0 < t2(k=−1) < t1(k=−1) , this means that the corresponding eigenvectors can be described as a 1287
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Figure 7. Plot of relaxation times versus τ for some values of the ratio β/α, with a fixed value of α. The relaxation times t1(k=−1) and t2(k=−1) are decreasing functions of τ . (a) As the the ratio β/α  1 decreases both relaxation times increase. (b) If β/α > 1, both relaxation times decrease. Similar plots can be obtained if one assumes a fixed value of β > 0 and varies α. (a)
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Figure 8. Plots of relaxation times against α and β for τ = 21 . (a) The relaxation time (t1(k=−1) ) diverges as α → 0 for every value of β and vice versa. (b) The relaxation time (t2(k=−1) ) diverges as α and β approach the origin and decreases as α and β increase.



slow eigendirection (equation (61)) and a fast eigendirection (equation (62)). In figure 9 we present a qualitative phase portrait of the case β = α with τ = 0.5. The trajectories approach the origin tangent to the slow eigendirection and in backwards time the trajectories are parallel to the fast eigendirection. A different situation arises when β/α = 0.1, that is, β < α. In this case (figure 10), the fast eigendirection is close to the horizontal axis whereas the slow eigendirection is close to the vertical axis. Thus, any perturbation in the x and y values tends to come back to the steady state, decreasing very quickly the temperature x in comparison to the temperature y. The opposite situation occurs when β/α = 10, that is, when β is larger than α. In this case (figure 11), the temperature y decays almost instantaneously whereas x decays slowly. 4.3. Case k=4 In this case, equations (13) and (14) are in the form of the Stefan–Boltzmann law. Now, the efficiency that maximizes 1288
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Figure 9. Qualitative phase portrait of x(t) versus y(t) for β = α and τ = 21 . In this case, 0 < t2(k=−1) < t1(k=−1) and the ratio t1(k=−1) /t2(k=−1) ≈ 2.1. The corresponding eigenvectors can be described as the fast eigendirection (equation (60)) and the slow eigendirection (equation (59)). The eigendirections are u1(k=−1) = (1, 0.25) and u2(k=−1) = (1, −1). This is an interesting case, the fast eigendirection has slope equal to −1. For this reason, the decaying rates are almost equal, and, near the origin, the trajectories approach tangent to the slow eigendirection.



the power output cannot be written in closed form because the solution η corresponds to an eighth-degree equation [1]. Let us consider the significant case when β → ∞, that is, the ratio α/β → 0. In this limit, the internal temperature x¯ is involved in the well-known formula in solar energy conversion [6, 7]: 4x¯ 5 − 3T2 x¯ 4 − T14 T2 = 0.



(63)



Moreover, it has been reported that numerical calculations lead to the description of the behaviour of the maximumpower efficiency η as a decreasing function of τ [1, 6]. An approximate expression could be stated, in principle, for the efficiency with τ . In this sense, some expressions have been proposed for the maximum efficiency [13]. Here, we will use the efficiency proposed by Landsberg–Petala–Press [13] η¯ = 1 − 43 τ + 13 τ 4 .



(64)
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Figure 10. Qualitative phase portrait of x(t) versus y(t) for β/α = 0.1 and τ = 21 . In this case, the ratio t1(k=−1) /t2(k=−1) ≈ 3.3. The slow eigendirection (equation (59)) and the fast eigendirection (equation (60)) are u1(k=−1) = (1, 2.3) and u2(k=−1) = (1, −0.1), respectively. The fast eigendirection is almost parallel to the horizontal axis and the slow eigendirection has a positive slope (≈2.3). For this reason, x(t) decays quickly whereas y(t) decays slowly. y β/α =10 τ =1/2 k =–1
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Figure 11. Qualitative phase portrait of x(t) versus y(t) for β/α = 10 and τ = 21 . In this case, the ratio t1(k=−1) /t2(k=−1) ≈ 9.9. The slow eigendirection (equation (59)) and the fast eigendirection (equation (60)) are u1(k=−1) = (1, 0.02) and u2(k=−1) = (1, −10), respectively. As we can see, the fast eigendirection is almost parallel to the vertical axis (y) and the slow eigendirection is parallel to the horizontal axis (x). It follows that, y(t) decays almost instantaneously whereas x(t) decays slowly.



Equating equations (20) and (equation (64)), and solving for a real value of τ , we obtain  √ H (x, ¯ y) ¯ 4 2 1 τ= √ ¯ y), ¯ (65) − 2H 2 (x, − 2 H (x, ¯ y) ¯ 2 with



    y¯ + (x¯ 3/2 + x¯ 3 − y¯ 3 )2/3  . H (x, ¯ y) ¯ = √  x( ¯ x¯ 3/2 + x¯ 3 − y¯ 3 )1/3



T2 , (4/3)τ − (1/3)τ 4 y¯ = T2 .
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Figure 12. Plot of relaxation time versus τ for the case α/β → 0 and k = 4. The relaxation time is a convex curve as a function of τ .



In the limit α/β → 0 and k = 4, equation (24) permits us to express the steady-state power output as (x¯ − y)( ¯ y¯ 4 − x¯ 4 τ 4 ) P¯ (x, ¯ y) ¯ =α , xτ ¯ 4



(69)



where τ is given by equation (65). It is clear from equation (68) that the steady-state temperature y¯ equals the temperature of the cold reservoir. For this reason, the two-dimensional system given by equations (29) and (30) becomes a one-dimensional system given only by the change in time of the temperature x, that is, 



y4 − x4τ 4 1 dx , (70) = α(T14 − x 4 ) − α dt C τ4 where we have used equation (69) and the assumption that the power output has an x dependence similar in form to the power in the steady-state conditions. To analyse the local stability we take f (x) as the right-hand side of equation (70). We proceed following typical procedures for the local stability analysis of a one-dimensional system. It is easy to show that, after assuming a small perturbation around the steady-state value, a linear relationship can be stated for the perturbation. To see whether the perturbation grows or decays, we must ¯ where x¯ is given by equation (67). Moreover, calculate f  (x), ¯ After the relaxation time is given by the reciprocal 1/|f  (x)|. ¯ is the calculations described above, we found that f  (x) negative for 0 < τ < 1, that is, the system is stable. In figure 12 we plot the relaxation time against τ . We observe that the relaxation time is a convex curve of τ . It follows that the stability improves when τ approaches the origin or one.



5. Concluding remarks (66)



In the limit α/β → 0, equations (16) and (17), that is, the steady-state values x¯ and y¯ take the form x¯ =



0.2



(67) (68)



We have presented a local stability analysis of an endoreversible CAN engine. It is important to discuss the stability characteristics of the endoreversible engine from the energy perspective. The steady-state efficiency is a function of τ and the ratio β/α. In figure 13 we plot the efficiency against the ratio β/α for both cases k = 1 (equation (31)) and k = −1 (equation (47)) with a fixed value of τ = 21 . As we can see, the efficiency in 1289
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Figure 13. Plots of the steady-state efficiency against the ratio β/α. In the case k = 1 the efficiency is constant whereas in k = −1, the efficiency is a decreasing function of the ratio β/α. (a)
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Figure 14. Plots of power output against τ . In both cases ((a) and (b)), the power outputs are decreasing functions. In the limit τ → 1, the power output is zero in both cases.



the case of Newton’s law (k = 1) does not depend on the ratio β/α. When k = −1, the efficiency is a decreasing function of β/α. The steady-state power output and the efficiency are also functions of τ . In figures 14(a), 14(b) and 15 we plot these energy functions versus τ for both cases k = 1 (equations (32) and (31)) and k = −1 (equations (48) and (47)) with α = β. The power and the efficiency are decreasing functions of τ . From these considerations, one can conclude that the stability of an endoreversible engine improves as τ increases, whereas 1290
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Figure 15. Plot of steady-state efficiency against τ . For the cases k = 1 and k = −1, we consider α = β. For the case k = 4, the approximate steady-state efficiency depends neither on α nor on β. In all the cases, efficiencies decrease as τ increases. In the limit τ → 1, the efficiencies are zero.



the power and efficiency decrease in both cases (k = 1 and k = −1). It is interesting that the minimum value for the √ relaxation time at τ = α/β is observed for the case k = 1. On the other hand, the efficiency is constant (case k = 1), and is a decreasing function (case k = −1) of the ratio β/α, whereas the stability, in both cases, declines as α/β → 0 or β/α → 0. Physically, the limits β/α → 0 and α/β → 0 correspond to reversible absorption of heat and reversible release of heat, respectively. Our local analysis reveals that in these limits, for the cases k = 1 and k = −1, any small perturbation in the internal temperature (y in the case of absorption and x in the case of release) decays very slowly—in fact, the time to return to the steady-state temperature is infinity. For this reason the system loses its stability. At the same time, the temperature (x in the case of absorption and y in the case of release) decays almost instantaneously. Finally, we have analysed the case k = 4 in the limit β → ∞. In this case, we observe that the relaxation time is a convex curve when plotted as a function of τ and the efficiency is a decreasing function of τ (see figure 12). It is remarkable that typical devices powered by solar radiation operate between temperatures T1 = 5762 K and T2 = 288 K, that is, τ = 0.049 98 [1, 13]. At this value, according to figure 12, the relaxation time is very small and the stability is high.
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