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Chen, Qiang—The effect of patent laws on invention rates: Evidence from cross-country panels There has been surprisingly little statistical evidence about the effect of patent laws on invention rates in the literature. In this paper, two data sets of major invention counts for the US and 14 Western European countries during 1750–1950 and 1590–1900 respectively are used to assess this effect empirically in two cross-country panels. Using Poisson regressions and negative binomial regressions, both panels point to a signiﬁcant positive effect of patent laws on invention rates, after controlling for each country’s economy size. This result is robust in different speciﬁcations of cross-country ﬁxed effects and/or random effects models, and after dropping the UK and the US from the sample. Journal of Comparative Economics 36 (4) (2008) 694–704. School of Economics, Shandong University, 27 Shanda Nanlu, Jinan, Shandong Province, 250100, PR China. © 2008 Association for Comparative Economic Studies. Published by Elsevier Inc. All rights reserved.
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1. Introduction Economists generally agree that good institutions are important for long run economic performance (e.g. North, 1990; Acemoglu et al., 2001). However, there is far less agreement about exactly what institutions are good. Patent law is a salient example. The debate over patent law is old. This controversy reached such a height during 1850–1875 that the Netherlands repealed its patent law in 1869, which was not reinstated until 1912 (Machlup and Penrose, 1950). Fundamentally, patent protection is a case of dynamic inconsistency. Before an invention is made, patent protection gives an incentive of innovation (few people dispute this). But once an invention is made, it is socially optimal to get rid of the inventor’s monopoly right immediately to increase consumer surplus or facilitate subsequent innovation. The trade off between static eﬃciency loss due to temporary monopoly and potential dynamic gain is well known in the optimal patent design literature, where the optimal patent life is found to be either ﬁnite (Nordhaus, 1969) or inﬁnite (Judd, 1985; Gilbert and Shapiro, 1990). Yet, surprisingly, there has been very few hard evidence of whether there is “potential dynamic gain,” or if there is how big it is. Recently Boldrin and Levine (2002) favor the case of dynamic net loss. In an excellent survey, MacLeod and Nuvolari (2006) conclude, “no consensus has been reached yet as to whether the emergence of the modern patent systems exerted a favorable impact on inventive activities.” An inherent diﬃculty in assessing the impact of patent laws on invention rates is that (paradoxically) patent record is not an appropriate measure of invention rates for this purpose.1 By deﬁnition, the patent count is zero when a country does not have a patent law. This certainly does not prove anything. As a result, existing evidence in support of patent
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laws’ role in stimulating inventions are largely historical. By examining contemporary literature on inventions, Dutton (1984) observes that many inventors during the British industrial revolution were explicitly motivated by the prospect of proﬁt from patents, and there was a group of “quasi-professional inventors” who proﬁt through selling or licensing their intellectual properties. Similarly, Khan and Sokoloff (2004) (among other papers by Sokoloff and his co-authors) found that the American patent institution provided a key incentive to “great inventors” during 1790–1930 (identiﬁed by “Dictionary of American Biography”). However, MacLeod (1988) cautions that some patentees took out patents for the sake of recognition (vanity patenting), and a large volume of inventive activities were undertaken outside the patent system. Using data from 1851 and 1876 World Exhibitions, Moser (2005) shows that patent laws had a signiﬁcant impact on the direction of inventions in such a way that inventors in countries without patent protection focused on a small set of industries where secrecy is important, while inventions in countries with patent protection were much more diversiﬁed. However, as pointed out by Moser (2005), exhibition data have almost nothing to say about patent laws’ impact on the overall invention rates, because of the subjective restrictions placed by the host country on participating countries’ exhibition spaces. It is possible that the presence of patent protection simply diverted R&D resources away from industries dominated by business secrecy to other industries, and thereby only had negligible effects on the overall innovative activities. This paper is also related to Lerner (2002b), which uses an unbalanced panel of 60 countries during 1850–1999 at 25year intervals to assess the impact of patent policy changes on innovation. But Lerner (2002b) differs from this study in at least two important aspects. First, his focus is on the effect of patent policy changes on innovation rather than the presence of patent law per se. In fact, among 177 distinct patent policy changes identiﬁed, only 18 of them were changes from no patent law to having a patent law,2 the effect of which is quite likely to be swamped by the majority of other policy changes (e.g. patent length, scope, working period, costs). Second, by using patent ﬁling data to proxy for innovation, an implicit assumption is that the propensity to patent is relatively stable. But this assumption is on a shaky ground especially when aspects of patent systems changed, which is the focus of his analysis. For example, a reduction in the patent application fee may increase the propensity to patent. Lerner (2002b) documented that patenting by foreigners increased signiﬁcantly following patent protection-enhancing shifts, which was unlikely due to increases in foreign innovation. Presumably, the same effect may exist among domestic residents to a lesser extent. To get around the above issues of measuring invention rates consistently before and after the establishment of patent laws, two data sets of major invention counts are used in this study. The main data set was from Clarance Streit’s book “Freedom against Itself” (1954), which contains 1012 “major inventions, discoveries and innovations” during 1750–1950 worldwide. As a robustness check, a smaller data set from Funk & Wagnalls New Encyclopedia (2007) was also used, which includes 115 major inventions from 1590–1900. Therefore, this paper presents rare cross-country statistical evidence on the positive effect of patent laws on invention rates. Poisson regression and negative binomial regression were applied to these two data sets of major invention counts for the US and 14 Western European countries. The data point to a signiﬁcant positive effect of patent laws on invention rates, after controlling for each country’s economy size. The result is robust in different ﬁxed effects and/or random effects speciﬁcations, and after dropping the UK and/or the US from the sample. The rest of this paper is organized as follows. Section 2 presents a simple theoretical framework for estimation. Section 3 describes the data. Section 4 discusses potential econometric issues. Section 5 reports and interprets empirical results. Section 6 concludes. 2. A simple theoretical framework As a simple theoretical framework, we assume that the number of major inventions that a country makes in a particular year follows a Poisson distribution. Furthermore, the Poisson arrival rate λit depends on a country’s R&D input. Speciﬁcally, consider the following knowledge/invention production function for country i in year t that is often used in the endogenous growth literature (e.g. Romer, 1990; Jones, 1995),



λit = δ(R&Dit )β .



(1)



Theoretically, we expect 0 < δ , and 0 < β < 1, since β  1 implies the counterfactual scale effect, i.e. larger R&D input leads to higher growth rate, which is strongly rejected by data (Jones, 1995). Taking natural log and rearranging, we get,







log(λit ) = log δ + β log



R&Dit GDP it







+ β log(GDP it ).



(2)



Now assume that a country’s research intensity (R&Dit /GDP it ) depends linearly on its patent law dummy LAW it , a country-speciﬁc-time-invariant constant term and an error term,







log



R&Ddit GDP it







= ηi + ηLAW it + u it .



(3)



Then we end up with, log λit = αi + β log(GDP it ) + γ LAW it + εit .



(4)



2 Although there are 60 countries in Lerner’s (2002b) sample, some of them had patent laws from the beginning when they were ﬁrst included in the sample. Former colonies were included only after they become independent, and the number of countries in the sample increases over time.
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An alternative formulation is to split GDP into GDP per capita and population, log λit = αi + β1 log(POP it ) + β2 log(GDPC it ) + γ LAW it + εit ,



(5)



where GDPC is GDP per capita. Eq. (5) reduces to Eq. (4) if β1 = β2 . However, log of GDP per capita and log of population are relatively highly correlated in our sample with a correlation coeﬃcient of 0.40.3 This mild co-linearity makes estimates less reliable. For example, the log of GDP per capita often turns up with a wrong negative sign. Although the effect of patent laws is robust under both speciﬁcations, we only report speciﬁcation (4) in this study to save space. 3. Data 3.1. Streit’s list of major inventions during 1750–1950 The main data set of major invention counts are taken from Clarence Streit’s book Freedom against Itself (1954), which includes total 1012 major scientiﬁc discoveries, inventions and innovations during 1750–1950. Streit’s motivation for compiling such a long list was to show that free societies were more innovative than those that were not free. His book also includes a list of 70 experts and specialists in many ﬁelds all over the world that he consulted in creating this list. However, Streit’s list as it stands is too broad for our purpose, since it includes many scientiﬁc discoveries (e.g. chemical elements) and theories (e.g. quantum mechanics), political (e.g. suffrage), ﬁnancial and social innovations (e.g. income tax, unemployment insurance), which were not relevant for our study of the role of patent laws. After removing irrelevant discoveries and social innovations, we end up with total 614 major inventions.4 Most inventions were made by the US and Western European countries, while most countries (including almost all developing countries) do not have any invention on Streit’s list. We chose 15 countries (the US and 14 Western European countries5 ) to be included in our sample to form a relatively homogeneous group in institutions, scientiﬁc development, and human capital endowment. If we include developing countries in the sample, the homogeneity of the sample would be compromised (see more discussion about “endogeneity” and “omitted variables” below). Furthermore, adding developing countries would only strengthen our case of patent laws’ positive impact on invention rates, since most developing countries established patent laws very late and had no inventions on the list. Countries with inventions on this list but are nevertheless excluded from our sample include Russia (9 inventions), Japan (2 inventions), Brazil (2 inventions), India (2 inventions), Canada (2 inventions), and Hungary (1 inventions). Their contributions were minor. They are left out of our sample intentionally to maintain relative homogeneity across countries. Russia and Hungary do not belong to Western Europe, and Russia became a communist country in 1917. Japan was essentially a closed economy until 1854. Brazil and India were developing countries during our sample period. Canada did not become a uniﬁed country until 1867. Similarly, Australia did not become a nation until 1901, and is excluded. Other issues in Streit’s list include joint inventions, simultaneous inventions and inventions spanning multiple years. Joint Inventions. Streit (1954) gave the credit of inventing atomic pile in 1942 to both Italy (Enrico Fermi) and US (Walter Zinn and Herbert Anderson). It is well known that the work was undertaken in Chicago, and had nothing to do with Italy, although Enrico Fermi was from Italy. As a correction, it is only counted as an American invention in this case. This was the only joint invention in Streit’s list with inventors of different nationalities. Simultaneous Inventions. On the other hand, simultaneous or contested inventions conducted by different people in different countries were counted separately for all countries involved. For example, the invention of jet engine went to both Italy (Campini Caproni) and Britain (Frank Whittle) in 1940 and 1941 respectively.6 Inventions Spanning Multiple Years. When Streit (1954) lists an invention as spanning multiple years, say, 1892–1894, the invention time is uniformly set to the earliest year, i.e. 1892 in this case. See Table 1 for a summary of data. 3.2. The encyclopedia list of major inventions during 1590–1900 Funk & Wagnalls New Encyclopedia (2007) provides a smaller data set of major invention counts with a total of 115 major inventions during 1590–1900. A smaller data set means that a more stringent standard is applied when selecting major inventions. Because of the subjectivity of what inventions to include (see more discussion below), this second data set is used more as a robustness check. The results from these two data sets are remarkably similar, although they were created by different people for different purpose at different times.



3 This may be due to a weak scale effect, i.e. output per worker depends positively on the population size in the long run (Jones, 2005). Or it may be due to a Malthusian effect, i.e. higher income leads to higher fertility rate. Probably both effects are present. 4 A detailed list about what was removed and what has been retained is available upon request. 5 Our working deﬁnition of Western Europe includes Sweden, Norway and Finland. 6 Other simultaneous inventions in Streit (1954) were “Vitamin C, synthesized” (US, UK and Switzerland) in 1930, “Automobile, gasoline, improved” (Germany, France, US and Austria) in 1892, “Aluminum electrolytic process” (US and France) in 1886, “Photograph, high speed” (UK and US) in 1880, “Automobile, gasoline (contested)” (Germany and Austria) in 1875, “Riﬂing, gun” (Italy and Sweden) in 1846, “Steam engine, high pressure” (US and UK) in 1799.
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Table 1 Countries’ major inventions and patent laws Country



# of major inventions from encyclopedia



# of major inventions before 1820 from encyclopedia



# of major inventions from Streit’s list



# of major inventions before 1820 from Streit’s list



Year patent law enacted



Austria Belgium Denmark Finland France Germany Italy Netherlands Norway Portugal Spain Sweden Switzerland UK US Total



1 0 0 0 15 16 6 3 0 0 0 2 0 32 40 115



0 0 0 0 7 5 6 3 0 0 0 0 0 14 4 39



8 2 1 0 93 77 14 1 0 0 1 7 9 145 256 614



2 0 0 0 17 3 4 0 0 0 0 0 1 52 19 98



1810 1817 1894 1898 1791 1815 1859 1817a 1834 1837 1820 1834 1888 1623 1790 –



Source: Numbers of major inventions from Encyclopedia are during 1590–1900 from Funk & Wagnalls New Encyclopedia. Numbers of major inventions from Streit’s list are during 1750–1950 from Streit (1954). Population and GDP per capita (not listed here) are from Maddison (2001). Most patent law data are from Penrose (1951). a Repealed in 1869, and reinstated in 1912.



3.3. Patent law data Most patent law data (i.e. when patent laws were ﬁrst established) are from Penrose (1951), which include Austria, Belgium, France, Portugal, Spain, Sweden, UK and US. Sources for the other seven countries are below. Germany. Germany did not become a uniﬁed country until 1871. However, according to Penrose (1951), Prussia (which accounts for about 60% of the German territory) established its ﬁrst patent law in 1815, Wurttemberg in 1836, and Saxonia in 1843. On the other hand, Khan (2005) shows German patent record starting as early as 1811. Lerner (2005) also uses Prussia to proxy for Germany. As a compromise, we set 1815 to be the year when Germany ﬁrst established a patent law. Switzerland and the Netherlands. Data are from Khan (2005). The Netherlands is the only country in our sample that repealed its patent law in 1869 (ﬁrst established in 1817), reinstated it in 1912. Finland. A patent law was ﬁrst established according to International Encyclopedia of Laws (1997). Denmark. According to the Danish Patent and Trademark Oﬃce, a patent law was ﬁrst established in 1894. This was independently conﬁrmed by a Danish intellectual property attorney, who gave a reference in Danish “Mogens Koktvedgaard and Lise Østerborg, The Danish Patents Act, 2nd rev. edition, 1979, page 21.” Italy. According to an intellectual property attorney practicing in Italy consulted by e-mail, Italy establishes its ﬁrst patent law in 1859 (law No. 3731 of October 30, 1859). Norway. According to an intellectual property attorney practicing in Norway consulted by e-mail, the ﬁrst Norway patent law was established in June 1885. However, in 1814 Norway became part of Sweden, which adopted a patent law in 1834. To be conservative, I set 1834 as the year when Norway established its patent law, since Norway had zero invention on Streit’s list. Furthermore, Lerner (2005) also indicated Norway as having a patent law in 1850. 3.4. GDP and population data GDP per capita and population data are taken from Maddison (2001) for years 1500, 1600, 1700, 1820, 1870, 1913 and 1950. Interpolation is then performed to ﬁll in the interim years so that there are data for every year from 1590–1950. Being almost deterministically generated, these data are therefore not subject to the unit root problem that often plagues macroeconomic data. 4. Econometric issues Before we proceed with estimation, there are a number of econometric issues that we need to deal with ﬁrst. 4.1. Does it matter whether inventions were actually patented? Certainly, many inventions were made before national patent laws were enacted, and many inventions were made outside the patent system even after patent laws were introduced. But we are interested in whether patent laws spur inventive
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activities. Theoretically, the existence of a patent law gives an additional option value to any invention (Pakes, 1986). Without a patent law, an invention is only beneﬁcial through secrecy. If the cost of imitation is low, then secrecy may not be effective. This is probably true for most of the mechanical inventions during the Industrial Revolution. With a patent law, an individual or a ﬁrm can choose to patent his invention or not. If he chooses not to patent, this does not mean that the patent law has no effect on whether he undertakes the research in the ﬁrst place. He might intend to patent his invention at the beginning, but in the end found out that he would be better off to keep it as a trade secret. Therefore, it does not matter whether inventions were actually patented or not in our sample. 4.2. Endogeneity Whether and when a country chooses to enact a patent law is certainly endogenous, and this is a potentially serious issue. For example, countries that were more inventive might choose to establish their patent laws earlier. In that case, causation would go from invention rates to patent laws, and not vice versa. The patent law dummy is obviously a government policy variable. Then Dani Rodrik’s critique “Why we learn nothing from regressing economic growth on policies”—due to the endogeneity of government policies, applies (Rodrik, 2005). Lerner (2002a) found that political systems and legal traditions played signiﬁcant roles in shaping national patent laws in his 60-country sample over 150 years, far more important than per capita GDP.7 Citing historical records, Moser (2005) indicated that patent systems were initially adopted in a relative ad hoc manner, and the inﬂuence of innovation on patent laws was limited. In our speciﬁc setting, this endogenous variable patent law is a special dummy variable, a non-decreasing sequence of zeros and ones.8 Then only the exact timing of patent law enactment matters, which is mostly a random event or at least not tied to a country’s inventiveness. For example, the British patent statute of 1623 was largely a byproduct of restraining the monarch’s arbitrary authority of granting monopolies. America adopted its ﬁrst patent law in 1790, as mandated by its 1787 constitution. The French revolution (itself a random event) gave birth to the ﬁrst French patent law in 1791, and spread the inﬂuences of French laws throughout Europe. The Netherlands’ unique case—a patent law ﬁrst established in 1817, repealed in 1869 and reinstated in 1912—shows that the timing of enacting a patent law is more dependent on the current political tides than the stages of economic development. Therefore, at least we have reasons to believe that the issue of endogeneity is not so severe. To address this issue statistically, we use a sort of differences-in-differences estimator where the treatment is “having a patent law before 1820.”9 1820 was the median year of patent law enactment in our sample. Seven countries (Austria, Belgium, France, Germany, Netherlands, UK, US) with patent laws before 1820 form a treatment group, while the rest eight countries form a control group. The numbers of major inventions before 1820 for each country are listed in Table 1. Results from differences-in-differences estimations are generally consistent with our causation hypothesis (see Table 2). For the Encyclopedia data, the differences-in-differences estimate is positive with a p-value of 0.082. For the Streit’s list data, the differences-in-differences estimate is also positive with a p-value of 0.116.10 These results suggest that the treatment of “having a patent law before 1820” had a positive impact on nations’ invention rates. Another way to check for reverse causality is to test for a structural break in major invention counts at an unknown date, and see whether this break happened after the establishment of the patent law. If the break predated the patent law enactment, then reverse causation is a suspect. However, since there maybe other shocks to a country’s innovative system, whose magnitudes might be even bigger, the results may not be conclusive. For both data sets, we computed the QLR (Quandt Likelihood Ratio) statistic for each country—which is a generalized Chow test. The procedure is to trim 15% of the sample period at both ends, and search for the largest F -statistic in the remaining middle 70% region against the null hypothesis of no structural break. This F -statistic is then compared with critical values taken from Table 12.5 “Critical Values of the QLR Statistic with 15% Trimming” in Stock and Watson (2003). Results are presented in Table 3. Table 2 Differences-in-differences estimations Dependent variable: Changes in average annual invention rate before and after 1820 Independent variable



Coeﬃcient



Robust standard error



p-value



# of observations



R2



Regression 1: Encyclopedia data during 1590–1900 Having a patent law before 1820



0.12



0.06



0.082



15



0.35



Regression 2: Streit’s list during 1750–1950 Having a patent law before 1820



0.34



0.21



0.116



15



0.30



2



Note: Including a constant term in the above regressions yields similar results, but with much lower R .



7 Lerner (2002a) regressed patent law dummy on per capita GDP, political dummies and legal family dummies using an ordered logit speciﬁcation. While the coeﬃcient on per capital GDP is only signiﬁcant at 10%, political dummies and legal family dummies are both jointly signiﬁcant at 1%. 8 The only exception is the Netherlands, since it abolished its patent law during 1869–1912. 9 I appreciate an anonymous referee who suggested this analysis. 10 Because of the subjective nature of invention count data, the absolute values of differences-in-differences estimates do not have much meaning.
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Table 3 The timing of invention breaks and patent law enactments Country



Encyclopedia data (1590–1900) Break year



Austria Belgium Denmark Finland France Germany Italy Netherlands Norway Portugal Spain Sweden Switzerland UK US



1854 1900 1900 1900 1770 1846 1644 1657 1900 1900 1900 1854 1900 1758 1845



Break coeﬃcient 0.02 – – – 0.10 0.16 −0.04 −0.04 – – – 0.04 – 0.21 0.63



Streit’s data (1750–1950) QLR



Break year



Break coeﬃcient



5.70 – – – 15.52** 24.99** 4.58 11.36* – – – 11.66* – 36.24** 96.39**



1894 1863 1898 1950 1912 1827 1846 1907 1950 1950 1920 1846 1830 1899 1865



−0.06 0.02 0.02 –



−0.45 0.52 0.05 0.02 – – 0.03 0.07 0.05 −0.53 1.74



QLR 3.32 2.60 2.81 – 11.60* 27.07** 2.22 3.61 – – 5.61 6.79 3.26 13.45** 97.99**



Year patent law enacted 1810 1817 1894 1898 1791 1815 1859 1817a 1834 1837 1820 1834 1888 1623 1790



Note: “Break coeﬃcient” is the coeﬃcient for structural break dummy. A positive break coeﬃcient means a higher invention rate after the break. QLR statistics are computed with 15% trimming at both ends. Signiﬁcance is according to critical values from the ﬁrst row of Table 12.5 in Stock and Watson (2003). a Repealed in 1869, and reinstated in 1912. * Signiﬁcance at the 5% level. ** Idem, 1%.



It is clear from Table 3 that for most countries, structural breaks in invention rates happened after patent law enactment. For countries with no invention at all throughout the sample period, the date of structural break is set to be the end of the sample period. Among total 30 cases (2 data sets times 15 countries), only the following 5 “anomalies” occur. (1) In the Streit’s data during 1750–1950, Switzerland had a positive break in 1830. But this break appears to be too far apart from the patent law enactment in 1888 to be its cause. Also, the QLR statistic is not even signiﬁcant at 10%. (2) In the Streit’s data, Italy had a positive break in 1846, which was 13 years earlier than the patent law enactment in 1859. But the QLR is not even signiﬁcant at 10%. (3) In the Encyclopedia data during 1590–1900, Netherlands had a negative break in 1657 that is signiﬁcant at 5%. However, it was too far apart from its ﬁrst patent law enactment in 1817. (4) In the Encyclopedia data, Italy had a break in 1644 predating its patent law enactment 1859. Again it was too far apart and not signiﬁcant at 10%. (5) The only real “anomaly” appears to be France in the Encyclopedia data, which had a positive break in 1770 signiﬁcant at 1%. It appears that France had a large positive shock to its innovative system about two decades before the French Revolution in 1790 and the enactment of patent law in the following year. This is a bit puzzling. In summary, analysis of structural breaks at unknown dates through QLR statistics is also broadly consistent with our assumption that causation runs from patent laws to invention rates, and not the other way around. Of course, it would be desirable if an instrumental variable can be found in future research. 4.3. Omitted variables There are certainly “omitted variables” related to invention rates that are not included, such as scientiﬁc development, education, and other invention-related institutions, such as copyright laws, trade secret laws, etc. To the extent that these omitted variables are correlated with the patent law dummy, then our estimate would not be consistent. We partially circumvent this problem by including only the US and 14 Western European countries in our sample in the hope that the state of scientiﬁc development, and other legal and institutional aspects were relatively homogeneous among these countries. Essentially, we are conditioning on these “omitted variables.” Moreover, if these omitted variables were roughly constant over time, then they can be handled through “ﬁxed effects model” to account for these individual country differences. However, if governments interested in boosting innovation adopted other innovation-inducing policies around the same time when patent laws were established,11 then the effects of other innovation-related policy changes might also be picked up in the patent law dummy, despite the use of country dummies in the “ﬁxed effects” speciﬁcation. These policy changes may include prizes for major discoveries or inventions offered by governments or individuals, honors given to leading



11 Except for the Netherlands, the patent law dummies are all non-decreasing monotonic series taking on only values of zero and one. Therefore, only the timing of patent law establishment matters. As such, only alternative policy changes around the same time of patent law enactment may have effects picked up by the patent law dummies.
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inventors, government subsidies to researches, expansion of national territory and domestic market, protection of trade secrets and so on. We address these alternative innovation policies in turn. First, prizes for discoveries or inventions during our sample period 1590–1950 appeared to be largely international in nature, i.e. participants were not limited to a certain nationality. The Nobel prizes established in 1901 was a salient example. Another famous example was the award for a timepiece to determine longitude at sea offered by Spain, Holland and Britain with increasing amounts (North and Thomas, 1976). If so, these prizes would give roughly the same innovative incentives to all countries in our sample,12 and therefore not a concern. Second, from the eighteenth century, the British crown routinely knighted distinguished scientists and inventors. For example, Isaac Newton became the ﬁrst scientist to be knighted in 1708, while James Watt received his knighthood in 1786. Apparently, this honoring practice started only a few decades after 1623 when the ﬁrst British patent statute was established. Furthermore, conclusions from this study still hold when the UK and the US were dropped from the sample as a robustness check. Third, as noted by Mokyr (1999), Germany became a technological leader during the Second Industrial Revolution (1870– 1914) partly because of its subsidy to researches. But this was also a few decades after the ﬁrst German patent law was established in 1815. Fourth, a larger territory and market would give more incentive to innovation. Following the US patent act of 1790, the US purchased French Louisiana in 1803, which nearly doubled its then territory.13 However, as mentioned earlier, our results hold without the US and the UK in the sample. Last, regarding the protection of trade secrets, it appears from the literature that there was no major shifts in this area around the time when national patent laws were set up. 4.4. Is major invention count a good index of overall innovation? Inventions differ in sizes as measured by economic values or R&D costs. Major invention count can be used as a good index of overall innovation only if countries which are good at making large inventions are also good at making small ones, and vice versa. For example, government-dominated R&D efforts (e.g. former Soviet Union) may concentrate on “large inventions” at the expense of smaller ones. But this does not appear to be the case for our sample countries during 1590– 1950, where R&D activities seem to be largely market-driven. Another issue is that there were minor or trivial inventions that were not worth patenting. Although patent protection apparently would not have any impact on these minor or trivial inventions, they were not of much economic value anyway. Therefore, to some extent, major invention count can be used as a reasonable index of overall innovative activities. 4.5. Subjectivity of counting major inventions Certainly subjectivity is a concern for any man-made list of major inventions. For example, since Streit (1954) created his list to prove that free countries were more innovative, it is possible that he intentionally or unintentionally undercounting innovations from not-so-free countries. However, since all 15 countries in our sample are “free countries” according to Streit’s standard, this should not be a problem. Since these two invention count data sets were not created to measure the effect of patent laws on inventions, it is unlikely that the authors would knowingly or unknowingly include more inventions from countries with patent laws. So it is unlikely to have a systematic bias in this regard. Last but not the least, the results from these two data sets created by different people for different purposes at different times are very similar in pointing to a robust effect of patent laws on invention rates. The two data sets cover the same time period during 1750–1900. In the smaller Encyclopedia data set, there were total 107 major inventions during this period, among which 84 of them were also in the bigger data set from Streit’s list.14 Among these 84 “overlapping” major inventions, 62 of them were dated to be in the same year in both data sets.15 Obviously, a higher standard was used in measuring “major inventions” in the Encyclopedia data set. The fact that almost 80% major inventions in the smaller data set during 1750–1900 were also in the bigger data set also downplays the subjectivity of invention counts as a major concern.



12 For inventors in relatively backward countries, they might not be fully informed about these prizes to be motivated. Or they might be discriminated against when they did participate. But this appears not to be the case for countries in our sample, which were all advanced countries in Western Europe and America. 13 The next US territorial acquisition was Florida in 1819, which was much smaller. 14 Those 23 major inventions that were in the Encyclopedia data set during 1750–1900 but not in the Streit’s list include marine chronometer (1759), automobile (1770), bifocal lens (1780), steamboat (1786), gas turbine (1791), electric battery (1800), steam locomotive (1804), food preservation by sterilization and exclusion of air (1810), safety pin (1849), mercerized cotton (1850), elevator with brake (1852), Bessemer steel converter (1856), kinematoscope (1861), cathode-ray tube (1878), cash register (1879), arc lamp (1879), graphophone (1885), mimeograph (1887), synthetic rubber (1891), three-color camera (1892), viscose rayon (1892), vacuum bottle (1892), and sensitized photographic paper (1898). 15 Among the rest 22 major inventions with different invention dates, 8, 4, 3, 3, 1, 1, and 2 of them differed by 1, 2, 3, 4, 5, and 12 years in invention dates respectively. One of the two inventions dated 12 years apart between the two data sets was James Watt’s steam engine, as his invention spanned a number of years with various improvements.
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4.6. The quality of patent laws Certainly not all patent laws are the same. There were signiﬁcant differences in the contents and enforcement of patent laws across country and over time, such as patent length, patent application fee, whether prior examination is required. For example, the US patent law of 1790 was very different from the British patent statue of 1623, or the French patent law of 1791. Within the US, the patent law was different before and after the 1836 Act (Smith, 1890). Lerner (2002b) documented the differences of different national patent systems in many dimensions, and their evolution over time. For example, in the 1850s and 1860s, a number of countries weakened their patent systems following the “Patent Controversy.” On the other hand, the “Paris Convention of 1883” triggered some countries to strengthen their patent systems. Unfortunately, we cannot take in account variations in patent law quality in this panel data setting. As a partial remedy, these differences would be picked up by the country “ﬁxed effects.” 4.7. Appropriate regression techniques Since the dependent variable is count data, ordinary least square is not appropriate to accommodate non-negative integer data with a skewed distribution. The Poisson regression is a natural choice. A casual inspection of both invention data sets reveals that their sample variances (0.65 and 0.19 for Streit’s list and encyclopedia list respectively) are signiﬁcantly larger than their sample means (0.20 and 0.03 for Streit’s list and encyclopedia list respectively), which is inconsistent with the Poisson model with equal mean and variance. To deal with this over-dispersion, we use the negative binomial regression, which generalizes the Poisson regression to take into account cross-sectional heterogeneity. The derivation of negative binomial regression comes from the “error component model” by assuming each country has its unique error term, hence it is a “random effects model” when it is not augmented with country dummies. The use of Poisson regression with country dummies constitutes a “ﬁxed effects model.” Finally, the use of negative binomial regression with country dummies accommodates both “random effects” and “ﬁxed effects.” Since the negative binomial regression nests the Poisson regression as a special case, our strategy is to run negative binomial regression, and then test whether the model can be reduced to the Poisson regression by a likelihood ratio test. We also ran pooled regression as a benchmark (which is strongly rejected by data). Both Poisson and binomial regressions are carried out through numerical maximum likelihood estimation. 5. The effect of patent laws on inventions: Regression results 5.1. Results from Streit’s list Table 4 reports regression results for the Streit’s list. In all the regression speciﬁcations, the patent law dummy and log(GDP) have positive signs, and are signiﬁcant at 1% level and appear to be very robust. In all speciﬁcations, the coeﬃcient estimates for log(GDP) are within the theoretical range of 0 < β < 1 mentioned earlier. A likelihood ratio test strongly rejects the “pooled Poisson” regression (second column in Table 4) in favor of “ﬁxed effects Poisson” regression (third column in Table 4). Speciﬁcally, −2(log L R − log L U ) = 564.27, which is much greater than 2 χ14 (1%) = 29.14. The random effects model with negative binomial regression (fourth column in Table 4) gives similar coeﬃcient estimates for both the patent law dummy and log(GDP), as compared with the pooled Poisson regression. The 95% conﬁdence interval for θ is [0.93, 1.70], which does not include zero (θ = 0 corresponds to the Poisson regression). Therefore, we shall use negative binomial regression instead of the more restrictive Poisson regression (see Greene, 2003, Chapter 21). Column 5 in Table 4 presents the “ﬁxed & random effects model,” i.e. negative binomial regression with country dummies, which is our preferred regression model that accommodates both the random effects and ﬁxed effects. The coeﬃcient estimates are very similar to those from the “ﬁxed effects model” (i.e. Poisson regression with country dummies). Again the data reject the reduction to the restrictive Poisson “ﬁxed effects” regression, since the 95% conﬁdence interval for θ is [0.13, 0.48], which does not include zero (θ = 0 corresponds to Poisson regression). A likelihood ratio test rejects the random effects model (i.e. negative binomial regression without country dummies) 2 in favor of “ﬁxed and random effects model.” Speciﬁcally, −2(log L R − log L U ) = 461.63 > χ14 (1%) = 29.14. Therefore, the presence of ﬁxed effects and random effects are both supported by the data. Since both the United Kingdom and the United States contributed many inventions, and they both established a patent law very early, one might wonder how much of our results are driven by these two countries. Therefore, we drop the UK and the US from our sample in the “ﬁxed and random effects model” as a robustness check. Although log(GDP) becomes insigniﬁcant with a wrong sign, the patent law dummy is still signiﬁcant at 1% (last column in Table 4). Since there are many zeros in the invention count data (2635 out of 3015), one is naturally tempted to try the zeroinﬂated Poisson regression, in which case the patent law dummy becomes insigniﬁcant but still with a positive sign. The Vuong statistics (Vuong, 1989) is 24.99, which favors the zero-inﬂated model in a non-nested test. A zero-inﬂation negative binomial regression yields similar results with Vuong statistics being 39.29.
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Table 4 Regression results for 614 inventions during 1750–1950 Dependent variable: INV (number of inventions) # of observations: 3015 Independent variables



Pooled (Poisson)



Fixed effects (Poisson)



Random effects (negative binomial)



Fixed & random (negative binomial)



Dropped UK & US



Constant



−9.60 (.33)** 0.68 (.03)** 1.11 (.22)**



−2.80 (.34)** 0.17 (.03)** 1.24 (.22)** −2.99 (.36)** −4.41 (.71)** −4.53 (1.00)** −16.57 (.15)** −0.96 (.13)** −1.07 (.15)** −2.49 (.27)** −4.86 (1.00)** −16.97 (.14)** −17.15 (.13)** −5.19 (1.00)** −3.00 (.38)** −2.44 (.33)** −0.68 (.12)**



−10.15 (.36)** 0.74 (.04)** 1.01 (.22)**



−2.77 (.35)** 0.17 (.03)** 1.23 (.22)** −2.98 (.36)** −4.40 (.71)** −4.53 (1.00)** −17.04 (.15)** −0.94 (.13)** −1.06 (.15)** −2.46 (.27)** −4.84 (1.00)** −17.41 (.15)** −17.50 (.14)** −5.18 (1.00)** −3.00 (.38)** −2.43 (.34)** −0.65 (.12)**



−.63 (.99) −.12 (.10) 1.39 (.29)** −2.61 (.40)** −3.92 (.72)** −4.23 (1.02)** −17.62 (.30)**



–



–



Log(GDP) Law Austria Belgium Denmark Finland France Germany Italy Netherlands Norway Portugal Spain Sweden Switzerland UK US Pseudo R



– 2



.27



.43



.19



.34



–



−0.07 (.17) −1.55 (.28)** −4.4 (1.06)** −17.95 (.33)** −17.86 (.28)** −4.52 (1.01)** 2.63 (.41)** −2.02 (.39)** –



.30



Note: Robust standard errors are in parentheses. In the last column of “Dropped UK & US,” the sample size is 2613. ** Signiﬁcance at the 1% level.



These results are understandable, since in zero-inﬂated regressions the probability of zero occurring does not depend on the covariates. So we are only left with 380 nonzero observations out of total 3015 observations to explain. It does improve the model’s ﬁt. But why would a country’s probability of having zero major invention in a particular year have a separate distribution and does not depend on any covariates at all?16 This does not make much sense theoretically. Hence, we do not take ad hoc zero-inﬂated models seriously. As a byproduct from this regression exercise, we also obtain a ranking of countries’ inventiveness after controlling for patent laws and economy sizes, which is broadly consistent with common perception. According to country dummies in column 5 of Table 4, the order of countries from the most inventive to the least inventive is US (0), UK (−0.65), France (−0.94), Germany (−1.06), Switzerland (−2.43), Italy (−2.46), Austria (−2.98), Sweden (−3), Belgium (−4.40), Denmark (−4.53), Netherlands (−4.84), Spain (−5.18), Finland (−17.04), Norway (−17.41), and Portugal (−17.50). 5.2. Results from encyclopedia data Table 5 reports regression results for the Encyclopedia list, which essentially parallel with the results from the Streit’s list. Even the coeﬃcient estimates are pretty close. Again, in all regression speciﬁcations, the patent law dummy and the log of GDP have positive signs, and are signiﬁcant at 5% level or 1% level. A likelihood ratio test strongly rejects “pooled Poisson” regression (second column in Table 5) in favor of “ﬁxed effects 2 Poisson” regression (third column in Table 5). Speciﬁcally, −2(log L R − log L U ) = 69.70, which is much greater than χ14 (1%) = 29.14. 16 The usual way to justify using the zero-inﬂated Poisson regression or zero inﬂated negative binomial regression is that agents make decisions in two stages, ﬁrst decide either zero or non-zero, then decide how many if non-zero in the ﬁrst stage. This scenario clearly does not apply here.
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Table 5 Regression results for 115 inventions during 1590–1900 Dependent variable: INV (number of inventions) # of observations: 4665 Independent variables



Pooled (Poisson)



Fixed effects (Poisson)



Random effects (negative binomial)



Fixed & random (negative binomial)



Dropped UK & US



Constant



−7.04 (.32)** 1.06 (.09)** 0.85 (.28)**



−4.46 (.35)** 0.69 (.08)** 0.64 (.30)* −2.59 (1.03)* −17.55 (.23)** −15.62 (.32)** −14.38 (.35)** −1.40 (.33)** −1.18 (.30)** −1.84 (.43)** −1.52 (.59)** −16.61 (.32)** −17.92 (.28)** −19.35 (.21)** −1.57 (.75)* −16.43 (.29)** −0.79 (.24)**



−7.06 (.32)** 1.07 (.09)** 0.84 (.28)**



−4.49 (.35)** 0.71 (.09)** 0.62 (.30)* −2.57 (1.03)* −18.28 (.23)** −17.46 (.32)** −16.98 (.35)** −1.41 (.33)** −1.19 (.30)** −1.84 (.43)** −1.49 (.59)* −17.30 (.33)** −17.82 (.28)** −18.82 (.21)** −1.54 (.75)* −17.76 (.29)** −0.78 (.24)**



−4.64 (1.23)** 0.28 (.39) 1.13 (.52)* −2.03 (1.42) −17.97 (.78)** −17.23 (1.10)** −16.94 (1.38)**



–



–



Log(GDP) Law Austria Belgium Denmark Finland France Germany Italy Netherlands Norway Portugal Spain Sweden Switzerland UK US Pseudo R



– 2



.29



.35



.26



.32



– 0.21 (.36) −0.48 (.47) −0.80 (.79) −7.37 (1.36)** −17.69 (1.03)** −18.31 (.47)** −1.12 (1.12) −17.42 (.93)** –



.25



Note. Robust standard errors are in parentheses. In the last column of “Dropped UK & US,” the sample size is 4043. * Signiﬁcance at the 5% level. ** Idem, 1%.



The random effects model with negative binomial regression (fourth column in Table 5) gives similar coeﬃcient estimates for both the patent law dummy and log(GDP), as compared with the pooled Poisson regression. The 95% conﬁdence interval for θ is [0.33, 2.40], which does not include zero (θ = 0 corresponds to the Poisson regression). Therefore, the negative binomial regression is favored against the Poisson regression. Column 5 in Table 5 presents the “ﬁxed & random effects model,” i.e. negative binomial regression with country dummies, which is our preferred regression model that accommodates both the random effects and ﬁxed effects. The coeﬃcient estimates are very similar to those from the “ﬁxed effects model” (i.e. Poisson regression with country dummies). Again the data reject the reduction to the restrictive Poisson “ﬁxed effects” regression, since the 95% conﬁdence interval for θ is [0.10, 1.53], which does not include zero (θ = 0 corresponds to the Poisson regression). A likelihood ratio test rejects the random effects model (i.e. negative binomial regression without country dummies) 2 (1%) = 29.14. Therefore, the in favor of “ﬁxed and random effects model.” Speciﬁcally, −2(log L R − log L U ) = 65.34 > χ14 presence of ﬁxed effects and random effects are both supported by the data. Again we drop the UK and the US from our sample in the “ﬁxed and random effects model” as a robustness check. As reported in the last column of Table 5, although log(GDP) becomes insigniﬁcant (this time with a right sign), the patent law dummy is still signiﬁcant at 5% level. 6. Conclusion This study presents (to our knowledge) the ﬁrst cross-country statistical evidence of the importance of patent laws on major inventions, and to some extent overall innovation. Two data sets of major inventions counts for the US and 14 Western European countries during 1750–1950 and 1590–1900 respectively were used to assess the impact of patent laws
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