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Abstract This paper establishes how the classical facts characterizing a failure of competition in credit card lending during the 1980s are largely reversed in the decades following. It shows that, since 1990, lenders’ mark-ups decreased by 35 percent, profits shrank by 32 percent relative the average in banking, and prices became nearly 3 times more responsive to cost. Despite this competitive trend, market concentration rose considerably. Extending previous theories of limited competition in credit card lending, this paper argues that these changes can be explained by considering the role of costly screening in mitigating adverse selection. Complementary descriptive evidence is then presented in favor of this view.
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Introduction



The credit card market of the 1980s comprised over 4,000 firms selling a relatively homogeneous good to more than 75 million consumers who, by 1989, held $130 billion in credit card debt. Market concentration was low and lenders faced few discernible barriers to entry. Moreover, firms were subject to almost no regulation on pricing or on conducting business across state lines1 . In his seminal paper, Ausubel (1991) shows that, contrary to what might be predicted by traditional models of competition, credit card lending was, by several measures, non-competitive: markups were high, prices were unresponsive to underlying cost, and lenders earned 3 to 5 times the ordinary rate of return in banking. The explanation was limitations on price competition resulting from adverse selection; unilateral price cuts rarely occurred because lenders feared such action would attract those customers least likely to pay back loans2 . This paper establishes how the stylized facts that characterized a failure of competition in this industry during the 1980s are largely reversed in the decades following. To this end, it assesses how the measures of competition used by Ausubel, namely prices, profitability, and market structure, have evolved since that time. It finds that over the last two decades markups have decreased by 35 percent, profitability declined by 32 percent relative to the average in banking, and prices have become nearly 3 times more responsive to underlying cost, suggesting an increase in competitiveness. Contrary to standard theories of monopolistic competition, this increase in competitiveness has been accompanied by substantial consolidation. Whereas Ausubel described the credit card market of the 1980s as having low concentration and limited competition, credit card lending today is more competitive and highly concentrated3 . Extending previous theories of competition in credit card lending, this paper shows how many of the changes described above can be explained by considering the role of costly and 1



The supreme court’s decision in Marquette National Bank v. First of Omaha Service Corporation (1978) in essence eliminated any price regulation in credit card lending. 2 Ausubel also considers search and/or switching costs as reasons behind sticky prices, and to some extent also supra-normal profits. Nevertheless, Berlin and Mester (2004) find that rates implied by standard models of consumer search are inconsistent with credit card pricing in the 1980s, during which search costs were thought to be significant. Calem and Mester (1995) argue that, although switching costs contributed to a lack of competition, they in fact form a part of the adverse selection problem. Better screening helps overcome adverse selection in part by reducing switching costs. Knittel and Stango (2003) argue that high prices and profits resulted from tacit collusion by banks throughout this time. However, in their analysis, a decrease in the probability of firms colluding results from an overall increase in states’ usuary ceilings after 1985 rather than any change in prices and profitability, as might be predicted given a collusive breakdown. 3 Today’s market is also larger and serves a broader range of consumers than before. By the end of 2008, consumer credit card debt rose to $990 billion. Of this new debt, a substantial portion was acquired by lower income households. Between 1989 and 2007 the proportion of households below the 20th percentile of income holding credit card debt nearly doubled from 15.3 percent to 25.7 percent, while for households above the 90th percentile of income that proportion remained stable, moving from 40.5 to 40.6 percent (data are from the Survey of Consumer Finances).
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improved screening in mitigating adverse selection. When adverse selection results from riskier borrowers’ relatively greater sensitivity to price, improvements in lenders’ ability to screen out these higher risks eases their reluctance to bid down prices and results in lower equilibrium prices and profits.4 Because it is costly, adoption induces consolidation. As evidence in favor of this technology channel, I show that computing capacity in banking has both increased on average and become more dispersed, that lenders’ capacity to price according to heterogeneous consumer risk has increased, and that large credit card lenders increased the proportion of their annual total expenditure dedicated to technology at a 25 percent higher rate than the average in banking. Moreover, substantial decreases in price over the past two decades have been largely uncorrelated with a rise in customer defaults, echoing the notion that firms’ quelled reluctance to lower prices stems from their improved ability to identify consumer default risk. This paper contributes to the literature on competition in financial markets in the following ways. First, it compiles an account of the evolution of competition in the credit card market since the 1980s, laying out a new set of stylized facts characterizing competition in this industry. Second, it shows how extending previous theories of competition to include technology adoption, the technology channel, can explain many of these new facts. It then presents empirical evidence in favor of this view. In doing so, it provides a further account of the relationship between technology adoption and financial market outcomes.5 The remainder of the paper is organized as follows. Section 2 plots trends in markups, profits, and price responsiveness since 1990. Section 3 documents changes in market structure and pricing behavior over this time. Section 4 discusses the role of IT in fomenting this shift in lender’s behavior and sets out a model illustrating the impact of better screening on the market’s competitive environment. Section 5 introduces further evidence of IT adoption by banks. Section 6 discusses further changes in this market and their relationship to technology adoption and concludes.
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Changes in Competition Since 1990



Evidence of the failure of competition in the credit card market of the 1980s includes high prices, the poor response of price to underlying cost, and rates of return for credit card banks that are much greater than the ordinary rate of return in banking (Ausubel, 1991). This section follows trends in these indicators since 1990. For the sake of comparison, and in order to highlight the transformation that has occurred, it adheres as closely as possible to the definitions used by Ausubel. Data on credit card pricing comes from the Federal 4



Each firm has incentive to improve their screening capacity and increase profits, however, in equilibrium, better screening leads to reduced industry prices and profits. 5 See Berger and Mester (2003); Degryse and Ongena (2004); Hauswald and Marquez (2003).
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Reserve Board’s biannual Survey of Credit Card Plans (SCCP). This survey asks lenders to provide information on the prices and terms of their ’most common’, or modal, credit card contracts.6 These data are matched to information on banks’ balance sheets reported in the Consolidated Reports of Condition and Income (Call Reports). The call reports are filed quarterly with the Federal Deposit Insurance Corporation (FDIC).7 Throughout, trends for large credit card lenders are compared to those of the rest of the industry. Moreover, I refer to a credit card (CC) bank if it is one of the largest 25 holders of credit card assets.8



2.1



Evolution of Rates and Profits



As a first indication of greater competition, figure 1 documents a steep reduction of average price markups by credit card lenders since 1990.9 15%



Avg. Interest Rate Spread
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Figure 1: Interest Rate Markup 1990-2008 Notes: The figure shows the trend in the asset weighted mean difference between banks’ most commonly offered credit card interest rate and the cost of funds. Credit card interest rate data are from the Survey of Credit Card Plans. The cost of funds is the market rate on U.S. Treasury securities at 1-year constant maturity (FRB series H. 15 - 4) plus 75 basis points (Ausubel, 1991). Data on bank assets are from each year’s 1st and 3rd quarter Call Report filings.



The markup, or spread, is the average credit card interest rate minus the cost of funds, while 6



Also, the modal consumer in the population is considered a prime borrower Avery et al. (2009) The match is exact and is done using a unique bank identifier (RSSD ID) available in both data sources. Note that in the analysis a bank is defined as an individual banking institution with a unique RSSD ID rather than a bank holding company, or high holder. For example, Bank of America is considered separately from FIA Card Services, its credit card arm. FIA Card services is counted as a large credit card lender while Bank of America is not. 8 I choose the largest 25 because they are sampled with probability 1 in the SCCP. Nevertheless, results are robust to varying this definition. 9 Throughout the paper, I exclude all data from after the 2008 financial crisis as so as to not confound these trends with the systemic changes in consumer lending brought on by the recession. 7
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the cost of funds is the one year t-bill rate plus 75 basis points.10 The figure shows an overall decline in the spread from a high of 15 percentage points (pp) in 1992 to a low of 8 pp in 2005, for an average drop of 35 percent throughout the period. As further indication of an increase in competitiveness, tighter markups accompanied a decrease in the profitability of credit card lending. Figure 2 shows trends of the difference in the rate of return on assets between large credit card lenders and the industry overall.11 20% Avg. ROA CC Banks 18%



(Avg. ROA CC Banks) - (Avg. ROA All Banks)
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Figure 2: Profitability of Credit Card Lending 1990-2008 Notes: The figure shows trends in the (asset weighted) mean return on assets (ROA) for large credit card banks. Relative profitability is defined as the difference between the asset weighted mean ROA of the largest 25 credit card banks (by credit card assets) and the asset weighted mean profitability of all banks in the sample. Data are from each year’s 1st and 3rd quarter Call Report filings. For detailed ROA definitions see appendix.



In 1990, the average rate of return for large credit card banks was 14.8 pp, or 7.3 pp more than that of the average in banking. By 2008, that figure had dropped to 9.8 pp, or 5 pp more than the average in banking, for a 32 percent decrease over the period.



2.2



Rate Responsiveness



During the 1980s, credit card rates remained nearly unchanged while the underlying cost of funds varied substantially. This is in stark contrast to the swift response of price to cost 10



This is the cost of funds measure used in Ausubel (1991) It is chosen based on yield premiums on credit card backed securities and data on average amortization periods for credit card loans. See the paper for more detailed information. 11 As a measure of profitability, I consider earnings expressed as a percentage of assets: return on assets (ROA). This is the same profitability measure used in Ausubel (1991) and called return on assets (reported). It is estimated using the Consolidated Reports of Condition and Income (Call Reports) for the 1st and 3rd quarter of each year. See the appendix for more information on the variable construction and definitions.
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which might be expected in competitive spot markets. Since that time, however, credit card prices have become increasingly responsive to the underlying cost of funds. As shown in figure 3, prior to 1990, despite large swings in the underlying cost of funds, the mean credit card rate available in the market remained essentially unmoved. In other words, there was very little adjustment of prices by banks. 20%



15% Credit Card Interest Rate 10%
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Figure 3: Response of Rates to the Cost of Funds 1982-2008 Notes: In the figure, rates are the arithmetic mean of respondent banks’ most commonly offered rate. Data from Aug.1982 - Aug. 1994 are from the Quarterly Report of Interest Rates on Selected Consumer Loans (form 2835) and are published in the April/November issues of the Federal Reserve Bulletin in each respective year (table 1.56 line 4). These are combined with data through 2008, which are from the Quarterly Report of Credit Card Interest Rates (form 2835a). Data for each year consists of roughly 150 respondent banks which include the largest credit card issuers as well as a random sample of smaller issuers. The cost of funds is the market rate on U.S. Treasury securities at 1-year constant maturity (FRB series H.15-4) plus 75 basis points. (Ausubel, 1991)



However, after 1990 there was a substantial increase in the responsiveness of average rates to the underlying cost of funds. Table 1 shows OLS regressions of the credit card interest rate on the lagged value of the cost of funds and the interest rate in the previous period. The regressions measure how quickly price adjusts to a change in the cost of funds. Columns 3 and 4 show results in the time series and columns 5 and 6 show within bank adjustment.12 Unequivocally, after 1990 prices are more responsive to changes in the cost of funds. This effect is particularly noticeable in the period 1995-2008, and when looking at within firm adjustments. Between 1982 and 1987, prices adjusted an average of 5 pp per quarter, while between 1995 and 2008 that rate increased to roughly 24 pp every 6 months.13 Note that within firm adjustment has also increased relative to the overall level of adjustment, suggesting that averages in the market have become worse at explaining individual firm behavior. In other words, in addition to becoming more sensitive to changes in costs, banks have become more heterogeneous in 12



Columns 1 and 2 are taken directly from Ausubel and are shown here for purposes of comparison. Unlike the quarterly reports used in Ausubel (1991) and in the time series regressions in this paper, the SCCP is biannual. 13
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Table 1: Trends in the Response of Credit Card Interest Rates to the Cost of Funds



Cost of Funds−1 Interest Rate−1 Fixed Effects N R2



Dep Var: Credit Card Interest Rate Ausubel (1991) Quarterly Reports Survey of Card Plans 1982-1987 1990-2008 1995-2008 1990-2008 1995-2008 (1) (2) (3) (4) (5) (6) 0.0422 0.054 0.0899 0.1420 0.1783 0.2434 (0.00584) (0.00896) (0.0247) (0.0402) (0.0263) (0.0467) 0.895 0.685 0.9346 0.8559 0.6875 0.594 (0.0444) (0.0326) (0.0225) (0.0469) (0.0356) (0.0500) X X X 24 408 75 55 4667 3372 0.96 0.94 0.98 0.96 0.82 0.83



Notes: The table shows results from regression of credit card interest rate on lagged rate and the cost of funds. Regression results for 1982-1987 are copied directly from Ausubel (1991). They are shown here only as a source of comparison. Time series data from 1990-2008 are from the FRB’s Quarterly Report of Interest Rates on Selected Direct Consumer Installment Loans (1990-1994) and the Quarterly Report of Credit Card Interest Rates (1995-2008). Panel data are from the FRB’s semi-annual Survey of Credit Card Plans. For panel regressions (1990/1995 - 2008), standard errors, in parentheses, are clustered by bank.



their pricing strategies. The increase in the responsiveness of prices to cost is likely due to a rise in the proportion of cards being offered with a variable interest rate, a trend largely tied to greater competitive pressure (Sellon, 2002; Stango, 2000).14 As shown in figure 4, 80% 70% 60% 50% 40%
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Figure 4: Proportion of Cards with Variable Interest Rates 1990-2008 Notes: The figure shows the proportion of plans offering a variable interest rate in each year. Data are from the FRB’s biannual Survey of Credit Card Plans for 1990-2008. This survey includes the largest 25 lenders and a further sample of smaller lenders, a total of 150 banks. 14



To the extent that banks hold their markups fixed, changes in the benchmark rate would be passed through to the loan rate, increasing price responsiveness.
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the propensity of banks to offer variable rate contracts increased from 15 percent in 1990 to more than 75 percent in 2008. To illustrate how increased propensity to offer variable rates is associated with greater competition, table 2 relates cc banks’ profitability with their propensity to offer variable rate contracts.15 Table 2: Variable Rate Contracts for Large Lenders Dep. Var: Bank offers Variable Rate Cards (Yes = 1 No = 0) (1) (2) (3) ∆COF 19.8663 33.9919 (12.8914) (16.2291) ROA -0.9290 -2.7429 (0.9311) (1.1529) Bank Fixed Effects X X X N 433 442 422 Pseudo R2 0.0086 0.0006 0.0239 Notes: The table shows results from conditional logit regressions of variable rate on the change in the cost of funds and profitability for the largest 25 credit card lenders. Data are taken from the FRB’s biannual Survey of Credit Card Plans and from each respective year’s 1st and 3rd quarter Call Report filings over the period 1990-2008. Standard errors, in parentheses, are clustered by Bank.



As would be expected, lenders’ are more likely to offer a variable rates on cards if they expects the cost of funds to rise (column 1). However, conditional on expectations, a higher than average profitability is associated with a significantly decreased propensity to offer variable rate plans (column 3). Conversely, when profits are low, lenders are more likely to market variable rate cards, thus increasing the overall sensitivity of rates to an underlying cost of funds.
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Other Changes in Market Structure and Pricing



Lower markups, decreased profitability, and greater price response point to an increase in the competitiveness of credit card lending. In contrast to what would be predicted by traditional theories of oligopolistic competition, this change was accompanied by a sharp rise in market concentration. Moreover, throughout this period lenders implemented more complex pricing strategies and improved their ability to price according to individual consumer risk. 15



The expected future cost of funds is approximated by the first difference in the cost of funds (cof), ∆cof = coft − coft−1 . This measure relies on the assumption that agents hold strictly backward looking expectations. In reality, agents likely form expectations based on a larger information set. Nevertheless, given the data available, this measure serves as a proxy for the way in which expectations are formed.
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3.1



Consolidation



The 1990s were a time of major consolidation in the banking industry.16 In line with this trend, there has been a rise in the concentration of the credit card market. However, consolidation in credit card lending exceeded that in overall lending. As shown in figure 5, between 1990 and 2008 the credit card asset market share of large credit card banks increased from 55 percent to over 96 percent. 100% Loan Asset Share of the Largest 25 Lenders CC Asset Share of CC Banks 80%
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Figure 5: Excess Consolidation in Credit Card Lending 1990-2008 Notes: The figure shows trends in market concentration from 1990 through 2008. Data are from each respective year’s 1st and 3rd quarter Call Report filings. Market share is defined as banks’ respective share of total outstanding assets.



In contrast, overall loan asset market share for the largest 25 lenders increased from 26 percent to 41 percent over the same period. This excess consolidation suggests some structural changes in the credit card market that stand apart from the general trend in banking. Looking at how the set of competitors evolved over this period, note that it has largely been the case that the largest lenders in 1990 remain as the largest lenders today. In fact, during this period ex-ante large lenders grew while small lenders slowly lost market share. As shown in table 3, with the exception of Capital One, major lenders before the consolidation maintained their position as the largest lenders throughout, gaining market share in the process. The most notable of these are Bank of America, Citi, and Chase, whose combined market share rose from 18 percent in 1990 to 57 percent in 2010. Consequently, rather than newer and smaller firms propelling the market towards a new equilibrium, replacing incumbent firms in the process, it appears as though established firms used their vast resources to 16



Following the passage of the Riegle-Neal Interstate Banking and Branching Efficiency Act in 1994, many legal barriers to entry were reduced, allowing commercial banks to operate in markets which up until then were not available to them.
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gain greater market share in a changing environment.17 Table 3: Large Lenders by Market Share 1990 - 2010 Bank Name CHASE MANHATTAN BANK CITIBANK BANK OF AMERICA AMERICAN EXPRESS DISCOVER BANK



Market Share (%) 7.71 5.57 5.31 4.89 4.30



July 31, 2001



CHASE MANHATTAN BANK BANK OF AMERICA DISCOVER BANK UNIVERSAL BANK N.A. MBNA AMERICA BANK



8.79 8.23 8.22 6.68 5.15



July 31, 2010



BANK OF AMERICA CITIBANK CHASE BANK USA CAPITAL ONE BANK DISCOVER BANK



July 31, 1990



22.05 17.79 17.05 7.98 6.96



Notes: The table lists the largest 5 credit card issuing banks by asset share at the beginning, middle, and end of the sample period, respectively. Data are from the Board’s Consolidated Reports of Condition and Income (Call Reports).



3.2



Changes in Pricing



Throughout this period, banks implemented ever more complex pricing strategies designed to attract new customers. One example of this is a rise in the number of plans offering introductory, or ’teaser’, rates to entice new customers. This practice has been particularly important for larger credit card lenders. As shown in figure 6, between 1998 and 2010 the proportion of large credit card lenders offering intro rates increased from 29 percent at its lowest in 2001 to more than 50 percent at its highest in 2007, reflecting an increasing trend in this incidence. Conversely, the proportion of smaller credit card lenders offering intro rates has been on average much lower and even slightly decreasing over time from 22 percent in 1998 to about 20 percent in 2008.18 Large credit card lenders’ increased propensity to offer introductory rates further indicates more aggressive competition among them for new business. In contrast, smaller lenders decreased propensity of offering these incentives indicates a movement away from aggressively seeking new credit card customers. Also included in figure 6 is the trend in average non-introductory rates of large credit card 17



Granted, much of this growth has not been organic, but rather driven by a wave of mergers. As cursory evidence of this note Chase’s purchase of Chemical Bank for $13 billion in 1996 and Bank One for $76 billion in 2004, Bank of America’s purchase of MBNA for $35 billion in 2005, and Citi’s purchase of Sears for $11 billion in 2003. Nevertheless, along with assets, these purchases constituted large investments in information acquisition, which conforms to the intuition above. 18 Data on introductory rates are not available prior to 1998.



10



lenders and smaller credit card lenders, respectively. The figure indicates that, although larger banks are competing more intensely to acquire new borrowers, lenders generally set similar non-introductory prices in order to hold on to incumbent customers. 60%
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Figure 6: Introductory Rate Offers Across Large and Small Credit Card Banks 1998-2008 Notes: The figure shows the trend in the proportion of plans offering an introductory rate as well as the trend in credit card interest rates from 1998-2008. Data are from the Survey of Credit Card Plans and from each respective year’s 1st and 3rd quarter Call Report filings. A large credit card bank is defined as a bank that is among the largest 25 credit card issuers, by asset market share.



Another important change in pricing has been the adoption of pricing based on risk classes (Edelberg, 2006). Using data from the Survey of Consumer Finances (SCF), I look for evidence of greater risk based pricing by estimating the variability of predicted prices faced by households conditional on a set of observables generally used by lenders to determine default risk.19 To the extent that lenders increase their use of observables correlated with risk to price to consumers, rates on cards held by consumers should be better predicted by these observables. Greater variability of predicted rates would thus indicate increased prevalence of pricing on consumer risk. Consider the following best linear predictor with i denoting a household ratei = β0 + β1 turndowni + β2 missedi + β3 delinqi + β4 shopi + β5 utilizei + β6 loginci + β7 logbali + β8 agei + β9 bankrupti + i and where variable definitions are shown in table 4.20 19



These observables are chosen as they are considered key inputs into credit scoring models used by lenders. I condition on set of variables similar to that which Calem et al. (2006) use to compute pseudo credit scores for households. Since agents’ credit score is generally inversely correlated with the offered price, these variables should also predict prices faced by households. 20 For ease of exposition, I have chosen a simple linear functional form. A richer and more flexible spec-
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Table 4: Survey of Consumer Finances (SCF) Variable Definitions Variable Rate Age Bankrupt Delinquent Log(Real Balance) Log(Real Income) Missed Shop Turndown Utilization Rate



Definition Rate charged on card with highest balance in the household Age of Respondent Has anyone in the household ever filed for bankruptcy? Has anyone in the household ever been more than 60 days delinquent on a loan? Log of total real balance on all cards in 2007 dollars Log of real household pre-tax income in 2007 dollars Does respondent ever miss payments now and then? How much does respondent shop for credit (1 Almost no Shopping - 5 A Great Deal) Has anyone in the household been turned down for credit in the last 2 years? Ratio of total balance on all cards to total available credit



Notes: For variables representing yes or no questions in the survey, 1 corresponds to a yes response and 0 to a no response.



ˆ i= As a measure of variability in predicted prices, I estimate the standard deviation of rate E[ratei |X]. I do this separately for survey waves 1995-2007 and plot the trend in figure 7. As 2.2% S.D. of Predicted Interest Rate 2.0% 1.8% 1.6% 1.4% 1.2% 1.0% 0.8% 1994
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Figure 7: Risk Based Pricing 1995-2007 Notes: The figure shows trends in the standard deviation of predicted values from regressions of credit card interest rate on household demographics. Data are from the Survey of Consumer Finances (SCF) for survey waves 1995-2007. For full regression results see appendix.



shown in the figure, there was a substantial increase in the variation of credit card interest rates that is explained by observables correlated with consumers’ default risk. Between 1995 and 2007, the standard deviation of the predicted rate increased 246 percent from 84 to 207 basis points. Furthermore, the goodness of fit of each regression (see appendix) increases by nearly a factor of three from 3 percent to 8.3 percent over the period, indicating that ification, such as one used in Calem et al. (2006) would undoubtedly be a much better predictor of prices faced by households. Nevertheless, the purpose of this exercise is to estimate the trend in predicted price variability conditional on household observables. This would be little changed by using a richer specification.
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observables also play a larger role in predicting market rates.21 These results thus indicate a substantial rise in the practice of pricing according to consumer default risk over this period.
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The Role of IT in Credit Card Lending



Over the last 20 years, credit card issuers substantially changed their pricing strategies, implementing improved technologies to price on consumer risk and rolling out products with more complicated price structures to more aggressively attract new customers. The following describes a channel by which improvements in the availability of information technology during the 1990s likely affected this transition.



4.1



Changes in the Availability of Information and Credit Scoring



Underlying the market changes outlined above has been a large shift in the way lenders interact with potential consumers. Much of that shift has been driven by an increase in the quantity and quality of information available on these potential credit card customers. This information revolution made possible and economical the development of more sophisticated risk scoring technologies and has allowed firms to more effectively target consumers.22 Innovations in credit reporting, resulting from a major wave of IT adoption by reporting companies, played a crucial role in advancing change in credit card lending. Credit reporting companies, known also as credit bureaus, have been crucial to lenders as a major source of information on potential credit card customers. Originally, credit bureaus represented cooperative efforts of a group of creditors in a community, such as a town or a county, to better track the behavior of consumers.23 Up through the 1960s and 1970s thousands of credit bureaus operated locally. However, by the late 1980s a huge consolidation left a market dominated by 3 large bureaus that operated nationally.24 As a 21



The adjusted R2 for the regression is the average over all 5 implicates for each survey wave. An important implication of the above has been that, over this period, credit supply has increased at an accelerated pace. Between 1990 and 2008, the amount of revolving unsecured debt outstanding increased from $217 billion to $989 billion, according to the Federal Reserve’s G.19 series on consumer credit; this is a marked rise in the rate at which unsecured debt had been increasing up until that point (between 1970 and 1990 revolving unsecured debt outstanding rose from $4 billion to $217 billion). According to the SCF, between 1995 and 2007 the amount of revolving credit extended to the average household increased from roughly $6,000 to over $16,000 (in 2007 dollars). Furthermore, the increase in credit availability particularly affected lower income households. From 1989 to 2004 the proportion of households with income between the 20th and 40th percentile that held bank-type cards nearly doubled from 37 percent to 61 percent (Board of Governors of the Federal Reserve System, 2006). 23 These bureaus collected basic identifying information, derogatory behavior (e.g. delinquencies or defaults), credit requests, as well other publicly available information (e.g. arrests, marriages, and/or deaths) for its members. 24 Today these are known as TransUnion, Experian, and Equifax. For a more comprehensive history of credit reporting in the United States see Furletti (2002a), Hunt (2005), and Avery et al. (2003). 22
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result, banks could now access more accurate information on a greater number of potential customers. With the arrival of the internet, histories once read over the phone were now transmitted electronically. Moreover, the system of reporting was better regulated. The Fair Credit Reporting Act (FCRA), first passed in 1970 but later amended in 1996, protected consumers’ privacy and insured against inaccurate reporting, instilling greater confidence in the use credit reporting. Availability and the low cost of transmission and storage spurred huge investments in better and cheaper to implement credit scoring technologies. Previously, credit scoring was expensive to implement, and custom made models were used mostly for evaluating larger loans. To determine the credit worthiness of potential credit card customers, banks used relatively simple metrics.25 The main decision in credit card lending was thus whether or not to extend credit to a new customer; customers receiving credit were most often offered the same price. Today, large credit card lenders maintain and constantly update information on a much larger set of potential customers. Moreover, they use sophisticated behavioral credit scoring models to analyze this information. Credit scoring technology, first used solely to determine whether or not to extend credit, is now also used for pre-screening and account marketing, pricing, account management, estimating losses from default, and predicting the profitability of individual accounts (Board of Governors of the Federal Reserve System, 2007)26 .



4.2



A Model of Competition with Adverse Selection



In this section, I describe analytically how technology adoption and better screening by banks constitutes a plausible channel by which the transformation in credit card lending has occurred. Specifically, I set out a simple static model of monopolistic competition that incorporates adverse selection and technical change. The model is first used to derive a market equilibrium with no screening that is qualitatively similar to one described in Ausubel (1991). It then analyzes the impact of banks’ investment in improved screening technology on the competitive environment. Because the model is set up to highlight as clearly as possible the technology channel, it abstracts from many of the other institutional details of this market.27 25



See Paige (2003). Such metrics mostly used debt to income ratios. Income information was not (and is still not) made available from the credit bureaus. For new customers, income information was requested on credit card application forms, and thus was likely extremely unreliable. 26 In addition, since the late 1980’s, banks could opt to purchase more generic credit scoring models, such as Fair Isaac Corporation’s Prescore, along with potential customer’s credit reports. (FICO subsequently continued to roll out new and improved generic credit scoring models every few years. Its latest iteration, which came out in 2009, is FICO-08. In 2006, the three major credit bureaus collaborated to launch VantageScore, meant to compete directly with FICO.) 27 Over the last two decades, pricing in general purpose consumer credit cards has become increasingly complex and dynamic in nature. As rates decreased throughout the 1990s, issuers turned to new pricing
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4.2.1



Setup



In this model, monopolistically competitive lenders compete over heterogeneous consumers, whereby some consumers are more risky (default at a higher rate) than others.28 Adverse selection of borrowers is of the particular form described in Ausubel (1991): riskier consumers’ are more price sensitive, and therefore unilateral rate cut by lenders disproportionately attracts the higher risk borrowers.29 Banks cannot ex-ante differentiate between borrower types. When a screening technology becomes available, banks can adopt it at some fixed cost that is increasing in its effectiveness. Adopters can then imperfectly screen consumers. There are two borrower types, high risk and low risk borrowers, denoted θH and θL , respectively. Low risk borrowers never default (P r(def ault | θL ) = 0), and high risk borrowers default with probability 1 − η (P r(def ault | θH ) = 1 − η ∈ (0, 1]). N identical firms situated along a circular city with unit circumference (Salop, 1979) compete for both borrower types, with each type uniformly distributed along the circle.30 A screening technology α ∈ [0, 1] can become available at some fixed cost αf1 , and firms can choose whether or not to purchase it. Firms that purchase the technology can sort techniques in an effort to maintain profitability (Furletti, 2003). These include the proliferation of variable rate plans, introductory rate offers to attract new customers as well as more complex fee structures and means of computing finance charges. (Fees, in particular, have become an increasingly important source of revenue for credit card issuers. As an example, Furletti (2003) shows that between 1994 and 2002 the average late fee assessed by large credit card issuers rose 145.8 percent from $12 to $29.) Although this paper acknowledges these trends, its main focus is to describe and account for broader competitive changes in credit card lending since 1990. Consequently, the model abstracts away from many of these important issues. 28 Firm market power may arise for a number of reasons. These include variation in consumer tastes, switching cost due to insider information held by banks, and/or disparity in non-price ’perks’ offered by different firms. 29 Ausubel describes an adverse selection problem that results from time inconsistent consumer behavior The intuition behind this argument is that, because credit card borrowing is expensive and revolving, there are two relevant classes of consumers. In one class, consumers obtain a credit card not intending to leave a balance (borrow) at the outset, but later on find it difficult committing to this course of action. Consumers in this class are generally successful at repaying their loans, and, because they do not expect to borrow, are also insensitive to relative price changes. In the other class, consumers, who perhaps lack less expensive alternatives, obtain a credit card intending to borrow. Although not anticipating to do so, consumers in this class are more likely to default on their loans. Because they intend to borrow, they are also more sensitive to relative changes in price. Subsequent work has also provided some empirical evidence substantiating this claim (Calem and Mester, 1995; Calem et al., 2006; Ausubel, 1999; Agarwal et al., 2010; Ponce-Rodriguez, 2008). Adverse selection occurs because a unilateral rate cut by lenders more often attracts the price sensitive and higher risk borrowers. In contrast to Stiglitz and Weiss (1981), this form of adverse selection leads to a reluctance among credit card lenders to lower rates in response to a decrease in cost. The empirical literature on price rigidities in lending markets has also shown that prices are more likely to be rigid downward than rigid upwards (Hannan and Berger, 1991; Arbatskaya and Baye, 2004; Toolsema and Jacobs, 2007). 30 Consequently, borrowers’ preferences for firms are orthogonal to their risk type. Moreover, as firms simultaneously post prices, customers observe and weigh options simultaneously. The underlying assumption here is that consumers are knowledgeable about all offered prices, there is no search cost, and there is no sequential search. Every customer accepts the highest expected value offer available to them; it is assumed that a customer does not switch once she has accepted an offer.
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arriving customers into high and low risk categories denoted φH and φL , respectively. These firms perfectly identify low risk types θL and discover high risk types θH at a rate α such that P r(φL |θL ) = 1 and P r(φH |θL ) = 0 P r(φL |θH ) = 1 − α and P r(φH |θH ) = α DθL ,i and DθH ,i are the residual demands of borrower types θL and θH faced by each firm i = 1, ..., N , respectively. Similarly, PφL ,i and PφH ,i are prices firm i offers to φL and φH , respectively. For firms that do not choose to invest in screening PφL ,i = PφH ,i = Pi . Expected profits are E [Πi ] = PφL ,i (DθL ,i + η(1 − αi )DθH ,i ) + PφH ,i (ηαi DθH ,i ) − c(DθL ,i + DθH ,i ) − αi f1 where αi ∈ {0, α}. Each firm i chooses {PφL ,i , PφH ,i , αi } to maximize profit. Borrowers θL ’s and θH ’s expected utility from purchasing at firm i is E [Ui,θL ] = V − βθL PφL ,i − txi



E [Ui,θH ] = V − βθH (1I(αi = α)((1 − α)PφL ,i + αPφH ,i ) + (1 − 1I(αi = α))PφL ,i ) − txi where xi is the ”distance” traveled by each borrower, t is the marginal cost of travel, and V is borrowers’ value from purchase, assumed here to be equivalent across risk types. Normalizing βθL = 1, βθH > βθL = 1 captures the adverse selection problem as described above, whereby high risk borrowers are more price sensitive.31 4.2.2



No Screening



= Pφe,ns = P e,ns . Suppose (α = 0). Then there is only one price in the market Pφe,ns L H Equilibrium prices and profits are P



E [Πe,ns ] =



e,ns



 =



1 N2



!



    1 + βθH 1+η t c+ 1 + ηβθH 1 + ηβθH N (1 + η)2 t 1 + ηβθH



! +



31



1 N



!



(1 − η)(βθH − 1)c 1 + ηβθH



!



Note the assumption here that, although high risk consumers default with positive probability, they do not expect to do so ex ante. As a result, the possibility of default is not reflected in their expected utility. Conversely, since banks deal with many high risk types, they do consider average default rates in their profit function.
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This yields four main results congruent with Ausubel (1991). First, inability to screen leads to a single market price that reflects the pooled default risk across all customers. Second, due to free entry, there is an equilibrium in which many firms compete and glean positive profits. Third, in the presence of adverse selection the equilibrium price will exceed the monopolistically competitive price. Moreover, this price premium is increasing in the degree of adverse selection > lim Pβe,ns lim Pβe,ns θH = 1 θH > 1 N →∞ | {z } {z } | N →∞



Competitive Price



Adverse Selection



whenever (βθH > 1), and



∂P e,ns > 0 ∂βθH



  1−η whenever η(1+η) > Nt 1c .32 Lastly equilibrium profits are positive, greater than the monopolistically competitive profit, and increasing in the degree of adverse selection E [Πe,ns ] > 0 and η(1+η) (1−η)



∂E [Πe,ns ] > 0 ∂βθH



 



t whenever N > . Therefore, despite a fragmented market structure, adverse selecc tion with an absence of screening leads to a market equilibrium with high prices and profits, as was the case in the 1980s.



4.2.3



Screening



For α > 0, I consider a symmetric equilibrium in which all firms decide to adopt screening (αieq = α ∀ i).33 Equilibrium prices are now Pφe,s =c+ L Pφe,s H



t N  1 



 1 − η  1  = 1+ c+ η α α 



1  t  1+α− βθH N



Borrowers in φL now face exactly the competitive price, unadjusted for the expected default risk in that pool. The price for borrowers in φH is inversely proportional to the repayment rate (η) and price sensitivity of high risk borrowers (βθH ) as well as the effectiveness of available screening technology (α). In other words, a profit maximizing firm sets Pφe,s below L 32



When the market is small, the higher price responsiveness of θH decreases firms’ market power; therefore, the effect on price is unclear. 33 For ease of exposition, only the solution in which all firms choose αi = α is shown here. A detailed derivation of the conditions required for such an equilibrium to hold are left to the appendix.
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the implied ’break even’ price in order to attract better quality borrowers, compensating for this loss proportionally increasing Pφe,s above its break even value.34 H Screening affects prices and market structure in four main ways that match observed changes over the past decades. First, firms able to tell apart consumers are no longer reluctant to bid down prices, so that Pφe,s < Pφe,ns L L Recall that prices in the data reflect those offered to prime borrowers (this model’s equivalent of φL ). Consequently, this result is reflective of the trends observed in the data. Second, a fixed cost for adopting the screening technology implies that only enough firms remain to satisfy a zero profit condition, and thus profits are competed away E [Πe,ns ] > E [Πe,s ] = 0 Third, a fixed cost of adoption also limits the equilibrium number of firms in the market N e,s =



1 + η(2 −



1 βθH



 ! 1 t 2



αf1



which can potentially increase the degree of concentration in the market. Moreover, the equilibrium number of firms is decreasing in the effectiveness of the available screening technology ∂N e,s  Pφe,s H L whereby, as expected, higher risk individuals face higher expected prices. 4.2.4



Caveats



This model abstracts away from many of the institutional elements of this industry. For example, the analysis is static, and banks can only choose a price rather than a more complete contract (e.g. price, fees structure, credit limit). Perhaps the most stark of these relates to 34



In this model, screening means that banks can perfectly identify low risk types θL so that the high risk pool contains only high risk types (P r(θH |φH ) = 1). As a result, the increase in Pφe,s is inversely proportional H to the probability of correctly identifying high risk types (α).
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how borrowers match with lenders. Consumers in this market observe all posted prices, and thus can weigh different ’offers’ before choosing. Nevertheless, for the case with screening, high risk borrowers must commit to a lender without knowing which of its posted prices (Pφe,s or Pφe,ns ) will be offered to them. L L This assumes that the travel cost is high enough such that the expected benefit of getting a lower rate by applying to another bank is not sufficient to merit the cost of applying there. Although this assumption simplifies the analysis, it may not be so improbable that high risk borrowers might perhaps be more reluctant to ’take their chances’ by continuing to shop for a better rate. An investigation of this conjecture, however, is left to future work.



5



Evidence of IT Adoption in Credit Card Lending



The above has discussed how technology adoption can produce results consistent with observed market trends. In this section I present evidence of technology adoption by banks.



5.1



Computing Capacity



As evidence of improvements in lenders’ available computing, I use data from Computer Intelligence Infocorp (CII) to document increases in banks’ computing capacity over the period 1984-1994. CII provides information on an unbalanced panel of users of large-scale computing systems for the period 1985-1994. The unit of observation is an establishment in a year (Bresnahan et al., 1996).35 Figure 8 shows trends in capacity, measured in millions of instructions per second (MIPS), for banks over the period.36 As each point in the figure is a banking establishment in a year, the figure informally illustrates how the distribution of computing capacity evolved over the period. Between 1985 and 1994, average MIPS at banks increased substantially. Moreover, the dispersion in available MIPS has grown. By 1994 there was still a mass of banks with largely the same computing capacity as in past years, however, a small number of banks dramatically increase their computing power. Changes in the mean capacity is thus largely driven by few large scale adopters. This is consistent with the model above, which shows that because investment in technology is a fixed cost, we should observe increased concentration among competing firms. Moreover, although variability was increasing over the period, this trend is especially salient in after 1990. 35



These are the data constructed and used in Bresnahan et al. (1996). The reader can refer to their paper for a full description of the data. 36 In this figure a bank is defined as an establishment with an SIC code of 6021, 6022, or 6029 for at least 2 consecutive periods. However, the results are robust to varying definitions a banking establishment.
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Figure 8: Computing Capacity in the Banking Industry 1985-1994 Notes: The figure shows trends in computing capacity of banks (SIC 6021, 6022, or 6029) from 1985 to 1994. Computing capacity is measured as million instructions per second (MIPS) over all computer systems at a location. The data are from annual surveys conducted by Computer Intelligence Infocorp (CII) for an unbalanced panel of business computer users. Data here are taken directly from Bresnahan et al. (1996). The unit of observation is an establishment-year. For detailed information on data construction, see Bresnahan et al. (1996).



5.2



Expenditure and IT Adoption



Figure 9 shows the rate of expenditures on technology of large credit card lenders relative to the industry overall. This is measured as the difference in the proportion of ’other non-interest expenditures’ to total expenditures between large credit card banks and other lenders. ’other non-interest expenditures’ includes spending on outsourced data processing and R&D of internal computer software.37 During the 1990s, large credit card banks markedly increased the proportion of this type of expenditures relative to the industry average. As shown in table 5 growth in the relative importance of other non-interest expenditures was on average greater for large credit card lenders, and this especially true between 1990 and 2002 (columns 1, 2, and 3). Growth in the rate of spending on IT was nearly 25 percent higher (0.85 pp) for larger credit card banks relative to the average in banking. 37



Proportion of ’other non-interest expenditures’ is defined as the ratio of other non-interest expenses (RIAD4092) and ’total interest and non-interest expenses’ (RIAD4130). RIAD4092 includes essentially all non-interest and non-wage expenditures. A full list of items is available from the Federal Reserve’s Micro Data Reference Manual (MDRM) at www.federalreserve.gov/reportforms/mdrm/DataDictionary.
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Figure 9: Bank Investment in Information Technology 1990-2008 Notes: The figure shows trends in the relative proportion of ’other non interest rate expenditures’ to total expenditures from 1990-2008. Data are from each respective year’s 1st and 3rd quarter Call report filings. A large credit card bank is defined one of the largest 25 credit card issuers by asset share. The rate of other non-interest expenses is the ratio of ’other non-interest expense’ (RIAD 4092) and ’total interest and non-interest expense’ (RIAD 4130).



Table 5: IT Expenditure in Large vs. Small Credit Card Banks Dependent Variable: ∆(% Other Non-Interest Expense) 1990 - 2002 1990 - 2008 (1) (2) (3) (4) (5) (6) Large Credit Card Bank 0.0081 0.0085 0.0085 0.0034 0.0040 0.0038 (0.0033) (0.0033) (0.0018) (0.0026) (0.0025) (0.0019) ∆Ln(Total Loans) -0.0060 -0.0062 -0.0116 -0.0120 (0.0015) (0.0002) (0.0021) (0.0002) ∆Ln(Credit Card Loans) 0.0002 0.0009 (0.0001) (0.0001) Constant 0.0339 0.0345 0.0346 -0.0201 -0.0186 -0.0185 (0.0006) (0.0005) (0.0003) (0.0006) (0.0006) (0.0004) Year Fixed Effects X X X X X X N 123165 123165 123165 171252 171252 171252 R2 0.03 0.09 0.09 0.10 0.11 0.11 Notes: The table shows results from regressions of the proportion of ’non interest rate expenses’ on a large credit card bank dummy, controlling for bank size. Data are from each respective year’s 1st and 3rd quarter Call report filings from 1990-2008. The dependent variable is the ratio of ’other non-interest expense’ (RIAD 4092) and ’total interest and non-interest expense’ (RIAD 4130). A large credit card bank is defined as a bank ranked in the top 25 credit card lenders by market share of outstanding assets. Standard errors, in parentheses, are clustered by Bank.



5.3



Improved Screening



Another prediction of the model is that costly investment in IT allows banks to screen better, spurring price competition. Lenders will lower prices to the extent that they can maintain the quality of their borrower pool. This should lead to observing lower prices with little or
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no increase in borrower defaults. As figure 10 shows, despite a marked decrease in prices over the period, there is no rising trend in delinquencies for large credit card banks. 3.3%



19% Avg. Delinquency Rate
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Figure 10: Interest Rate vs. Delinquencies 1990-2008 Notes: The figure shows trends in mean credit card rates and delinquency rates from 1991-2008. Price data are from the Survey of Credit Card Plans. Delinquency data are from each respective year’s 1st and 3rd quarter Call report filings. Assets in delinquency are those that are 90 days or more overdue and accruing interest plus those no longer accruing interest. The delinquency rate is the ratio of total credit card assets and credit card that are assets in delinquency.



Table 6 shows that there no correlation between prices and defaults over this time. Although the signs of the coefficients on price are negative for delinquencies, as is in line with the adverse selection hypothesis, the parameter estimates are neither economically nor statistically significant. This result is robust to controlling for whether the plan offers a fixed rate and the annual fee. Table 6: Rate vs. Delinquencies: 1990-2008 Dependent Variable = Delinquency Rate (1) Interest Rate -0.0017 (0.0230) Fixed Rate Dummy



(2) -0.0095 (0.0212) -0.0469 (0.1813) 0.0508 (0.0776) X X 573 573 0.4922 0.4933



Log Annual Fee Bank Fixed Effects N Adjusted R2



Notes: The table shows results from regressions of the delinquency rate on on price. Data are from the FRB’s Biannual Survey of Credit Card Plans & the 1st and 3rd quarter Call report filings of each year. Delinquency rate is the ratio of total assets 90 days or more overdue or no longer accruing interest and total credit card assets. Standard errors, in parentheses, are clustered by Bank.
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Importantly, the regression in the table is in no way meant to represent a causal relationship. Instead, it is a formal statement of the observation that a significant decrease in equilibrium prices is uncorrelated with delinquency rates. Furthermore, this result is consistent with arguments put forward in Ausubel (1991). Ausubel conjectures that banks charge consistently high prices because a unilateral drop in price would incur an adverse selection of borrowers, resulting in lower profits. This intuition is echoed by the framework presented here: firms do not bid prices down in fear of attracting worse customers. The table then provides empirical support in favor of this view.



6



Discussion



There have been many changes in credit card lending since 1990 that are not formally considered in this paper. For example, during the 1990s credit card lenders began to roll out rewards cards such as airline and cash back cards, expanding the revenues collected from fees, and increasing their securitization activities.38 These changes substantially altered the way issuers do business, and likely pricing and market structure in this industry. Nevertheless, they can be viewed as an implication of technological innovation and as a response to the increased market pressure resulting from it. Rewards cards, or Co-branded cards, which were not significant in the 1980s, made their way into the market during the 1990s. During this time, banks also began to dramatically increase the number and types of credit card products they offered to consumers. One might consider that increased consolidation may have occurred as a response to this change. Larger lenders could better exploit the advantages of these cards through an improved negotiating position with vendors. Although this might have been a factor in observed consolidation, it is not antithetical to the mechanism proposed in this paper, and likely a consequence of it. Rewards cards provide extra incentives to the consumer, but they also make the credit card a much less homogeneous good. Moreover, as customers vary in the types of rewards they prefer, successful marketing of these products requires some additional knowledge about consumer tastes. Increased product differentiation can thus be seen as a natural response to market pressures, as more differentiation reduces the elasticity of each firm’s residual demand. Better targeting of products is then a consequence of lender’s increased ability to screen consumers (on measures beyond default risk). A rise in rewards cards followed decreases in prices and profitability in the early 1990s, suggesting a response to market 38



Since being first introduced in 1987, credit card asset backed securities (ABS) have become an extremely popular way to finance unsecured credit. Between 1991 and 2001, annual issuance of credit card ABS grew nearly 160% ($25 billion to $58 billion). By the middle of 2002, about 60% ($400 billion of $712 billion) of total consumer revolving unsecured credit was securitized (Furletti, 2002b).
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pressures.39 Also, this rise came as credit card lending was already consolidating, suggesting this might not be the source of the reason for this change. The 1990s marked a period of substantial change in banking overall. Commercial and Investment banking once again became intertwined, as was evidenced by the repeal of the Glass-Steagall Act in 1999. For credit card lenders this meant more securitization of assets as well as a rise in alternative means of generating capital to fund credit card lending activities (e.g. the cost of funds). This has likely impacted the way in which lenders price, as well as how they earn profit. Although such changes in the capital market activities of credit card lenders may have also influenced the documented transition, it is likely that such changes were made possible by the greater availability of information on consumer defaults generated by improved screening. More accurate information on default and profitability of portfolios increased the viability and attractiveness of credit card backed securities. Increased market pressure likely incentivized lenders to shift their risk toward willing investors. This is evidenced by the fact that profitability (measured as return on assets) from credit card lending decreased over this period. As aforementioned, it is not the intention here to suggest that costly investments in improved screening are singularly responsible for this evolution in credit card lending. What is clear, however, is that this market has become more competitive and that costly investment in screening did occur. An attenuation of adverse selection resulting from the costly adoption of screening technologies is able to explain many of these changes. Moreover, alternative explanations for these changes, such as increased securitization and/or product differentiation/proliferation can be conceived as either complementary to the technology channel or as an implication of it. Overall, this paper has documented broad changes in credit card lending since 1990. It has shown that, over the last two decades, the market has become more competitive and more concentrated. Extending previous models of competition with adverse selection, along with complementary empirical evidence, it has sought to explain the observed trends. As pricing and balance sheet data are aggregated at the bank level, the current data does not provide means by which to more directly analyze banks’ improved ability to target customers. Moreover, adoption of information technology and its subsequent impact on market outcomes are not directly observed here. Consequently, there is scope for promising future work along these lines.



39



This is further echoed in the increase in fee revenues generated by these firms during that time.
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A A.1



Data Appendix Data Description



Most data used in the paper are publicly available. The following is a brief description for each of the publicly available datasets. For detailed information on the CII data the reader should please refer to Bresnahan et al. (1996). A.1.1



Survey of Credit Card Plans (SCCP)



Price and contract terms data are taken from the Federal Reserve’s Survey of Credit Card Terms. This semiannual survey includes information on the modal plans offered by all of the top 25 lenders as well as a sample of smaller lenders. This survey contains data from 1990 to the present (stopping at the end of 1999, but resuming in the summer of 2000). For more information, visit: http://www.federalreserve.gov/creditcard/survey.html. A.1.2



Consolidated Reports of Condition and Income



Balance sheet information is taken from the Consolidated Reports of Condition and Income (Call Reports). These are filed quarterly with the FDIC and include detailed balance sheet data on the universe of FDIC insured commercial banks operating in the United States. For more information, visit: http://www2.fdic.gov/Call TFR Rpts. A.1.3



Survey of Consumer Finances (SCF)



Data on household credit card usage and risk based pricing come from the SCF. The SCF is a triennial survey that includes information on household balance sheets for a nationally representative sample of households. This paper uses survey waves from 1995-2007. For more information visit: http://www.federalreserve.gov/pubs/oss/oss2/about.html.
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A.2



Calculating Bank Profitability: Return on Assets (ROA)



Return on assets for bank i is calculated according to the following formula ROAi =



=



Bef ore T ax Income + Loan Loss P rovisions − N et Charge Of f s T otal Assets − Intangible Assets RIAD4000 + RIAD4230 − (RIAD4635 − RIAD4605) RCF D2170 − RCF D2143



For more information and detailed variable definitions the reader should refer to the Micro Data Reference Manual (MDRM) available on the Federal Reserve website.



A.3



Estimates from Price Equations



This table provides results from regressions used to compute predicted prices in figure 7.



Age Bankrupt Delinquent Log(Real Balance) Log(Real Income) Missed Shop Turndown Utilization Rate Constant



Average Adjusted R2 N



Dependent Variable: Interest Rate 1995 1998 2001 2004 2007 (1) (2) (3) (4) (5) -0.0095 0.0033 0.0017 0.0038 0.0302 (0.0101) (0.0109) (0.0118) (0.0131) (0.0141) 1.2549 1.3563 0.9520 1.2655 (0.4751) (0.4716) (0.5298) (0.5354) 0.2734 1.1856 1.4202 1.3047 2.1623 (0.6837) (0.6431) (0.8143) (0.7561) (1.0542) -0.1331 -0.1420 -0.1130 -0.4249 -0.6620 (0.0868) (0.0963) (0.0961) (0.1158) (0.1209) 0.1988 -0.3413 -0.5587 -0.3740 0.2334 (0.1331) (0.1596) (0.1548) (0.2201) (0.2250) 0.9344 0.7465 0.9336 2.1799 1.3797 (0.3577) (0.4146) (0.4498) (0.4932) (0.4885) -0.4174 -0.4543 -0.6074 -0.4837 -0.2734 (0.1007) (0.1111) (0.1184) (0.1364) (0.1419) 0.9049 1.1755 1.4272 1.3382 1.1654 (0.3029) (0.3259) (0.3742) (0.4356) (0.4504) 0.0004 0.0009 0.0022 0.0075 0.0225 (0.0004) (0.0005) (0.0018) (0.0018) (0.0047) 14.3622 19.7764 22.0618 19.0896 12.8070 (1.5292) (1.7295) (1.7739) (2.5151) (2.5624) 0.0299 4299



0.0603 4305



0.0838 4442



0.1067 4519



0.0826 4418



Notes: Data are from the SCF for years 1995-2007. Parameter estimates and standard errors are adjusted to reflect variability across survey implicates. Adjusted R2 is averaged over all 5 implicates and is provided as a raw measure of fit.
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B B.1 B.1.1



Model Appendix Residual Demand, Best Response Functions, and Profits No Screening



Firms i’s residual demand is given by DθL ,i = DθH ,i



P−i − Pi + t



t N



βθ (P−i − Pi ) + = H t



(1) t N



(2)



with response function is given by       1+η t 1 1 + βθH Pi = c+ P−i + 2 1 + ηβθH 1 + ηβθH N



(3)



equilibrium expected profits are then E [Πe,ns ] = B.1.2



1 N2



!



(1 + η)2 t 1 + ηβθH



! +



1 N



!



(1 − η)(βθH − 1)c 1 + ηβθH



! (4)



Costly Screening



When consumers have perfect knowledge of each firm’s technology adoption decision, firm i’s residual demand for each borrower type is given by DθL ,i =



DθH ,i =



PφL ,−i − PφL ,i + t



t N



βθH (1 − 1I(α−i = α))PφL ,−i − (1 − 1I(αi = α))PφL ,i + t βθH (1I(α−i = α)((1 − α)PφL ,−i + αPφH ,−i ) − t 1I(αi = α)((1 − α)PφL ,i + αPφH ,i )) t



(5)



t N



+



(6)



Firm i’s residual demand is dependent on its own as well as others’ technology adoption decisions, therefore its best response function is contingent on competitors’ adoption decisions. There are four broad cases to consider 1. αi = 0 and α−i = 0 2. αi = 0 and α−i = α 30



3. αi = α and α−i = 0 4. αi = α and α−i = α Case 1 is identical to that without available screening (α = 0). Case 4 is the one considered in the paper. For this case, each firm i’s BRF is given by  t  1 PφL ,−i + c + 2 N   1 − η  1   1  1 1  t  PφH ,−i + 1 + c+ 1+α− = 2 η α α βθH N PφL ,i =



PφH ,i



(7) (8)



With free entry and a fixed cost of adoption, profits are zero.



B.2



Conditions for Equilibrium with Technology Adoption



The section proceeds by identifying the conditions under which firm i has no profitable deviation from an equilibrium in which all firms adopt the technology. Due to free entry and the fixed cost (f1 ) of investing in the technology α, let an equilibrium outcome with technology adoption be given by a vector of prices ({Pφe,s }N ) and a number of firms in the H i=1 market (N e,s ) such that, conditional on every firm choosing to adopt, no firm has incentive to deviate. For fixed parameters (α, βθH , f1 , η, t, c), an equilibrium outcome with technology adoption implies that each firm sets prices as given by the equilibrium price equations in the text (Pφe,s , Pφe,s ), and that the number of firms in the market is determined by the zero profit L H e,s condition (N ). Hence, firm i’s profits from not deviating are always 0. As it is assumed that customers have perfect knowledge of banks adoption decision, firm i’s residual demand if it deviates is PφL ,−i − PφL ,i + Nt (9) DθL ,i = t DθH ,i



βθ ((1 − α)PφL ,−i + αPφH ,−i ) − PφL ,i + = H t



t N



(10)



Its BRF is then Pφdev L,i



1 1 + ηβθH (1 − α) e,s ηβθH α e,s 1 + βθH 1+η t = PφL,−i + PφH,−i + c+ 2 1 + ηβθH 1 + ηβθH 1 + ηβθH 1 + ηβθH N



! (11)



Consequently, deviation price is given by Pφdev = L,i



1 + βθH 1 + ηβθH



! c+
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! η(1 − α) t 1+ 2(1 + ηβθH ) N



(12)



Deviation profits are thus E [Πdev ] = 1 + η



(2βθ3H − αβθ2H + 0.25(1 − α)2 )η 2 + (1 + ηβθH )2



(13)



! (4βθ2H − βθH (1 − α) − 0.25(1 − α)2 )η + 2βθH − 1 t + (1 + ηβθH )2 N2 (2βθ3H + (1 − α)βθ2H − (3α − 1)βθH )η 2 − (1 + ηβθH )2 ! ((1 − α)βθH + α + 3)η − 2βθH c + (1 + ηβθH ) N 1+



! (3βθ2H + βθH − 1)η 2 + 2(1 + βθH − βθ2H )η − βθH c2 − 1 η(1 + βθH η)2 t Where N = N e,s = h(α, βθH , f1 , η, t), is the equilibrium number of firms. This implies the following first order conditions: 1.



∂E [Πdev ] ∂f1



> 0: When technology adoption is more expensive, firm i is more likely to



deviate.  2. < 0 : Holding constant the number of firms > 0 in the market, better technology lowers firm i’s incentive to deviate. Nevertheless, due to a fixed cost of investment, better technology increases firm i’s monopoly power (N e,s ↓). Consequently, on net, better technology makes firm i more likely to deviate. ∂E [Πdev ] |N =N e,s ∂α



3.



4.







∂E [Πdev ] |N =constant ∂α



∂E [Πdev ] ∂βθH



> 0: More relative price sensitivity of high risk types increases firm i’s incentive to deviate. This is because, firm i loses fewer low risk types by raising the price and gains more high risk types. As βθH ↑, the overall demand of firm i is greater. As high risk types may still be profitable, on average, firm i’s profits should increases relative to other firms. ∂E [Πdev ] ∂η



> 0: A higher repayment rate also increases the likelihood that firm i chooses not to adopt. As would be expected, when lending is less risky, firms have a smaller incentive to innovate.



5.



∂E [Πdev ] ∂t



> 0: Greater differentiation increases firm i’s incentive to deviate.



6.



∂E [Πdev ] ∂c



< 0: Firm i is more likely to deviate when it is cheaper to lend.



As an illustration, consider a case with t, c, and η held fixed at 1,1, and 83%40 , respec40



83% is a population weighted average of default rates on loans for people with a FICO score less than 700, as shown in table 1 (pg. 133) of Reserve (2007).
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tively, and varying fixed cost (f1 ), available technology (α), and the relative price sensitivity of high risk customers βθH . Figure B.1 shows the parameter space for which there exists an equilibrium with technology adoption. In the figure, the area on the upper right side 1 0.9 0.8



Fixed Cost (f1)



0.7 0.6 0.5 0.4



Other Parameters Held Fixed:



0.3



Travel Cost (t) = 1



0.2



Marginal Cost (c) = 1



0.1



Repayment Rate (η) = 0.83



0 0



0.2



0.4 Technology (α)



0.6



0.8



1



Figure B.1: Sustainable Equilibrium with Technology Adoption - Varying βθh represents the parameter space for which there is no equilibrium with technology adoption. Conversely, the lower left side represents the parameter space supporting an equilibrium in which all firms adopt the technology.



C



Extended Tables & Figures



In this section, I include extended versions of the figures for which there was data back to 1984. These are left to the appendix because, although they are informative to the story, they are not essential. Consistent with the asymmetric information story described in the paper, observe that both markups and profits were increasing during the 1980s and then decreasing through the 1990s and 2000s (Figures C.1 and C.2).
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14%



13%



11%



10%



8% Interest Rate Spreads 1982-2008 7% 1982



1986



1990



1994 Year



1998



2002



2006



Notes: The figure shows the trend in the mean difference between banks’ most commonly offered credit card interest rate and the cost of funds, or mean spread. Data through August 1994 are from the Federal Reserve Board’s Quarterly Report of Interest Rates on Selected Consumer Loans (form 2825). Data through 2008 are from the Board’s Quarterly Report of Credit Card Interest Rates (Form 2835a) and are available from the Board’s website. The cost of funds is the market rate on U.S. treasury securities at 1- year constant maturity (FRB series H. 15 - 4) plus 75 basis points.



Figure C.1: Interest Rate Spread 1984-2008



20% Avg. ROA CC Banks 18%



(Avg. ROA CC Banks) - (Avg. ROA All Banks)



16% 14% 12% 10% 8% 6% 4% 2% 1984



1990



1996 Year



2002



2008



Notes: The figure shows trends in the ROA of large credit card banks. Relative profitability is defined as the difference between the profitability of the largest 25 credit card banks and banking overall. Data are from the each respective year’s 1st and 3rd quarter Call report filings.



Figure C.2: Profitability of Credit Card Lending 1984-2008 This is true in part because of decreasing interest rates through the 1980s as well as because of some increase in quality and quantity of information on a banks own consumers 34



acquired during this time. A decrease in the cost of funds as well as improved information acquisition led to more profitable lending, at first. However, the data shows that these excess profits were subsequently competed away during the late 1990s and 2000s, once banks could gain better information on their competitors’ customer base. Figure C.3 documents the increase in concentration from 1984-2008. Beginning in 1984 there is a clear pattern of increased consolidation in credit card lending (even in comparison to lending overall). However, observe that major consolidation (both through natural growth and mergers and acquisitions) began in the mid 1990s and continued through to 2008. 98% Loan Asset Share of the Largest 25 Lenders CC Asset Share of CC Banks



74%



Difference



50%



26%



2% 1984



1990



1996 Year



2002



2008



Notes: The figure shows trends in market concentration. Data are from the each respective year’s 1st and 3rd quarter Call report filings. Market share is defined as banks’ respective share of total outstanding assets.



Figure C.3: Consolidation in Credit Card Lending 1984-2008 Figure C.4 illustrates the differences in ’other non-interest expenses’ from 1984-2008. The figure suggests that credit card banks began investing more heavily in information technology beginning in the 1980s. Also, this investment trend continued unabated until the mid 2000s. The figure suggests that, from the very beginning, credit card lenders invested heavily in information technology. This led to huge profits early on, but that eventually, these profits were competed away.
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51% 46% 41% 36% Avg. Rate of 'Other Non-Interest' Expenditures for CC Banks



31% 26%



Avg. Rate of 'Other Non-Interest' Expenditures for All Banks



21% 16% 11% 1984



1990



1996 Year



2002



2008



Notes: The figure shows trends in the relative proportion of ’other non interest rate expenses’. Data are from the each respective year’s 1st and 3rd quarter Call report filings. A large credit card bank is defined as a bank that is among the largest 25 credit card issuers, by asset share. The rate of other non-interest expenses is the ratio of ’other non-interest expense’ (RIAD 4092) and ’total interest and non-interest expense’ (RIAD 4130).



Figure C.4: Bank Investment in Information Technology 1984-2008
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