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Abstract This paper provides a sufficient condition for existence and uniqueness of equilibrium, which is in monotone pure strategies, in a broad class of Bayesian games. The argument requires that the incremental interim payoff—the expected payoff difference between any two actions, conditional on a player’s realised type—satisfies two conditions. The first is uniform monotonicity with respect to own type. The second condition is Lipschitz continuity with respect to opponents’ strategies. Our main result shows that, if these two conditions are satisfied, and the bounding parameters satisfy a particular inequality, then the best response correspondence is a contraction, and hence there is a unique equilibrium of the Bayesian game. Furthermore, this equilibrium is in monotone pure strategies. We characterize the uniform monotonicity and Lipschitz continuity conditions in terms of the model primitives. We also consider a number of examples to illustrate how the approach can be used readily in applications. Keywords: Bayesian games, Existence, Uniqueness, Monotone pure strategy equilibrium, Contraction Mapping. JEL classification: C72; D82.
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Introduction



This paper provides a sufficient condition for existence and uniqueness of equilibrium, which is in monotone pure strategies, in a broad class of games of incomplete information. A sufficient condition for existence and uniqueness has been established for global games (see among others Frankel, Morris, and Pauzner (2003)). More generally, existence, but not uniqueness, of monotone pure strategy equilibrium has been established for Bayesian games that satisfy a Spence-Mirrlees single-crossing property: see e.g., the seminal paper of Athey (2001). Our contribution is to establish a simple condition that ensures both existence and uniqueness of equilibrium in monotone pure strategies in a broad class of games. The basic intuition for our result is relatively straightforward. Consider the incremental interim payoff—the expected payoff difference between any two actions, conditional on a player’s realised type. Two factors affect this: a player’s own type (a non-strategic effect), and the strategy profile of its opponents (a strategic interaction). Our sufficient condition requires that a player’s type has a greater effect than its opponents’ strategy profile on its incremental interim payoff. A large number of papers have observed that multiple equilibria can arise when strategic interactions are important. (We discuss some of these papers below.) Our sufficient condition ensures that strategic interaction is dominated by non-strategic effects. We also require that a player’s incremental interim payoff is strictly increasing in its type. Combined with the assumption that non-strategic effects are dominant, this ensures that a player’s best response is increasing in its own type, whatever strategy profile is played by its opponents. Consequently, when our sufficient condition is satisfied, there is a unique equilibrium, which is monotone pure strategies. We formulate this intuition in a rigorous manner and show that if two bounds are satisfied, then the best response correspondence is a contraction, which ensures both existence and uniqueness of equilibrium. Our first bound is uniform monotonicity with respect to own type. This condition requires that the incremental interim payoff be strictly increasing in a player’s type, with the rate of increase uniformly bounded from 1



below by a strictly positive constant ϕ1 . An immediate consequence of this condition is that the strict single crossing property holds for any strategy profile played by opponents; hence each player’s best response to any strategy profile is a monotone pure strategy. The second condition is Lipschitz continuity with respect to opponents’ strategies. This condition requires that a change in the strategy profile of a player’s opponents has a bounded effect on the incremental interim payoff, where the bound is a positive uniform (Lipschitz) constant ϕ2 . Our main result shows that, if the incremental interim payoff satisfies uniform monotonicity and Lipschitz continuity, and if the bounding constants satisfy 2ϕ2 < ϕ1 , then the best response correspondence is a contraction, and hence there is a unique equilibrium of the game of incomplete information. Furthermore, this equilibrium is in monotone pure strategies. Having established a sufficient condition for existence and uniqueness in terms of bounds on the incremental interim payoff, we relate the sufficient condition to bounds on the primitives of the model: ex post payoffs and conditional densities. We show that three assumptions are sufficient for uniform monotonicity. The first, on ex post payoffs, is that higher types prefer higher actions. This is the basic force towards players’ incremental interim payoffs satisfying a strict single crossing property, and hence towards players using monotone pure strategies. The second assumption bounds from above the effect that a player’s own action has on its payoff. This ensures that a higher type’s evaluation of the incremental interim payoff between a higher and lower action is not too different from a lower type’s. The third assumption requires that a player’s posterior about other players’ types is not too sensitive to the type of the player. This assumption ensures that a higher type’s posterior cannot be too different from a lower type’s. Taken together, these assumptions ensure that higher types prefer higher actions, for any strategy profile chosen by opponents. Next we show that two further assumptions are required to establish Lipschitz continuity of the incremental interim payoff. The first limits the effect that the realised actions of opponents have on the ex post payoff of each player; hence it bounds the size of strategic
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interactions in the complete information game. The second places an upper bound on conditional densities (similar to the heterogeneity measure used by Grandmont (1992)). This ensures that a player’s type is sufficiently uninformative about the types of others. Taken together, these two assumptions help to bound the size of strategic interactions in the incomplete information game. Our paper is closely related to the literature on global games, in the sense that we deal with both existence and uniqueness of equilibrium. Global games are games of incomplete information where type spaces are determined by the players each observing a noisy signal of an underlying state; see Carlsson and van Damme (1993), Morris and Shin (1998), Morris and Shin (2003) and Frankel, Morris, and Pauzner (2003). If players’ actions are strict strategic complements, if there are “dominance regions” (i.e., types for which there is a strictly dominant action), and if players’ signals are sufficiently informative about the true underlying state, then global games have a unique, dominance solvable equilibrium. Existence of equilibrium is assured by the results of Milgrom and Roberts (1990) on supermodular games. In the unique surviving strategy profile, each player’s action is a nondecreasing function of its signal i.e., the unique equilibrium is in monotone pure strategies. A major advantage of our approach, relative to global games, is that we require neither strategic complementarities nor dominance regions. Our approach can, therefore, potentially cover a broader class of applications. Dispensing with these two assumptions means that iterated elimination of dominated strategies cannot be used to solve for equilibrium. Our approach therefore differs in terms of technical detail: instead of iterated deletion, we use a contraction mapping. It also differs in terms of the detailed intuition for the result. At one level, both approaches generate uniqueness by introducing heterogeneity of some form. In a global game, uniqueness requires that a player’s assessment of the probability that an opponent’s type is lower than his should be sufficiently insensitive to the player’s type. This occurs when heterogeneity is very small and highly correlated. In contrast, our approach requires large heterogeneity, in two ways: a player’s type is
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sufficiently uninformative about the types of its opponents; and conditional densities are bounded above. (See Morris and Shin (2005) for further discussion of this distinction.) In summary: our approach shares with global games the general feature of establishing a unique equilibrium, which is in monotone pure strategies; but in all other respects, the two approaches are distinct. A number of papers have analysed conditions under which monotone pure strategy equilibria exist in class of incomplete information games that are broader than global games. In particular, Athey (2001) establishes existence of monotone pure strategy equilibria, using a single crossing condition (SCC) on incremental interim payoffs. This condition requires that, when higher types play weakly higher actions, the difference in a player’s interim payoff from a high action versus a low one crosses zero at most once and from below, as a function of its type. She shows further that games in which ex post payoffs are supermodular or log-supermodular in all players’ actions and types, and in which types are affiliated, satisfy the SCC.1 While there is some relation between our paper and this literature—both establish existence of monotone pure strategy equilibrium—there are several differences. Our objective of establishing uniqueness, rather than just existence, means that our assumptions and methods are quite different. We, like Athey and McAdams, require a single crossing condition, but one which is stricter than theirs. Furthermore, we require that each player’s incremental interim payoff is Lipschitz continuous in opponents’ strategies. These different conditions on incremental interim payoffs translate to different assumptions on the model primitives. The technical details of our argument are quite different from those of Athey and McAdams, who both establish convexity of the best-response correspondence in order to apply a fixed point theorem. In contrast, we use a contraction mapping argu1



Earlier work, e.g., Milgrom and Weber (1985), established existence of pure strategy equilibria in games with a finite number of actions and (conditionally) independent types, but without requiring strategic complementarity. Milgrom and Roberts (1990) and Vives (1990) use lattice-theoretic methods to establish the existence pure strategy equilibria in supermodular games; these equilibria need not be monotone. McAdams (2003) generalizes Athey (2001) to multidimensional action and type spaces. Van Zandt and Vives (2005) take a different approach to establish existence using lattice-theoretic methods. In recent work, Reny (2006) has shown that the SCC can be weakened by using a particular fixed point theorem, when ex post payoffs are continuous in actions.
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ment. We therefore see our approach and e.g., Athey’s as complementary. She deals with supermodular and log-supermodular games, including auctions, with affiliated types,2 establishing existence. Our approach is not restricted to games that are supermodular or log-supermodular, or that have affiliated types. But it does require that the games are Lipschitz continuous, and hence it cannot be used to analyse e.g., auctions. We establish both existence and uniqueness of equilibrium. Finally, our analysis helps to clarify the mechanism at work in a number of previous papers that have found, in a variety of situations, that heterogeneity can ensure uniqueness of equilibrium. For example, in a canonical two-by-two public good model in Fudenberg and Tirole (1991, pp. 211–213), there are two pure strategy equilibria in the common knowledge game. If the distribution of types satisfies certain conditions, there is only one equilibrium in the incomplete information game. One such condition is that the maximum value of the density is sufficiently small; following Grandmont (1992), this can be interpreted as requiring a sufficient degree of heterogeneity between the players. Burdzy, Frankel, and Pauzner (2001) demonstrate that there can be a unique equilibrium in a model in which players face exogenous shocks, can change their action only occasionally, and are heterogeneous in the frequency with which they can change their action. Herrendorf, Valentinyi, and Waldmann (2000) show how heterogeneity in the manufacturing productivity (rather than the information) of agents in a two-sector, increasing returnsto-scale model can remove indeterminacy and multiplicity of equilibrium. Glaeser and Scheinkman (2003) show that if there is not too much heterogeneity among players, then there can be multiple equilibria in social interaction games. In all of these papers, heterogeneity lays some part in ensuring the uniqueness of equilibrium. Our analysis shows exactly what form of heterogeneity is needed, in terms of the informational structure of the game; and exactly what mechanism is at work when heterogeneity yields uniqueness. The rest of the paper is structured as follows. In section 2, we analyse a simple public good provision example, based on a particular payoff function and the normal distribution, 2



Note that Van Zandt and Vives (2005) do not cover log-supermodular games; Reny (2006) analyses only continuous games. Hence neither paper can be applied to auctions.
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to make the basic points of the paper. We extend the analysis in section 3 to show how the conclusions can be generalised to other payoffs and distributions. In section 4, we characterize our sufficient condition for equilibrium existence and uniqueness in terms of the model primitives. Section 5 discusses a small number of applications to see how our conditions for existence and uniqueness can be verified. Section 6 concludes. Longer proofs are in the appendix.
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A Simple Model



In this section, we analyse a simple example of public good provision to illustrate our main arguments. Suppose that there are two players, i ∈ {1, 2}. There are two possible actions for each player, ai ∈ {0, 1}. The ex post payoff to player i ∈ {1, 2} is     0     ui(ti , ai , a−i ) = ti − ai       κti − ai



if ai + a−i = 0, if ai + a−i = 1, if ai + a−i = 2.



Hence in this game, the payoff from zero provision is zero. Provided one player contributes to the public good, player i receives a benefit of ti . If player i contributes, she pays a cost of 1 to do so. There is an additional benefit to player i of (κ − 1)ti when both players contribute; we assume that κ ∈ (1, 2). ti denotes the type of player i, which is private information observed only by player i. The type of each player is determined as follows. There is an underlying state variable θ which is unobserved by the players. It is common knowledge that θ is uniformly distributed on the interval [0, 1]. For each player i, ti = θ + ηi , with ηi is uniformly distributed on the interval [−ǫ, ǫ], where 0 < ǫ; ǫ is common knowledge, as is the fact that ηi and η−i are independent draws. Hence player i’s posterior about θ, given its (observed) types, is uniform on the interval [ti − ǫ, ti + ǫ], when ti ∈ [ǫ, 1 − ǫ]. (The posterior is modified in 6



an obvious way for draws of ti outside of this interval.) Player i’s posterior about t−i has the density



f (t−i |ti ) =



    0        tj −(ti −2ǫ)    2 4ǫ



 ti +2ǫ−tj     4ǫ2        0



tj < ti − 2ǫ ti − 2ǫ ≤ tj < ti ti ≤ tj < ti + 2ǫ tj ≥ ti + 2ǫ



when ti ∈ [2ǫ, 1 − 2ǫ]. Again, the posterior is modified in an obvious way when ti is outside of this interval. For brevity, we concentrate in the following on the case in which both ti , i ∈ {1, 2} are in this interval. The players choose their actions simultaneously, having observed their own type. A pure strategy for a player is a mapping from its type to an action; a mixed strategy is a mapping from type to a pair of probabilities on actions. We look for a Bayesian Nash equilibrium. Consider any strategy s−i (·) (pure or mixed) played by player −i, where s−i (t−i ) gives the probability that player −i plays action 1 if its type is t−i . Given this strategy, player i’s interim payoff from playing action 0 is Ui (ti , ai = 0; s−i) ≡ Pr[a−i = 1|ti ; s−i ]ti , where Pr[a−i = 1|ti ; s−i ] is the conditional probability that player −i plays action 1, given its strategy s−i :



Pr[a−i



   Z ti +2ǫ ti + 2ǫ − t t − ti + 2ǫ dt + dt. s−i (t) = 1|ti; s−i ] = s−i (t) 4ǫ2 4ǫ2 ti ti −2ǫ Z



ti







Player i’s interim payoff from playing action 1 is Ui (ti , ai = 1; s−i ) ≡ ti −1+(κ−1) Pr[a−i = 1|ti ; s−i ]ti . The first step of the argument is to note that, if ∆Ui (ti ; s−i ) ≡ Ui (ti , ai = 1; s−i ) − Ui (ti , ai = 0; s−i ) = ti − 1 + (κ − 2) Pr[a−i = 1|ti ; s−i ]ti is a strictly increasing function of
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ti , player i’s best response is a monotonic pure strategy:



si (ti ) =



   0 if ∆Ui (ti ; s−i ) < 0



  1 if ∆Ui (ti ; s−i ) ≥ 0.



In the following proposition, we state a sufficient condition that ensures that this is the case. Proposition 1 If



1



1 ǫ , 2−κ1+ǫ



(1)



then the best response to any strategy profile is a monotone pure strategy. Proof ∆Ui (ti ; s−i ) is a differentiable function of ti . Differentiation gives ∂∆Ui (ti ; s−i ) ∂ Pr[a−i = 1|ti ; s−i ] = 1 + (κ − 2) Pr[a−i = 1|ti ; s−i ] + (κ − 2)ti ; ∂ti ∂ti and 1 ∂ Pr[a−i = 1|ti ; s−i] =− 2 ∂ti 2ǫ



Z



ti



1 s−i (t)dt + 2 2ǫ ti −2ǫ



Z



ti +2ǫ



s−i (t)dt. ti



Since s−i (·) ∈ [0, 1], Z ti +2ǫ ∂ Pr[a−i = 1|ti ; s−i ] 1 1 ≤ dt = . 2 ∂ti 2ǫ ti ǫ



Hence ∂∆Ui (ti ; s−i )/∂ti is strictly greater than 0 for a given ti if  ti . 1 > (2 − κ) 1 + ǫ 



Since ti ≤ 1, this gives the sufficient condition (1) in the proposition.







The easiest case to consider is independence, when ǫ → ∞. Condition 1 is then obviously satisfied (since κ > 1). More generally, condition 1 is satisfied when κ and ǫ 8



are relatively large. We provide more intuition for these conditions below. If the condition in proposition 1 is satisfied, any equilibrium must be in monotone pure strategies.3 Hence, we look for a Bayesian Nash equilibrium in strategies that take the form si (ti ) =



   0 ti < t∗i



  1 ti ≥ t∗i .



To solve for the equilibrium thresholds t∗i and t∗−i , note first that



Pr[a−i = 1|ti ; s−i ] = Pr[ti ≥ t∗−i |ti ] =



    0     



ti −(t∗−i −2ǫ) 4ǫ 



      1



ti < t∗−i − 2ǫ t∗−i − 2ǫ ≤ ti ≤ t∗−i + 2ǫ ti > t∗−i + 2ǫ.



At the threshold t∗i , player i must be indifferent between playing action 0 and action 1. Player i can be indifferent iff Pr[ti ≥ t∗−i |ti ] ∈ (0, 1). Hence t∗i



− 1 + (κ −



2)t∗i







t∗i − (t∗−i − 2ǫ) 4ǫ







= 0.



(2)



Similarly, for player −i, it must be that t∗−i



− 1 + (κ −



2)t∗−i







t∗−i − (t∗i − 2ǫ) 4ǫ







= 0.



(3)



The two simultaneous equations (2) and (3) solve to give the equilibrium thresholds t∗i and t∗−i . In the next proposition, we give a sufficient condition for there to be a unique equilibrium, which is in monotonic pure strategies. 3



We ignore the uninteresting possibility that the players choose action 0 or action 1 for all types.
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Proposition 2 If   2 κ 1< ǫ, 3 2−κ



(4)



then there is a unique equilibrium, which is in monotone pure strategies. Proof The equation t∗i



− 1 + (κ −



2)t∗i







t∗i − (t∗−i − 2ǫ) 4ǫ







=0



defines a best response function for player i that is continuously differentiable. Total differentiation gives the slope of this best response function: (κ − 2)t∗i dt∗i = . dt−i 4ǫ + (κ − 2)(2t∗i + 2ǫ − t∗−i ) A sufficient condition for the magnitude of this derivative to be bounded above by 1 is 3(2 − κ)t∗i < 4ǫ + (2 − κ)(t∗−i − 2ǫ). Since t∗i ≤ 1 and t∗−i ≥ 0, a sufficient condition is 3(2 − κ) < 4ǫ − 2ǫ(2 − κ), which reduces to condition . Note finally that this sufficient condition implies condition (1).







Proposition 2 gives a joint condition on the model parameters κ and ǫ that is sufficient for equilibrium uniqueness, with that equilibrium being in monotone pure strategies.4 There are a few ways of viewing the result. The first, informal view is that equilibrium multiplicity arises due to the importance of strategic interactions. Our example illustrates some conditions that ensure that strategic interactions in the game are relatively unimportant, and are dominated by non-strategic payoff factors. The first condition is that own payoff effects—in particular, the effect of a player’s own type on its payoff—are 4



Since the game is symmetric, the unique equilibrium is also symmetric: the players use the same threshold. This is not important for the result. The same argument applies if players are asymmetric, with different benefit functions ui (·).
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relatively important. A second condition is that players’ payoffs are relatively insensitive to the actions chosen. A third condition is that a player does not have ‘too much’ information about other the other player’s type (and hence equilibrium action). These three conditions are ensured in our example by the payoff bounds that we impose, and the sufficient condition in proposition 2. Consider a player’s incremental ex post payoff, ∆Ui (ti ; s−i) = ti − 1 + (κ − 2) Pr[a−i = 1|ti ; s−i]ti . The effect of a player’s own type on this payoff is bounded below by 



 1+ǫ 1 − (2 − κ) , ǫ which is strictly positive, by proposition 1. The sensitivity of the payoff to the opponent’s strategy is bounded above by 2−κ . 4ǫ Condition (2) ensures that the former effect is greater than the latter. It is more likely to hold when κ and ǫ are large. A large κ means that player −i’s action has a small effect on player i’s ex post incremental payoff. A large ǫ means that a player’s type ti is uninformative about the type t−i of its opponent. A second view of the argument suggests how it can be generalised beyond the simple example. There are two parts to the argument. The first part derives a sufficient condition so that player i’s best response to any strategy profile chosen by player −i is a monotone pure strategy. The proof of this statement works by establishing a single upward crossing condition on player i’s incremental interim payoff function (i.e., the difference in the interim payoffs from playing actions 0 and 1). The next part of the argument derives a second sufficient condition (which nests the first condition) so that there is a unique equilibrium, which is in monotone pure strategies. The proof of this part works by showing that the best response correspondence is a contraction mapping. The task of the analysis in the next section is to show how these two properties—single upward crossing of the incremental interim payoff, and a best response correspondence that is a contraction
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mapping—can be established in a more general setting. Finally, we can see how existing work on the existence of pure strategy Nash equilibria, and uniqueness of equilibrium in Bayesian games would deal with this example. Note two features of the example. First, there is dominance region for action 0: when a player’s type is sufficiently low, it is strictly dominant to play action 0. But there is dominance region for action 1: it is never strictly dominant to play action 1. Secondly, the players’ actions are strategic substitutes, not complements.5 Of course, with just two players, the players’ actions can always be reordered to ensure supermodularity. With more than two players, however, this cannot be done. The consequence of these two features is that neither the global game approach of Carlsson and van Damme (1993), nor the analysis of Athey (2001), can be applied to this game. The former requires both dominance regions and supermodularity; the latter requires supermodularity.
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The General Model



The simple model establishes the role that independence, and hence small correlation, plays in ensuring equilibrium uniqueness. In this section, we allow for a more general payoff structure and distribution of types in order to see how the arguments can be generalised. Consider a game of incomplete information between I players, i ∈ I ≡ {1, . . . , I}, where each player first observes its own type, ti ∈ Ti ≡ [ti , t¯i ] ⊂ R and then takes an ¯ action ai from an action set Ai that is a closed subset of the unit interval that contains 0 and 1 i.e., {0, 1} ⊆ Ai ⊆ [0, 1]. (The restriction to the unit interval is simply a normalisation.) Let a denote an action profile: a = (a1 , . . . , aI ); and let A ≡ ×Ai the 5



Given the ex post payoff ui (ti , ai , a−i ),



(ui (ti , ai = 1, a−i = 1) − ui (ti , ai = 0, a−i = 1)) − (ui (ti , ai = 1, a−i = 0) − ui (ti , ai = 0, a−i = 0)) = (κ − 2)ti ≤ 0.
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space of action profiles. A type profile and the space of type profiles are similarly defined as t ≡ (t1 , . . . , tI ) and T ≡ ×Ti . Finally, let a−i denote the profile of actions of all other players, and A−i the space of all such action profiles. A similar notation is adopted for type profiles, strategy profiles, marginals etc.. The joint distribution of players’ types is given by the probability measure η on the (Borel) subsets of T . The marginal distribution on each Ti is denoted ηi . Players use behavioural strategies. A behavioural strategy for player i is a measurable function µi : Ai × Ti → [0, 1] where Ai is the collection of Borel subsets of Ai , with the following properties: (i) for every B ∈ Ai, the function µi (B, ·) : Ti → [0, 1] is measurable; (ii) for every ti ∈ Ti , the function µi (·, ti ) : Ai → [0, 1] is a probability measure. Hence when player i observes its type ti , it selects an action in Ai according to the measure µi (·, ti ). A pure strategy in behavioural form is simply a function that returns a probability measure that is concentrated on the graph of a classical pure strategy.6 A monotone pure strategy is a pure strategy such that a player of higher type chooses a weakly higher action than a player of lower type. Denote the set of behavioural strategies for player i by Mi . Let µ−i ∈ M−i denote the vector of behavioural strategies played by the opponents of player i. The interim payoff of player i (i.e., when it knows its type ti ) to be written as:



Ui (ai , ti , µ−i ) =



Z



T−i



Z



ui (a, t)



A−i



Y j6=i



dµj (·, tj )f (t−i |ti )dt−i



where f (t−i |ti ) is the conditional density of types. Let the incremental interim payoff be defined as ∆Ui (ai , a′i , ti , µ−i ) ≡ Ui (ai , ti , µ−i ) − Ui (a′i , ti , µ−i ). 6



An alternative approach would use distributional strategies. A distributional strategy for player i is a probability measure µi on Ai × Ti such that the marginal distribution on Ti is ηi i.e., µi (Ai × S) = ηi (S) for any Borel subset S of Ti ; see Milgrom and Weber (1985). As Milgrom and Weber show, there is a many-to-one mapping from behavioural strategies to distributional strategies. In fact, there is little difference between the two approaches here, since we establish quickly (see lemma 1) a sufficient condition so that in equilibrium, only monotone pure strategies are used. It is slightly more convenient, however, to use behavioural strategies.
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The following basic assumption is maintained throughout the paper: A1 The payoff function ui : A × T → R is bounded and measurable. The types have conditional densities with respect to the Lebesgue measure. The conditional density of t−i given ti , is denoted f (t−i |ti ) for i ∈ I; it is strictly positive. Assumption A1 is standard and ensures that the interim payoff Ui (·) exists. The following definitions are central to our argument. Definition 1 (Uniform Monotonicity) There is a constant ϕ1 > 0 such that for all ai ≥ a′i , ti ≥ t′i and µ−i ∈ M−i , ∆Ui (ai , a′i , ti , µ−i ) − ∆Ui (ai , a′i , t′i , µ−i ) ≥ ϕ1 (ti − t′i )(ai − a′i ).



(5)



Definition 2 (Lipschitz Continuity) There is a finite constant ϕ2 ≥ 0 and a metric d on M such that for all ai ≥ a′i and any two monotone pure strategy profiles µ−i , µ′−i , |∆Ui (ai , a′i , ti , µ−i ) − ∆Ui (ai , a′i , ti , µ′−i )| ≤ ϕ2 (ai − a′i )d(µ−i , µ′−i ).



(6)



(In section 4, we derive conditions on the primitives of the model (ex post payoffs and conditional densities) that ensure that monotonicity and Lipschitz continuity of the incremental interim payoff are satisfied.) Note that definition 1 involves a stronger condition than the single crossing property that is commonly used (see e.g., Athey (2001)). Uniform monotonicity implies single crossing: and in fact, it ensures that single crossing holds for all µ−i ∈ M, and not just for opponents’ strategy profiles that are monotonic. Uniform monotonicity implies, in addition, that there is strict single crossing. Moreover, it requires that the same lower bound ϕ1 can be used for all ai ≥ a′i , ti ≥ t′i and µ−i ∈ M−i .
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We now prove that assumption A1, uniform monotonicity and Lipschitz continuity ensure existence and uniqueness of equilibrium. We do this in two steps. First, we use the results of Milgrom and Shannon (1994) to establish that uniform monotonicity implies that a player’s best response to any strategy profile of its opponents is a monotone pure strategy. Lemma 1 Suppose that assumption A1 holds. If uniform monotonicity holds, then any best response of player i ∈ I to any profile of opponents’ strategies is a monotone pure strategy. Proof The action set Ai is totally ordered (because {0, 1} ⊆ Ai ⊂ [0, 1]), implying that Ui (ai , ti , µ−i ) is quasi-supermodular in ai .7 Moreover, Ai is independent of ti , and Ti ∈ R is also totally ordered. Given uniform monotonicity, Ui (ai , ti , µ−i ) satisfies the strict single crossing property. Therefore by the Monotone Selection Theorem 4’ of Milgrom and Shannon (1994), every selection from the set arg maxai ∈Ai Ui (ai , ti , µ−i ) is monotone non-decreasing in ti for any µ−i . The strict single crossing property implies that there is indifference only on sets of measure zero.







Let φi(ai , ti , µ−i ) denote player i’s best-response correspondence to the strategy profile µ−i of its opponents. If the assumptions of Lemma 1 hold, then player i’s best response is a monotone pure strategy: for almost all ti , there is a particular ai played with probability  1 i.e., φi (·, ti, µ−i ) is an indicator function. Let φ(µ)(a, t) ≡ φi (ai i, ti , µ−i ) i∈I denote



the best response correspondence. A Bayesian Nash equilibrium is a fixed point of this correspondence. Our main result gives a sufficient condition that ensures that the correspondence φ(µ)(a, t) is a contraction mapping, and hence that there is a unique equilibrium. Lemma 1 then implies that this equilibrium is in monotone pure strategies. Theorem 1 If assumption A1, uniform monotonicity and Lipschitz continuity hold, and if 2ϕ2 < ϕ1 , then the best response correspondence is a contraction, and hence there is a 7



A function h : X → R on a lattice X is quasi-supermodular if (i) h(x) ≥ h(x ∧ y) implies h(x ∨ y) ≥ h(y) and (ii) h(x) > h(x ∨ y) > h(y).
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unique equilibrium of the Bayesian game. Furthermore, this equilibrium is in monotone pure strategies. Proof See the appendix.







The intuition for theorem 1 can be seen most clearly when there are two players, i ∈ {1, 2} and two actions, {0, 1}. Uniform monotonicity means that, in equilibrium, both players use monotone pure strategies. For simplicity, suppose that there is no dominant action i.e., it is never the case that one of the actions is strictly preferred by all types. Hence high (low) types prefer to play action 1 (0); and there is a threshold type of player i who is indifferent between the two actions i.e., whose incremental interim payoff is zero. Now consider two strategies chosen by player −i, both of which can be summarised by the threshold types t′−i and t′′−i , say. By Lipschitz continuity, the difference in player i’s incremental interim payoffs, for player −i’s two strategies, is no greater than ϕ2 times the distance between player −i’s strategies. The proof of the theorem uses a variant of the L1 metric to measure the distance between players’ strategies. In this simple case with binary actions, this metric is just the difference between player −i’s threshold types in the two strategies: |t′−i − t′′−i |. By uniform monotonicity, player i’s incremental interim payoff increases in its type at a rate greater than ϕ1 . Hence the change in player i’s threshold type can be no greater than ϕ2 /ϕ1 times the difference in player −i’s threshold types. The sufficient condition 2ϕ2 < ϕ1 then ensures that the change in player i’s threshold types is strictly less than the change in player −i’s thresholds. Consequently, the best reply of player i is a contraction. This argument is illustrated in figure 1, where, for clarity, player i’s incremental interim payoff is drawn as being continuously differentiable and linear in type.8 The intuition for theorem 1 will be developed further in the next section, where we derive conditions on the primitives of the model. We conclude this section with three remarks. First, weak monotonicity, where the bound ϕ1 = 0, is insufficient for our result, 8



In the figure, ∆Ui (t′−i ) denotes player i’s incremental interim payoff when player −i uses the monotone pure strategy with threshold t′−i .
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∆Ui ∆Ui (t′′−i ) slope ≥ ϕ1



0



t′′i



∆Ui (t′−i ) t′i



≤



ϕ2 ′ |t ϕ1 −i



− t′′−i |



ti



≤ ϕ2 |t′−i − t′′−i |



Figure 1: Illustration of Theorem 1 since the strict inequality 2ϕ2 < ϕ1 cannot then hold. Secondly, continuity, where the bound ϕ2 can be arbitrarily large, is also insufficient for our result, for exactly the same reason. Thirdly, the uniform bounds involved in the uniform monotonicity and Lipschitz continuity conditions are stronger than is, strictly speaking, necessary. The bounding parameters ϕ1 and ϕ2 could depend on the action pairs ai , a′i , the type pairs ti , t′i and the strategy profile pairs µ−i , µ′−i . The sufficient condition in theorem 1 would then be 2ϕ2 (ai , a′i , ti , µ−i , µ′−i ) < ϕ1 (ai , a′i , ti , t′i , µ−i ) for all ai ≥ a′i , ti ≥ t′i , and monotone pure strategy profiles µ−i , µ′−i . This sufficient condition would be very difficult to check in applications. Hence we consider only uniform monotonicity and Lipschitz continuity, where the bounding parameters are uniform.
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4



Characterizing the existence and uniqueness condition



The aim of this section is to find conditions on the primitives of the model—the ex post payoff ui(a, t) and the conditional density f (t−i |ti ) for each player i ∈ I—that ensure that the incremental interim payoff satisfies monotonicity and Lipschitz continuity. There are two reasons to do this. The first is that it provides further intuition for how we can ensure existence and uniqueness of equilibrium, in monotone pure strategies. The second is that the conditions on the ex post payoff and conditional density are easier to check in applications. Our first step is to bound payoff effects. In the following, actions ai , a′i ∈ Ai and types ti , t′i ∈ Ti , for all i ∈ I. Let ∆ui (ai , a′i , a−i , t) ≡ ui (ai , a−i , t) − ui(a′i , a−i , t) denote the incremental ex post payoff. U1 Uniformly Positive Sensitivity to Own Action and Type. There is a δ ∈ (0, ∞) such that for all ai ≥ a′i , ti ≥ t′i , a−i , t−i and i ∈ I, ∆ui (ai , a′i , a−i , ti , t−i ) − ∆ui (ai , a′i , a−i , t′i , t−i ) ≥ δ(ai − a′i )(ti − t′i ).



U2 Lipschitz Continuity to Own Action. There is an ω ∈ (0, ∞) such that for all ai ≥ a′i , a−i , t, and i ∈ I, |∆ui (ai , a′i , a−i , t)| ≤ ω(ai − a′i ).



U3 Lipschitz Continuity to Opponents’ Action. There is a κ ∈ (0, ∞) such that 18



for all ai ≥ a′i , t and i ∈ I, |∆ui (ai , a′i , a−i , t) − ∆ui (ai , a′i , a′−i , t)| ≤ κ(ai − a′i )ka−i − a′−i k where ka−i − a′−i k ≡ maxj6=i |aj − a′j |. Assumption U1 essentially requires that a higher type makes a higher action more appealing to a player. It is similar to, but stronger than, an assumption that a player’s payoff function ui (ai , a−i , t) is supermodular in (ai , ti ).9 In our case, supermodularity of ui in (ai , ti ) implies that ∆ui (ai , a′i , a−i , ti , t−i ) ≥ ∆ui (ai , a′i , a−i , t′i , t−i ); clearly, therefore, the uniform boundedness assumption is stronger. Nevertheless, the assumption is satisfied in a large number of games, including most supermodular games. Assumptions U1 and U2 place restrictions on the incremental ex post payoff, illustrated in figure 2. The incremental ex post payoff ∆ui (ai , a′i , a−i , ti , t−i ) must lie in the shaded area drawn in the figure, bounded from below by −ω(ai − a′i ) and above by −ω(ai − a′i ) (by assumption U2), with the boundaries having slope δ (by assumption U1). Moreover, ∆ui (ai , a′i , a−i , ti , t−i ) must have a slope of at least δ (again by assumption U1). The curve in the figure illustrates a possibility for the function ∆ui (ai , a′i , a−i , ti , t−i ). In addition to the assumptions on ex post payoffs, we make the following assumptions about the conditional density: D1 There is a ι ∈ (0, ∞) such that for any ti > t′i and i ∈ I, where I(ti , t′i )



≡ VarTˆ−i







f (t−i |ti ) − f (t−i |t′i ) f (t−i |ti )



9



p I(ti , t′i ) ≤ ι(ti − t′i ),







.



Let X be a lattice i.e., a partially ordered set that includes both the meet ∧ (the greatest lower bound) and join ∨ (the least upper bound) of any two elements in the set. A function h : X → R is supermodular if, for all x, y ∈ X, h(x ∨ y) + h(x ∧ y) ≥ h(x) + h(y). In the case that h is twice differentiable, h is supermodular if and only if ∂2 h(x) ≥ 0 ∂xi ∂xj for all i, j; see Topkis (1998).
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∆ui ω(a′i



− ai )



0 ti ¯



t¯i



ti



Slope = δ −ω(a′i − ai )



Figure 2: Assumptions U1 and U2 D2 There is a ν ∈ [0, ∞) such that fj (tj |ti ) ≤ ν for all i, j ∈ I and j 6= i where fj (tj |ti ) =



Z



×



k6=i,j



Tˆk



f (t−i |ti )dt−i .



The function defined in assumption D1 is the expectation of the square of a likelihood ratio: ETˆ−i



"



f (t−i |t′i ) f (t−i |ti )



2 #



,



and so is a measure of differential information. In the case that the conditional density f (t−i |ti ) is differentiable in ti , the function is related to the Fisher information of a player’s type about the types of the opponents. To see this, consider the limit as t′i → ti : I(ti , t′i ) lim′ → I(ti ) ≡ VarTˆ−i ti →ti ti − t′i







 ∂ ln f (t−i |ti ) . ∂ti



I(ti ) is the variance of a score function and so is the Fisher information, measuring how sensitive the likelihood of other players’ types is to the type of player i. Hence assumption 20



D1 bounds the Fisher information in the model. Assumption D2 introduces a particular type of heterogeneity, in terms of the upper bound ν on the conditional density. This condition is similar to the one used by Grandmont (1992): we, like him, require the density function to be sufficiently flat. Later, we shall require that ν is sufficiently small (or, put differently, that heterogeneity is sufficiently large). Given the definition of ν, the most heterogenous distribution on a given support is the uniform. Hence ν is bounded below by maxi∈I 1/(ti , t¯i ). This means that ¯ in a particular application, the support of the density has to be sufficiently large to allow for a sufficiently flat density. These assumptions on ex post payoffs and conditional densities allow us to relate conditions on the primitives of the model to monotonicity and Lipschitz continuity, which are properties of the incremental interim payoff. Theorem 2 Suppose that assumptions U1–U2 and D1 hold. If



δ > ιω,



(7)



then uniform monotonicity is satisfied, with ϕ1 ≡ δ − ιω > 0. Proof See the appendix.







Theorem 2 shows that uniform monotonicity can be related to assumptions U1–U2 and D1 on the primitives of the model. Assumption U1 implies that, all other things equal, a higher type prefers a higher action. This is the basic force towards players’ incremental interim payoffs satisfying a strict single crossing property, and hence towards players using monotone pure strategies. This basic force can, however, be overturned by strategic interaction. A player with a higher type has a different posterior over the types of its opponents; and therefore different beliefs about the actions that will be played by its opponents. The higher-type player may therefore evaluate the incremental interim payoff between a higher and lower action differently from a lower-type player. This strategic effect may reinforce the non-strategic force; but it may counteract it. 21



Assumption D1 ensures that a higher type’s posterior cannot be too different from a lower type’s. Assumption U2 ensures that, even when posteriors are different, a higher type’s evaluation of the incremental interim payoff between a higher and lower action is not too different from a lower type’s. Hence, if δ > ιω, then the strategic effect is strictly smaller than the non-strategic effect. Assumptions U1 and D1 can be contrasted to the conditions used by Athey (2001). In our paper and Athey’s, the interim payoff must satisfy a single crossing property in incremental returns (SCP-IR).10 Athey shows that this condition is satisfied in games where agents’ ex post utility is supermodular in a and (ai , tj ), j ∈ I and types are affiliated (see Athey (2001, theorem 3)). In contrast, we require that the ex post utility function ui is uniformly increasing in own action and type, (ai , ti ), a condition slightly stronger than supermodularity in (ai , ti ); and that types are not too associated. We can then show that the interim payoff satisfies a SCP-IR for any strategy profile of opponents. Note that our assumptions are neither weaker nor stronger than Athey’s. Our assumption on payoffs is stronger in one sense, since it requires more than supermodularity; but is weaker in another sense, in that it involves only own action and type. Similarly, our distributional assumptions are stronger, since they limit the degree of association between types; but they are weaker, since they allow for negative as well as positive correlation between types. (Affiliation allows only for the latter.) Theorem 3 Suppose that assumptions U1–U3 and D1–D2 hold; and that δ > ιω. Then Lipschitz continuity is satisfied, with ϕ2 ≡ νκ. Proof See the appendix.







The next theorem is an immediate corollary of theorems 2 and 3 and is therefore stated without proof. 10



A function h : R2 → R satisfies single crossing of incremental returns in (x, θ) if, for all xH > xL and θH > θL , h(xH , θL ) − h(xL , θL ) ≥ (>)0 implies h(xH , θH ) − h(xL , θH ) ≥ (>)0. See Milgrom and Shannon (1994).
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Theorem 4 If assumptions U1–U3 and D1– D2 hold, and if



δ > ιω + 2νκ,



(8)



then the best response correspondence is a contraction; and hence there is a unique equilibrium of the Bayesian game. Furthermore, this equilibrium is in monotone pure strategies.



Condition (8) is similar to condition (7). Both conditions ensure that a player’s own type dominates strategic interaction effects in payoff terms enough to make any best response a monotone pure strategy. Roughly speaking, if condition (8) is satisfied, then each player places more weight on its own type than on the possible actions of its opponents when choosing its best action. It does so by ensuring that the direct effect of a player’s type (measured by δ, according to assumption U1) is sufficiently large. It also ensures that the interaction effect is sufficiently weak, by limiting the size of the effects of both a player’s own action (measured by ω, according to assumption U2) and its opponents’ actions (measured by κ, from assumption U3). Finally, it ensures that a player’s type is sufficiently uninformative about the types (and hence likely action) of others (measured by ι and ν, according to assumptions D1 and D2). Condition (8) is, however, stricter than condition (7), since it must both ensure that players choose monotone pure strategies; and that the best response correspondence is a contraction. The latter introduces two additional assumptions: U3 (bounding the effect of opponents’ actions) and D2 (bounding the conditional density). The proof makes clear why these additional assumptions are required. Intuitively, to establish a contraction, a player’s expected payoff difference between two actions must be sufficiently insensitive to a change in the strategies of its opponents. This requires first that the realised actions of opponents should not affect the ex post payoff of a player too much. Assumption U3 ensures this. It also requires that the change in opponents’ strategies should not result in a change in realised actions that is too large. Assumption D2 achieves this by ensuring
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that there is not too much mass placed on any profile of opponents’ types. Finally, we note that the assumptions in this section are stronger than is necessary for certain games that have dominance regions. For example, global games have, by definition, dominance regions i.e., intervals of types that have strictly dominant actions. The Cournot game that we consider in the next section also has dominance regions: for firms with high marginal costs, zero output is strictly dominance. Clearly the best response correspondence is uniquely defined for types that have a strictly dominant action. Any assumptions on payoffs and conditional densities that are imposed to ensure existence and uniqueness of equilibrium need apply, therefore, only for types that do not have a strictly dominant action. The argument in this section can easily be modified in the presence of dominance regions.
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Applications



Given theorem 4, we must verify two types of condition in order to apply our results. The first is that the ex post payoffs and conditional densities in the application have uniform bounds, as required by assumptions U1–U3 and D1–D2. The second is that the sufficient condition in theorem 4 is satisfied. In this section, we consider a small number of applications to see how this can be done. Consider a variant of a Diamond-type search model. There are a finite number of players N who exert effort searching for trading partners. Any trader’s probability of finding another particular trader is proportional to his own effort and the total effort of others. Let ai ∈ [0, 1] be the effort of player i. The ex post payoff to player i is ui = ai (1 +



X j6=i



aj )v(ti ) − C(ai ).



ti is the type of player i, drawn from the compact interval [0, t¯]. v(ti ) : [0, t¯] → [0, v¯] is a continuous and hence bounded function. It is also differentiable and uniformly increasing, so that there exists a δ > 0 such that v ′ (t) ≥ δ for all t ∈ [0, t¯]. C(·) is a strictly increasing, 24



convex, differentiable function. In this example, a player can increase the probability of a match through its own effort, even if all other players exert no effort. This is a supermodular game, since ∂ 2 ui /∂ai ∂aj = ti > 0. Moreover,



∆ui (ai , a′i , a−i , ti , t−i ) − ∆ui (ai , a′i , a−i , t′i , t−i ) = (ai − a′i )(1 +



X j6=i



aj )(v(ti ) − v(t′i ))



≥ (ai − a′i )(v(ti ) − v(t′i )) ≥ δ(ai − a′i )(ti − t′i ) and so the game satisfies assumption U1. Assumption U2 is satisfied with ω ≡ N v¯. Assumption U3 is also satisfied, with κ ≡ v¯. To complete the application, suppose that there are two players whose types may take one of two values: ti ∈ {t, t¯} for i ∈ {1, 2}, where 0 < t < t¯ < +∞. Let the conditional ¯ ¯ densities be as follows: conditional on player i being type t (t¯), the probability of player ¯ 11 j 6= i being type t (t¯) is q ∈ [0.5, 1]. A straightforward calculation shows that, in this ¯ case, the measure of differential information used in assumption D1 is



I=



(1 − 2q)2 . q(1 − q)



Assumption D1 requires that there exists a finite constant, ι, such that



√ I ≤ ι; clearly,



this requires that q < 1. Alternatively, for any ι > 0, there exist 0 < qι < q¯ι < 1 such ¯ √ that I ≤ ι for all q ∈ [qι , q¯ι ]. Assumption D2 is satisfied with ν = 1; alternatively, for ¯ any given ν, the conditional density is less than ν for all q ∈ [qν , q¯ν ]. ¯ The condition in theorem 4 is satisfied if   δ (1 − 2q) +1 . >2 p v¯ q(1 − q)



(9)



For example, when q = 0.5, condition (9) requires that δ > 2¯ v . More generally, the condition in theorem 4 is easier to satisfy when q is closer to 0.5. 11



This example can be extended easily to allow for different conditional probabilities, so that the probability of player j being type t when player i is type t differs from the probability of player j being ¯ ¯ type t¯ when player i is type t¯.
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Consider next a Cournot quantity game in which actions are output or investment decisions, and types are (the negative of) marginal cost. The ex post payoff of agent i in this game is ui(a, t) = ai (P (ai , a−i ) + ti ) where P (·, ·) is the inverse demand function. (This formulation allows for differentiated goods and a general inverse demand function.) Then it is straightforward to show that ∆ui (ai , a′i , a−i , ti , t−i ) − ∆ui (ai , a′i , a−i , t′i , t−i ) = (ai − a′i )(ti − t′i ), which satisfies assumption U1, with δ = 1. Note that, since the inverse demand function drops out of the expression in payoff differences, it is not even necessary that demand be downward-sloping. To complete the example, suppose that (inverse) demand is linear: P let A ≡ N i=1 ai be aggregate output, where N ≥ 2 is the number of firms. Let inverse demand be



P (a) =



  PN   α − β i=1 ai    0



PN



i=1



PN



i=1



ai 



α β



ai ≥



α β



where and α and β are strictly positive constants. Suppose that firms’ marginal costs −ti are drawn independently from a lognormal distribution, with a shaping parameter σ > 0. Note that is a dominant strategy for any firm with a marginal cost greater than α to produce zero output. In this application, the bounding parameters in our assumptions take the values: δ = 1; ω = max{i|−ti ≤α} (α + ti ) = α; κ = β; ι = 0; and 2



exp( σ ) ν= √ 2 σ 2π



26



By theorem 4, there is a unique equilibrium, which is in monotone pure strategies, if 2



exp( σ ) 1 > 2β √ 2 . σ 2π



(10)



The right-hand side of this inequality is a non-monotonic function of σ. Hence, for any given β > 0, there exist 0 ≤ σβ < σ ¯β such that for all σ ∈ (σβ , σ ¯β ), there is a unique ¯ ¯ equilibrium in the general Cournot oligopoly game, which is in monotonic pure strategies (i.e., firms with higher marginal costs produce less). Our approach therefore establishes conditions for uniqueness of equilibrium in Cournot (and other rent-seeking) games. There are few existing results in this area. Uniqueness can be established with a standard contraction argument with a small number of firms; the (sufficient) condition becomes harder to satisfy as the number grows. For example, with a linear inverse demand curve, the sufficient condition is violated if there are more than two firms. See Vives (1999). With two firms, Athey (2001)’s results can be used, since in this case, the Cournot game is supermodular. Van Long and Soubeyran (1999) is a recent contribution to the subject, also using a contraction mapping approach, but based on a function involving costs. For the next application, consider (a variant of) the simple two-player, two-action global game used by Carlsson and van Damme (1993) to illustrate their results. Each player can choose between action 0 and 1, receiving payoffs as follows: Player 2



Player 1



0



1



0



4, 4



0, t2



1



t1 , 0



t1 , t2



Suppose that players’ types are correlated by some underlying unobserved fundamental, θ (as in a global game). Players’ common prior on the fundamental is that it is uniformly distributed on the interval [t, t¯], where t and t¯ are finite. The type of player ¯ ¯ i is ti = θ + ηi where ηi is a random variable drawn from a uniform distribution on the
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interval [−ǫ, ǫ] where ǫ ≥ 0. Each player’s ηi is independently and identically drawn from this distribution. Assumption U1 is satisfied with δ = 1; and assumption U3 with κ = 4. Assumption U2 requires that ω = maxi max{|ti −4|, |ti |} is finite. For simplicity, suppose that t+ t¯ > 4, ¯ which implies that ω = t¯. If t < 0 and t¯ > 4, then there are ‘dominance regions’: for ¯ a sufficiently high (low) type, it is a dominant strategy to play action 1 (0). We do not need, however, the existence of dominance regions. Suppose that there are two players. Then it is straightforward to calculate the conditional density, which is symmetric on [ti − 2ǫ, ti + 2ǫ].12 Further calculations show that the differential information measure is zero i.e., I(ti , t′i ) = 0 for all ti > t′i . Hence assumption D1 is satisfied in this example, with ι = 0. Since the conditional density has a maximum value of 1/4ǫ, assumption D2 is satisfied with ν = 1/4ǫ. In this application, therefore, a sufficient condition for a unique equilibrium, which is in monotone pure strategies, to exist, is ǫ > 2. There are, of course, classes of applications that our approach cannot cover. Assumptions U2 and U3 require that players’ payoffs are Lipschitz continuous in their own and opponents’ actions. These assumptions are violated in discontinuous games, such as auctions, with a continuum of actions, in which a small change in players’ actions can lead to a large change in payoffs. With stronger assumptions on the information structure of the game,13 we can establish weak monotonicity: i.e., we can find a sufficient condition so that for all ai ≥ a′i , ti ≥ t′i and µ−i ∈ M−i , ∆Ui (ai , a′i , ti , µ−i ) ≥ ∆Ui (ai , a′i , t′i , µ−i ). But clearly, this is insufficient to establish a contraction (see the discussion following theorem 1). Consequently, our method, as far as we can currently see, cannot be applied 12



This example does not satisfy our assumption that the conditional density is strictly positive; but that does not matter for the purposes of illustration. 13 For example, that the conditional density has a score function that is uniformly bounded from above. This assumption is not satisfied by e.g., the normal distribution, because of its infinite support.
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to such games. In summary: our approach requires that two types of condition hold in an application. The first there are uniform bounds, as required by assumptions U1–U3 and D1–D2. This first condition is relatively mild for Lipschitz continuous games, but does rule out e.g., auctions. The second condition is that the sufficient condition in theorem 4 is satisfied. This second condition restricts the range of (Lipschitz continuous) applications covered by our result. Our sufficient condition is likely to be violated in applications in which players’ types are highly correlated, and in which the effect of a player’s own type on its ex post payoff is dominated by the effect of players’ actions.
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Conclusions



In this paper, we have provided a sufficient condition for there to be a unique equilibrium, which is in monotone pure strategies, in games of incomplete information. The condition involves uniform monotonicity and Lipschitz continuity of the incremental interim payoff, and ensures that the equilibrium mapping is a contraction. We provide a characterization of uniform monotonicity and Lipschitz continuity in terms of the model primitives. The characterization is easy to check in applications, as well as having a clear economic interpretation.



Appendix A



Proof of Theorem 1



We first construct the best response correspondence, given uniform monotonicity. We then show that, given uniform monotonicity and Lipschitz continuity, the equilibrium correspondence is a contraction. The result then follows from the contraction mapping theorem. We start by constructing the equilibrium correspondence assuming that the action
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sets (Ai )i∈I are finite. At the end of the proof, we show how to extend the proof to allow for a continuum of actions. For any given vector of opponents’ behavioural strategies, µ−i , let µi (·, ti ; µ−i ) denote player i’s best response. By lemma 1, assumption A1 and uniform monotonicity imply that the best response is a monotone pure strategy. This is, the best response µi (·, ti ; µ−i ) assigns probability 1 to some action a(ti ; µ−i ) ∈ Ai , and probability 0 to all other actions; and the action a(ti ; µ−i ) is non-decreasing in ti . Now define τˆi (a; µ−i ) ≡ inf{ti ∈ Ti |µi (a, ti ; µ−i ) = 1} whenever the best response µi(·, ti ; µ−i ) plays action a on an interval of Ti of non-zero measure, τˆi (a; µ−i ) = t¯i otherwise. Hence τˆi (a; µ−i ) is the lowest type that plays action a in response to the strategy profile µ−i (or t¯i if no type plays this action). Finally, define



τi (a; µ−i ) =



   τˆi (a; µ−i ) 



τˆi (a; µ−i ) < t¯i , (A.11)



   τi (α; µ−i ))α≥a minα∈Ai (ˆ



otherwise.



With these definitions, we can describe the best response µi (·, ti; µ−i ) in terms of indicator functions. For any given action ai ∈ Ai , define a+ i = min{min{a ∈ Ai |a > ai }, 1} a− i = max{max{a ∈ Ai |a < ai }, 0} − i.e., a+ i and ai are the two actions adjacent to ai . If ai is the largest (smallest) element of



Ai , its adjacent action from the top (bottom) is itself. Since the action set is countable, − with the smallest and largest elements being 0 and 1, both a+ i and ai are well defined.



For any given action ai ∈ Ai , define the indicator function



χi (ti ; ai , µ−i ) ≡



   0 ti 6∈ [τi (ai ; µ−i ), τi (a+ i ; µ−i )],   1 ti ∈ [τi (ai ; µ−i ), τi (a+ i ; µ−i )]. 30



By construction, player i’s best response µi (ai , ti ; µ−i ) is this indicator function i.e., µi (ai , ti ; µ−i ) = χi (ti ; ai , µ−i ) for all ai ∈ Ai . That is, the strategy µi (·, ti ; µ−i ) plays the action ai with probability 1 on the interval [τi (ai ; µ−i ), τi (a+ i ; µ−i )], and with probability 0 outside of that interval. Note that this interval is of measure zero for actions that are not played by the strategy. An equilibrium is then defined by



µ = (χi (ti ; ai , µ−i ))i∈I ≡ φ(µ)(a, t). Let X denote the set of indicator functions: X :



Q



i∈I (Ai



× Ti ) → {0, 1}I . The mapping



φ(µ) maps X into itself. So φ(µ) is the equilibrium correspondence. Now we show that φ(µ) is a contraction. First we demonstrate that the space X is complete under an appropriate metric. Consider any two vectors of behavioural strategies, µ and µ′ . Let d(µ, µ′ ) denote the metric ′



d(µ, µ ) ≡ max max i∈I ai ∈Ai



Z



Ti



|µi(ai , ti ) − µ′i (ai , ti )|dti.



(A.12)



The metric is a variant of the L1 metric, and so it is easy to show that it is indeed a metric. The space (X , d) is complete, since an indicator function is a function of bounded variation (i.e., can be expressed as the difference between monotonic functions), and so, by Helly’s selection theorem (see Kolmogorov and Fomin (1970, p. 372)), has a convergent (sub)sequence. So for existence and uniqueness of equilibrium, it is sufficient to show that φ(µ) is a contraction under the metric d(·, ·) i.e., that there is a λ < 1 such that d(φ(µ), φ(µ′ )) ≤
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λd(µ, µ′ ). Consider ′



d(φ(µ), φ(µ )) = max max i∈I



a∈Ai



Z



Ti



χi (ai , ti ; µ−i ) − χi (ai , ti ; µ′ ) dti −i



+ ′ ′ = max max |τi (ai ; µ−i ) − τi (a+ i ; µ−i )| − |τi (ai ; µ−i ) − τi (ai ; µ−i )| i∈I



a∈Ai



+ ′ ≤ max max |τi (ai ; µ−i ) − τi (ai ; µ′−i )| + |τi (a+ i ; µ−i ) − τi (ai ; µ−i )| i∈I



a∈Ai



≤ 2 max max |τi (ai ; µ−i ) − τi (ai ; µ′−i )| i∈I











a∈Ai



where in the second line, we use the fact that χi is an indicator function. A sufficient condition for φ(µ) to be a contraction under the metric defined in equation (A.12) is therefore that there is a λ ∈ (0, 1) such that max max 2|τi (ai ; µ−i ) − τi (ai ; µ′−i )| ≤ λd(µ, µ′ ). i∈I



a∈Ai



(A.13)



First, for all τi (ai ; µ−i ) ∈ (ti , t¯i ) let ¯ − ∆Ui− (ai , a− i , τi (ai ; µ−i ), µ−i ) ≡ lim ∆Ui (ai , ai , τi (ai ; µ−i ) − ε, µ−i ) ≤ 0



(A.14a)



− ∆Ui+ (ai , a− i , τi (ai ; µ−i ), µ−i ) ≡ lim ∆Ui (ai , ai , τi (ai ; µ−i ) + ε, µ−i ) ≥ 0.



(A.14b)



ε→0



ε→0



The two inequalities hold because of the definition of τi (ai ; µ−i ) given in (A.11), and uni¯ form monotonicity. Since ∆Ui (ai , a− i , ti , µ−i ) is only defined for ti ∈ (ti , ti ), for complete¯ + − ¯ ness let ∆Ui− (ai , a− i , ti , µ−i ) = ∆Ui (ai , ai , ti , µ−i ) ≡ 0. Note that the two inequalities ¯ above hold for these extensions of the left and right limits. Next, consider two indifferent types τi (ai ; µ−i ) and τi (ai ; µ′−i ). If τi (ai ; µ−i ) ≤ τi (ai ; µ′−i ), then − ′ 0 ≤ ∆Ui+ (ai , a− i , τi (ai ; µ−i ), µ−i ) ≤ ∆Ui (ai , ai , τi (ai ; µ−i ), µ−i )
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because of uniform monotonicity. Since ∆Ui− (ai , a− i , τi (ai ; µ−i ), µ−i ) ≤ 0, we have − ′ |∆Ui+ (ai , a− i ,τi (ai ; µ−i ), µ−i ) − ∆Ui (ai , ai , τi (ai ; µ−i ), µ−i )|



(A.15a)



′ ′ − ′ ≤ |∆Ui− (ai , a− i , τi (ai ; µ−i ), µ−i ) − ∆Ui (ai , ai , τi (ai ; µ−i ), µ−i )|.



If τi (ai ; µ−i ) ≥ τi (ai ; µ′−i ), then ′ − − ∆Ui (ai , a− i , τi (ai ; µ−i ), µ−i ) ≤ ∆Ui (ai , ai , τi (ai ; µ−i ), µ−i ) ≤ 0



because of uniform monotonicity. Since ∆Ui+ (ai , a− i , τi (ai ; µ−i ), µ−i ) ≥ 0, we now have − ′ |∆Ui− (ai , a− i ,τi (ai ; µ−i ), µ−i ) − ∆Ui (ai , ai , τi (ai ; µ−i ), µ−i )|



(A.15b)



′ ′ − ′ ≤ |∆Ui+ (ai , a− i , τi (ai ; µ−i ), µ−i ) − ∆Ui (ai , ai , τi (ai ; µ−i ), µ−i )|.



Uniform monotonicity implies that the left hand sides of both (A.15a) and (A.15b) are bounded from below by ϕ1 |τi (ai ; µ−i ) −τi (ai ; µ′−i )|(ai −a− i ). On the other hand, Lipschitz continuity implies that the right hand sides of both (A.15a) and (A.15b) are bounded from ′ above by ϕ2 (ai − a− i )d(µ−i , µ−i ). Hence the following inequality holds:



− ′ ϕ1 |τi (ai ; µ−i ) − τi (ai ; µ′−i )|(ai − a− i ) ≤ ϕ2 (ai − ai )d(µ−i , µ−i ).



Since the above inequality holds for any i ∈ I and any ai ∈ Ai , and the definition of the metric d implies that d(µ−i , µ′−i ) ≤ d(µ, µ′ ), we also have ϕ1 max max |τi (ai ; µ−i ) − τi (ai ; µ′−i )| ≤ ϕ2 d(µ, µ′ ) i∈I



a∈Ai



which implies from (A.13) that ϕ1 d(φ(µ), φ(µ′ )) ≤ ϕ2 d(µ, µ′ ). 2 Hence φ is a contraction under the metric d if ϕ2 < ϕ1 . 33



Finally, we now show how to extend the proof to a continuum of actions. To simplify notation, suppose that Ai = [0, 1] for all i ∈ I. We have established that for any collection of finite action sets A, if assumption A1, uniform monotonicity and Lipschitz continuity hold, and if ϕ2 < ϕ1 , then the best response correspondence is a contraction. Given a finite action set {0, 1} ⊆ Ai ⊂ [0, 1], consider the sequence of action sets {Ani }, where Ani ≡



 m |m = 0, . . . , 10n . n 10



Let An ≡ (Ani )i∈I . Let µn be a vector of monotone pure strategies defined over the action set An . Let φn (µn )(an , t), where an ∈ An , denote the corresponding best response correspondence. Our proof has so far established that ϕ1 d(φn (µn ), φn (µn′ )) ≤ 2ϕ2 d(µn , µn′ ) for all finite n. The sequences {µn }, {µn′ }, {φn } and {φn′ } all have convergent (sub)ˆ ˆ µ ˆ ′, φ sequences, by Helly’s selection theorem. Denote the limits of these sequences by µ, and φˆ′ . If the metric d(·, ·) is continuous in an appropriate sense, then clearly ˆ µ), ˆ µ ˆ φ( ˆ ′ )) ≤ 2ϕ2 d(µ, ˆ µ ˆ ′ ). ϕ1 d(φ(



(A.16)



To establish continuity of d(·, ·) : X × X → R, we define the following function f on the space X 2 : for any pair µ0 ≡ (µ00 , µ10 ) and µ1 ≡ (µ01 , µ11 ), let



f (µ0 , µ1 ) =



    |d(µ00 , µ10 ) − d(µ01 , µ11 )| if d(µ00 , µ10 ) 6= d(µ01 , µ11 ) or µ0 = µ1    η



(A.17)



otherwise



where η ≥ 0 is an arbitrary constant. It is easy to show that the function f satisfies all the requirements of a metric. The metric d is then a function from the metric space (X 2 , f ) to the metric space (R, | |), where | | is the Euclidean metric. d is continuous if 34



for any ǫ > 0, there exists a γ > 0 such that f (µ0 , µ1 ) < γ ⇒ |d(µ00 , µ10 ) − d(µ01 , µ11 )| < ǫ. But this inequality holds by the construction of f , with γ = η. Hence d is a continuous function, and the inequality in (A.16) is therefore satisfied. Consequently, in the limit of a continuum of actions, the best response correspondence is a contraction.
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Proof of Theorem 2



By definition, ∆Ui (ai , a′i , ti , µ−i ) − ∆Ui (ai , a′i , t′i , µ−i ) Z Z Y dµj (·, tj )f (t−i |ti )dt−i = ∆ui (ai , a′i , a−i , ti , t−i ) T−i



− =



Z



T−i



−



A−i



Z



T−i



Z Z



A−i



T−i



j6=i



Z



A−i



∆ui (ai , a′i , a−i , t′i , t−i )



Y j6=i



dµj (·, tj )f (t−i |t′i )dt−i



[∆ui (ai , a′i , a−i , ti , t−i ) − ∆ui (ai , a′i , a−i , t′i , t−i )] Z



A−i



∆ui (ai , a′i , a−i , t′i , t−i )



Y j6=i



Y j6=i



dµj (·, tj )f (t−i |ti )dt−i



dµj (·, tj ) [f (t−i |t′i ) − f (t−i |ti )] dt−i .



(B.18)



From assumption U1, we obtain for the first term that Z



T−i



Z



A−i



[∆ui (ai , a′i , a−i , ti , t−i ) − ∆ui (ai , a′i , a−i , t′i , t−i )]



Y j6=i



dµj (·, tj )f (t−i |ti )dt−i



≥ δ(ai − a′i )(ti − t′i ).



(B.19)



Now consider the second term in equation (B.18). The integral can be separated, so
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that Z



Z



T−i



A−i



T−i







≤



Z



T−i



Y j6=i



"Z



Z



=



∆ui (ai , a′i , a−i , t′i , t−i )



∆ui (ai , a′i , a−i , t′i , t−i )



A−i



"Z



dµj (·, tj ) [f (t−i |t′i ) − f (t−i |ti )] dt−i Y



dµj (·, tj )



j6=i



#



f (t−i |t′i ) − f (t−i |ti ) f (t−i |ti )dt−i f (t−i |ti ) 1/2 # 2



A−i



∆ui (ai , a′i , a−i , t′i , t−i )



Y



dµj (·, tj )



j6=i



×



Z



T−i







f (t−i |ti )dt−i 



f (t−i |t′i ) − f (t−i |ti ) f (t−i |ti )



2



f (t−i |ti )dt−i



!1/2



(B.20)



where in the last line, we use the Cauchy-Schwartz inequality. Using assumption U2 and the fact ai ≥ a′i yields an upper bound on the first term of the product in equation (B.20),  Z 



T−i



"Z



A−i



∆ui (ai , a′i , a−i , t′i , t−i )



Y



dµj (·, tj )



j6=i



#2



1/2



f (t−i |ti )dt−i 



≤ ω(ai − a′i ). (B.21)



For the second term of the product in equation (B.20), Z



T−i







f (t−i |t′i ) − f (t−i |ti ) f (t−i |ti )



2



f (t−i |ti )dt−i



!1/2



=



s



VarT−i







f (t−i |t′i ) − f (t−i |ti ) f (t−i |ti )







because



ET−i







 Z f (t−i |t′i ) − f (t−i |ti ) f (t−i |t′i ) − f (t−i |ti ) = f (t−i |ti )dt−i f (t−i |ti ) f (t−i |ti ) T−i Z = (f (t−i |t′i ) − f (t−i |ti ))dt−i = 0 T−i



since



R



T−i



f (t−i |ti )dt−i = Z



T−i







R



T−i



f (t−i |t′i )dt−i = 1. Therefore from assumption D1,



f (t−i |t′i ) − f (t−i |ti ) f (t−i |ti )



2
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f (t−i |ti )dt−i



!1/2



≤ ι(ti − t′i )



(B.22)



Combining equation (B.18) with equations (B.19)–(B.22) yields ∆Ui (ai , a′i , ti , µ−i ) − ∆Ui (ai , a′i , t′i , µ−i ) ≥ (δ − ιω)(ai − a′i )(ti − t′i ).



(B.23)



This proves the theorem.
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Proof of Theorem 3



By definition, ′ ′ ′ ∆U (a , a , t , µ ) − ∆U (a , a , t , µ ) i i i i −i i i i i −i Z Z Y   ′ ′ dµj (·, tj ) − dµj (·, tj ) f (t−i |ti )dt−i . ≤ ∆ui (ai , ai , a−i , t) T−i A−i j6=i



Recall that under the maintained assumption δ > ιω, players use pure strategies. So for any particular tj , µj (aj , tj ) is an indicator function i.e., for the behavioural strategy µj (·, tj ), there exists almost surely a unique a ∈ Aj such that µj (aj , tj ) = 1 for aj = a and µj (a, tj ) = 0 for all aj ∈ Aj with aj 6= a. Therefore Z



" # Y Y dµj (·, tj ) − dµ′j (·, tj ) ∆ui (ai , a′i , a−i , ti , t−i ) A−i j6=i j6=i µ µ′ ′ ′ = ∆ui (ai , ai , a−i , ti , t−i ) − ∆ui (ai , ai , a−i , ti , t−i ) 



(C.24)



′



where aµ−i and aµ−i are the action profiles prescribed by the two strategy profiles µ−i and µ′−i . ′



Next observe that if aµ−i = aµ−i , then maxj6=i maxaj ∈Aj |µj (aj , tj ) − µ′j (aj , tj )| = 0, and ′



the right-hand side of equation (C.24) is also zero. Alternatively, if aµ−i 6= aµ−i , then
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maxj6=i maxaj ∈Aj |µj (aj , tj ) − µ′j (aj , tj )| = 1. Hence Z



" # Y Y ′ ′ dµj (·, tj ) − dµj (·, tj ) ∆ui (ai , ai , a−i , ti , t−i ) A−i j6=i j6=i ′ = ∆ui (ai , a′i , aµ−i , ti , t−i ) − ∆ui (ai , a′i , aµ−i , ti , t−i ) 



(C.25)



× max max |µj (aj , tj ) − µ′j (aj , tj )|. j6=i aj ∈Aj



′



Using assumption U3 and the fact that kaµ−i −aµ−i k ≤ 1, the right-hand side of equation (C.25) can therefore be bounded above: Z



# " Y Y ′ ′ dµ (·, t ) dµ (·, t ) − ∆u (a , a , a , t , t ) i i i −i i −i j j j j A−i j6=i



j6=i



′ ≤ κ(ai − a− i ) max max |µj (aj , tj ) − µj (aj , tj )|. j6=i aj ∈Aj



It follows from this that ′ ′ ′ ∆Ui (ai ,ai , ti , µ−i ) − ∆Ui (ai , ai , ti , µ−i ) Z ≤ κ(ai − a′i ) max max |µj (aj , tj ) − µ′j (aj , tj )|f (t−i |ti )dt−i j6=i aj ∈Aj T−i Z ′ |µj (aj , tj ) − µ′j (aj , tj )|f (t−i |ti )dt−i ≤ κ(ai − ai ) max max j6=i aj ∈Aj T Z −i = κ(ai − a′i ) max max |µj (aj , tj ) − µ′j (aj , tj )|fj (tj |ti )dtj j6=i aj ∈Aj



(C.26)



Tj



Assumption D2 requires that f (tj |ti ) ≤ ν; this leads to ′ ′ ′ ∆Ui (ai , ai ,ti , µ−i ) − ∆Ui (ai , ai , ti , µ−i ) Z ′ ≤ κ(ai − ai ) max max |µj (aj , tj ) − µ′j (aj , tj )|νdtj j6=i aj ∈Aj T Zj |µj (aj , tj ) − µ′j (aj , tj )|dtj ≤ νκ(ai − a′i ) max max j∈I aj ∈Aj



= νκ(ai − a′i )d(µ, µ′ ).
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Tj



(C.27)



Hence there exists a ϕ2 ≡ νκ > 0 such that Lipschitz continuity is satisfied.
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