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Abstract This article studies the impact of the 1971 TV/Radio advertising ban on the cigarette industry. Data indicate that industry advertising spending decreased sharply immediately following the ban, but recovered and actually exceeded the pre-ban level within five years. A dynamic oligopoly model of advertising is developed to incorporate two potential explanations. The estimated model fully accounts for the puzzling trend, with 74% of the post-ban advertising spending increase explained by industry dynamics, and 26% explained by learning. Furthermore, this article uses a new concept of Non-stationary Oblivious Equilibrium to handle intractable state space and accelerate equilibrium computation. JEL: L13, L25, L51, M37 Keywords: Oligopoly, Industry Regulation, Market Structure, Advertising Dynamics, Oblivious Equilibrium ∗



I am indebted to Tom Holmes for his continuous encouragement and support. I am very grateful to Lanier Benkard, Erzo Luttmer, and Jim Schmitz for their invaluable comments. I am grateful to the editor, Ali Hortacsu, and two anonymous referees for comments and suggestions that have substantially improved the article. I also benefited from discussions with Daphne Chen, Don Schlagenhauf, the participants of the Applied Micro Workshop at the University of Minnesota, and the participants of the Quant Workshop at the Florida State University. This article has also benefited from presentations at SED 2011 (Ghent, Belgium) and SICS 2009 (Berkeley, CA). All errors are mine. Mailing Address: Department of Economics, Florida State University. 113 Collegiate Loop, Bellamy 288, Tallahassee FL 32306-2180. Email: [email protected].



1



Introduction



Cigarette advertising has long been an area of major policy interest. In the United States, the earliest cigarette advertising regulation dates back to 1965, when warning labels were required on all cigarette containers and print advertisements. Further regulations were proposed and implemented in the following years. As recently as in 2007, Congress discussed proposals to further increase advertising restrictions (see Martin (2007)). Among implemented regulations on cigarette advertising, the most significant one was enacted in 1971, when all television and radio cigarette advertising was banned in the United States. Like most cigarette advertising regulations, the 1971 TV/Radio advertising ban is mainly designed to curtail smoking and promote public health. Interestingly, this regulation provides a natural experiment to study the impact of advertising restrictions on industry structure and dynamics. The impact of the 1971 TV/Radio advertising ban is empirically interesting in two ways. First, a puzzling fact emerges from this ban. While industry advertising spending decreased sharply immediately following its passage, spending then recovered and actually exceeded its pre-ban level within five years. Understanding this puzzling feature of the cigarette advertising ban can provide insights into the nature of dynamic advertising competition. Second, recent theoretic advances in the dynamic advertising literature, in particular Doraszelski and Markovich (2007), have shown that less efficient or more costly advertising can lead to extremely asymmetric industry structure. They have found that industry dynamics is a contributing factor to a sustainable competitive advantage that large firms enjoy over smaller firms. Tracking and analyzing the differential impacts of the 1971 cigarette advertising ban on heterogeneous firms bring forth concrete empirical evidence to corroborate their theoretical findings. This article develops and estimates a dynamic oligopoly model of advertising with brand entry and exit. With this estimated model, I evaluate the impact of the 1971 TV/Radio advertising ban on the cigarette industry. The model incorporates two potential explanations for this puzzling feature of industry advertising spending, namely, industry dynamics and learning. The estimated model can fully account for the puzzling trend of industry advertising spending. This article finds that industry dynamics explains 74% of the post-ban increases in industry advertising spending, while learning explains 26% of the spending increases. Furthermore, this article takes full advantage of the model’s ability to track individual firms engaged in dynamic advertising competition while controlling for industry advertising efficiency levels. In doing so, this article finds empirical evidence that advertising restriction leads to a more concentrated industry structure, which supports the recent theoretical 1



advances in the dynamic advertising literature. To explain the intuitions behind possible causes of this puzzling feature of industry advertising spending, it is useful to first consider what happens in a simple static benchmark model. Consider a symmetric oligopolistic industry. The only decision firms make is how much to invest in advertising. Suppose industry demand is perfectly inelastic, such that advertising spending can only shift market share around, but not increase total demand. If advertising is completely banned in this model, it is a windfall to industry. Each firm’s sales stay the same in the symmetric oligopoly, but each firm saves on advertising expenditures. The ban, in effect, helps the industry out of a “Prisoners’ Dilemma” situation. This point is well understood theoretically (see Friedman (1983)). Empirically, this simple model fits an important feature of the cigarette industry as it faces inelastic demand due to the addictive nature of cigarette smoking. Industry data show that the aggregate sales trend remained largely unaffected during and after the advertising ban. Furthermore, predictions from this simple static model hold up well in the years immediately following the ban. Advertising expenditures fell sharply in 1971, as aggregate advertising spending declined by 25%. As a result, profits rose as stock returns for the major tobacco companies reached abnormal heights right after the ban (see Mitchell and Mulherin (1988)). However, this simple model fails in two aspects. First, within about five years, industry advertising spending began to recover and even exceeded pre-ban levels. Second, it ignores the different responses of heterogeneous firms to the advertising ban. My model differs from this simple model in four crucial ways, and is therefore able to account for the observed outcomes and to analyze heterogeneous firm responses to the advertising ban. First, I allow firms to advertise with a less efficient technology after the ban. The regulation was not an outright ban on all advertising, but rather a limit on only one kind of advertising, namely TV/Radio advertising. Other types of advertising, such as in magazines or on billboards, were still allowed. Before the ban, a vast majority of industry advertising dollars were spent on TV and radio. According to revealed preferences, TV and radio were the most effective means of delivering the industry’s advertising messages. Consequently, the ban made advertising technology less efficient from the firms’ perspective. Therefore, such a regulation left it possible for a firm to spend more rather than less on advertising after the 1971 advertising restriction. Second, my model takes into account the dynamic impacts of the policy. In particular, this model treats advertising spending as an investment that builds up a firm’s reputation or produces a stock of firm goodwill among consumers.1 Industry dynamics captures the dynamic effect of advertising 1



This article treats advertising as “persuasive” rather than “informative.” See discussion on informative versus persuasive advertising in Bagwell (2002).
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investment on the evolution of industry goodwill stock distribution. It provides one potential explanation for the eventual recovery of industry advertising spending. A firm’s advertising behavior depends on the efficiency of advertising technology and the goodwill stocks of the firm and its rivals. Goodwill stocks depreciate with time. Immediately following the ban, goodwill stocks depreciated only a small amount, so only the drop in advertising efficiency affected firms’ advertising decisions. This caused advertising spending for a large proportion of brands to fall in the short run. In the long term, because firms spent less on inefficient advertising media, goodwill stocks gradually declined through depreciation. A firm’s goodwill stock gain increases its own market share and decreases rivals’ market shares. For this reason, a reduction of goodwill stocks throughout the industry, especially the reduction of rival firms’ stocks, caused the return to advertising to go up. Therefore, aggregate advertising spending eventually recovered. In addition, if goodwill stock depreciates slowly, firms’ goodwill stocks accumulate to relatively high levels in the long term. As a result, large advertising investments can only replenish a small amount of the depreciated goodwill stocks. As advertising competition intensifies, firms are forced to use inefficient advertising technology to maintain high enough goodwill stock levels, which leads aggregate industry advertising spending to even exceed pre-ban levels. Third, my model incorporates industry-wide learning, which refers to the process of improving advertising effectiveness in media technology. Learning allows for an alternative explanation for the recovery and long-run increase in aggregate advertising spending following the ban. As TV and radio advertisements became unavailable, the industry was forced to explore new channels or techniques of advertising, such as in-store promotions. These new developments in advertising technology could potentially improve advertising effectiveness, thus leading firms to spend more on advertising. Although industry learning did contribute to the recovery of aggregate advertising spending, my findings suggest that it was not a major factor behind the recovery. Fourth, my model takes into account firm heterogeneity. In the simple model, all symmetric firms fare the same both before and after the ban. Fixing the number of firms, the simple model suggests that the ban has no impact on the evolution of market structure. However, in the cigarette industry, firms vary greatly in reputations or goodwill stocks. My model considers the policy’s differential impacts on firms with different goodwill stocks. Specifically, it studies the effects of the ban on the evolution of industry market share distribution and firms’ advertising spending. I find that firms with large market shares benefited from the advertising ban at the expenses of brands with smaller market shares.2 In 2



Despite the possibility that the advertising ban might be beneficial to the large cigarette manufacturers, the major cigarette companies lobbied fiercely against any additional advertising restriction. Possibly they feared a “domino’s effect” that would eventually lead the government to prohibit cigarette smoking as a whole.
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addition, counterfactual experiments show that industry market share distribution would become even more asymmetric if industry-wide learning becomes impossible after the ban. This corroborates the findings in Doraszelski and Markovich (2007) that industry advertising dynamics leads to asymmetric industry structure with more costly advertising technology. Incorporating these four ingredients, I use a dynamic oligopoly competition model in the tradition of Ericson and Pakes (1995). In this model, firms compete through advertising. The state variables are firms’ goodwill stocks, and the equilibrium is a Markov Perfect Nash Equilibrium (MPNE). I approximate the MPNE using the concept of Oblivious Equilibrium (OE) recently developed by Weintraub, Benkard, and van Roy (2008b). This equilibrium concept closely approximates the MPNE in Ericson and Pakes (1995) type models under fairly general assumptions. In contrast to the MPNE, the OE concept greatly reduces state space by ignoring dynamic strategic interactions among firms, and therefore significantly accelerates equilibrium computation.3 This article exploits novel micro data. The Federal Trade Commission (FTC) required cigarette manufacturers to submit detailed annual reports at the brand level of sales and advertising expenses. The data remained confidential, and only aggregate statistics were disclosed by the FTC. (Most studies use these aggregate data to study the effects of the ban.) As part of the tobacco lawsuit filed by the state of Minnesota, the micro data have been made public. This article is the first to use these micro data to evaluate the impact of the 1971 ban. Before estimating the model, I first examine some of the qualitative patterns in the data. As noted, the aggregate data exhibit a clear pattern: there are vast swings in total industry advertising, but no changes in industry sales. In fact, it is impossible to see any connection between the advertising ban and aggregate sales. However, the micro data reveal a connection between the policy and brand-level sales. In particular, before the ban, a high correlation exists between advertising spending and sales growth at the brand level. But in the periods after the ban, this correlation deteriorates dramatically. This pattern in the data helps pin down the structural parameter of the model relating to advertising efficiency. From the structural estimation, I find that measured advertising efficiency fell by 80% at the onset of the ban. On account of subsequent industry-wide learning, efficiency did recover, but even years later was still 65% below its pre-ban level. In addition, the structural parameter estimates allow for a factor decomposition of aggregate advertising spending recovery following the ban. This decomposition 3



New developments in econometric methods, such as those of Bajari, Benkard, and Levin (2007), make it possible to estimate the model parameters without computing an equilibrium. However, I do not have sufficient data to use the BBL two-stage approach.
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reveals that industry dynamics was the main driving force behind the aggregate spending recovery, while industry learning contributed to only about 26% of the increase following the ban. Furthermore, a subsequent counterfactual analysis finds that because of the ban, the industry had become more concentrated. The ban also caused large market share firms to advertise more and gain in market share; and small market share firms to advertise less and lose in market share. Finally, by incorporating the market expansion effect into the model, this article sheds light on a very important policy issue of whether advertising restriction can reduce smoking. Counterfactual experiment findings suggest that the advertising ban did not reduce smoking prevalence. However, the policy was successful in curtailing tobacco companies’ use of effective advertising to expand their market by recruiting non-smokers to start smoking. In fact, many studies cited in this article also found little short term effect of the advertising ban on smoking incidences, while others have argued that the advertising ban can effectively lower youth exposure thus reducing cigarette smoking in the long run. This study demonstrates that both of these implications of the advertising ban are indeed true.



Related Literature Writing on the topic in the Journal of Political Economy, Telser (1962) noted that “the cigarette industry has become the traditional example of an industry in which advertising...becomes the main competitive weapon by which oligopolists seek to increase their relative shares.” Early advances in empirical analysis of industrial organization often used the cigarette industry as an example industry, because of the less than perfect competitive nature of the industry. Studies such as Sumner (1981), Bulow and Pfleiderer (1983), Sullivan (1985), and Ashenfelter and Sullivan (1987) analyze the effects of cigarette tax increases on cigarette prices.4 These studies advanced techniques for studying the relationship between cost shifts and industry equilibrium without direct measurement of costs. However, they in general do not take into account firm dynamic interaction in an oligopolistic industry such as the cigarette industry. In addition, the cigarette industry is the focus of a number of studies examining the impact of government restrictions or bans on advertising. In particular, studies such as Schneider, Klein, and Murphy (1981), Bishop and Yoo (1985), Baltagi and Levin (1987), and Tremblay and Tremblay (1995) look at the 1971 broadcast cigarette advertising ban, which is also the focus of this article. However, these articles mostly focus on the effect of the advertising ban on the demand for cigarette 4



Chaloupka and Warner (2000) provides a more comprehensive overview of the articles on the economics of the cigarette industry.
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consumption, while largely ignore the dynamic responses of advertising competition to the advertising restriction. The industry continues to be an example in the more recent economics literature, such as that of Doraszelski and Markovich (2007), and Farr, Tremblay, and Tremblay (2001). This article estimates a dynamic structural model of oligopoly advertising competition in the cigarette industry, and it is closely related to Roberts and Samuelson (1988). Just as in their article, firms are assumed to invest in advertising to build goodwill stocks that carry over into future periods. The articles differ in three key ways. First, my article is primarily interested in the impact of the 1971 advertising ban, which was not considered by Roberts and Samuelson (1988). Second, while all competitive effects of advertising beyond two periods are summarized by a constant in Roberts and Samuelson (1988), new developments in the I.O. literature allow my model to have a richer and more flexible parameterization. Third, the advertising data used in this article are more reliable because all advertising expenditures were reported directly by the tobacco companies. The data in the earlier article were provided by a third party media monitoring agency, which did not take into account advertising expenditures in certain media (such as newspapers). Eckard (1991) is a descriptive article that studies the effect of the cigarette advertising ban. In particular, Eckard (1991) uses the Herfindahl index to document an increase in market concentration following the 1971 ban. This is consistent with the findings of my article. My modeling closely follows that of Doraszelski and Markovich (2007). They show theoretically that it is possible for an industry with primarily goodwill advertising to attain an asymmetric outcome when advertising is restricted. This article provides an empirical basis for their theory by showing that a few large brands gain market share at the expenses of a large fraction of smaller brands under such situations. The organization of this article is as follows: Section 2 details the dynamic model with heterogeneous brands. Section 3 summarizes the data. Section 4 details the estimation procedure. Section 5 discusses the estimation results. Section 6 provides the results of counterfactual experiments. Section 7 concludes.
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Model



This section introduces a general dynamic advertising oligopoly model with heterogeneous brands, defines a Markov Perfect Nash Equilibrium (MPNE), and introduces the Oblivious Equilibrium concept that approximates the MPNE. In analyzing the cigarette industry, I use “brand” rather than “company” as the primary unit
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of analysis. Companies such as Philip Morris, for example, own multiple brands, such as Marlboro and Virginia Slim. In the model, I assume that brand managers make advertising decisions without coordinating with others in the same company. This is a technical simplification, which improves tractability in model analysis by ignoring the strategic interdependence among brands within the same company. The IO literature recognizes that coordination within a multi-divisional organization may not be perfect (see Alonso, Dessein, and Matouschek (2008)). This article assumes the extreme case whereby decisions are completely decentralized to the brand level. A couple of industry facts support the assumption that limited coordination in advertising of different brands exists within a company. First of all, tobacco companies introduced brands in different segments to avoid cannibalization. For example, Philip Morris introduced Virginia Slim to specifically target women, while the same company designed Marlboro to target men. In addition, each brand has a distinct trademark specifically designed for the purpose of marketing. The annual advertising reviews prepared by the William Esty Company, an advertising agency for R.J. Reynolds, reveal that most advertising contracts signed between cigarette companies and advertising agencies were for specific brand names. Companies usually hire an independent advertising agency to handle an ad-campaign for a given brand of cigarettes. For example, Phillip Morris hired the famous Leo Burnett in the 60s to head the advertising campaign of Marlboro. It is well documented that these independent ad agencies have considerable creative freedom, and bargaining power over how much a tobacco company budgets for a certain brand’s advertising. Ad agencies would in turn receive payments from the company based on the individual brand’s market performance. However, these ad agencies would pay little attention to the other brands produced by the same company.



Model Setup Consider a market with countably many potential firms. Refer to each firm as a “brand.” The industry evolves over discrete time periods and an infinite horizon. I index time periods by t ∈ {0, 1, 2, ..., ∞}. The discount factor β ∈ (0, 1) is assumed to be constant over all time periods. The model environment is not stationary, because the model allows market size Mt and advertising efficiency θt to change over time. Both Mt and θt follow a deterministic process. The change in market size allows the model to accommodate potential population growth, and the change in advertising efficiency allows for the possibility of learning. Brand heterogeneity is reflected through brand states. The brand specific state is the brand’s reputation or goodwill stock. For a particular brand i, its goodwill stock in period t is denoted by
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git . I assume that the goodwill consumers extend toward brand i at time t is at one of L levels git ∈ {1, 2, ..., L}. I define the industry state st to be a vector over goodwill stock levels. For each goodwill stock level g ∈ {1, 2, ..., L}, st (g) denotes the number of incumbent brands at goodwill stock level g in period t. Similarly, I define s−it to be the state of all brand i’s competitors in period t, in particular s−it (g) = st (g) − 1 if brand i has goodwill stock level git = g, and s−it (g) = st (g) otherwise. Market size Mt is the mass of consumers in period t. Consumers are heterogeneous in tastes. Each consumer r has mass zero, and purchases at most one unit of cigarettes from one brand per period. Consumer r’s utility derived from purchasing from brand i in period t is: urit = v˜(git , pit ) + rit = γ1 log(git ) + γ2 log(Y − pit ) + rit where v˜(·, ·) is the mean utility of purchasing a unit of cigarettes from brand i with goodwill stock git and price pit in period t. The error term rit is an idiosyncratic taste shock that consumer r has towards brand brand i in period t. It is assumed to be independent and identically distributed and follows an extreme valued distribution. This taste shock captures the propensity of individual r to purchase brand i in a given period t. Parameter γ1 reflects consumers’ preference change with respect to a change in goodwill stock, parameter γ2 captures how utility changes with respect to price, and Y denotes the average available income each consumer has to spend on cigarettes. Besides the cigarettes offered by the current incumbent brands, there is an outside good, indexed 0, representing the option of not purchasing cigarettes, which has utility r0t . I incorporate an outside good to allow for the market expansion effect of advertising in addition to the market share competition effect. Essentially, these assumptions allow for a classic logit demand model. Price competition is static. In each period, incumbent brands take their goodwill stocks as given, and compete in the product market by setting prices. I further assume the optimal pricing decisions to be symmetric, in other words, brands with the same goodwill stock level facing the same industry state in a given period would choose to set the same optimal price. It is straight forward to derive the optimal price p∗ (git , s−it ), which is a function of the brand’s own goodwill stock level git and the goodwill stock levels of the competitor brands s−it .5 Then I can write the mean value of purchasing brand i in period t as v(gi , s−i ) = v˜(gi , p∗ (gi , s−i )). Given the current industry state is st , the probability of a randomly 5



Please see the derivation of the optimal pricing function and the model implied price elasticities in the Appendix.
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chosen consumer purchasing brand i is D(git , st ) =



exp(v(git , s−it )) PL 1 + k=1 st (k) exp(v(k, s−kt ))



Assume the marginal cost of producing cigarettes is zero for all incumbent brands, the profit of brand i in period t is π(git , st ) = p∗ (git , s−it )Mt D(git , st ). In each period, an incumbent brand makes an advertising investment to improve its goodwill stock. At the same time, goodwill stocks can deteriorate due to consumers forgetting. The outcome of advertising and goodwill depreciation is assumed to be stochastic. Let Ait be the advertising investment level of an incumbent brand i in period t. The advertising efficiency parameter is denoted by θt . I model the stochastic goodwill stock evolution in a similar fashion to Pakes and McGuire (1994). A brand i’s investment is successful in improving the goodwill stock by one level with probability θt Ait /(1 + θt Ait ). The probability of improving goodwill stock is increasing and concave in A. In addition, the higher θ is, the higher is the probability of goodwill stock improvement. I allow θt to change from period to period. Specifically, the model allows for the possibility that efficiency θ may drop due to the partial advertising ban. Furthermore, it is possible for consumers to forget brands. I model consumer forgetting by assuming a hazard rate of δ ∈ [0, 1], with which probability brand i’s goodwill stock will drop by one level in the next period. Let P r(g0 |g, A) denotes the probability that brand i will have goodwill stock level g0 next period given that brand i in this period has goodwill stock level g and making investment A.6



P r(g 0 |g, A) =



        



(1−δ)θA 1+θA



if g0 = g + 1



1−δ+δθA 1+θA



if g0 = g



δ 1+θA



if g0 = g − 1



(1)



Here, I assume the investment outcomes are only reflected in the industry state next period. In each period t, each incumbent brand i receives an advertising investment shock ηit before brand i decides upon an advertising investment level Ait . The investment shock ηit is private information observed only by brand i. This private shock captures the idiosyncrasies in brand advertising decisions that are not directly observed in the data. The advertising expenditure is C(Ait , ηit ) = 6



For a brand with the lowest or the highest possible goodwill stock today, the transitional probabilities are given by: (  1−δ+θA (1−δ)θA if g 0 = L if g 0 = 2 0 0 1+θA 1+θA and P r(g |g = L, A) = P r(g |g = 1, A) = δ 0 1+δθA if g 0 = L − 1 if g = 1 1+θA 1+θA
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max{(1 + αηit )Ait , 0}. I assume η is independently and identically distributed across different brands and across different periods. Without loss of generality, I can assume η is drawn from a standard normal distribution N(0, 1). The mean investment cost is normalized to be 1, and the variance is absorbed into parameter α.7 The model allows for brand entry and exit. In the beginning of each period, each incumbent brand i receives a draw of real-valued scrap value φit from a common distribution Φ(·), which is assumed to be an exponential distribution with mean K. The realization of the scrap value draw is the private information of the brand. Furthermore, I assume that brand i makes an exit decision before it can observe the aforementioned advertising investment shock ηit . If the scrap value exceeds the expected value of continuing operation in the industry, then the brand may decide to exit the industry permanently at the end of the period. I assume exiting brands produce in the current period before leaving the market permanently. In each period, there is a large pool of potential entrant brands. Each entrant brand can enter the industry by paying an entry cost κ > 0. All entrants enter the industry at a fixed state ge . I denote the expected number of firms entering at industry state st by λ(st ). Entrants do not compete or earn profits in the period of entry. The zero expected discounted profit condition of entry is satisfied in the equilibrium concept described below. In each period, each brand aims to maximize its expected net present value. In summary, the timing of the events is as follows: 1. Industry state st is observed by all brands. 2. Each incumbent brand receives a private draw of scrap value, and decides whether to exit the industry at the end of the period. 3. Potential entrants decide whether to enter the market at the end of the period; once it has decided to enter, each entrant pays a common entry cost κ. 4. Incumbent brands that have decided not to exit receive private cost draws on advertising investments and make investment decisions. 5. All incumbent brands simultaneously make price decisions to compete in the market and receive current period flow profit. 7



It is drawn from a truncated standard normal distribution where 1 + αη > 0.
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6. At the end of the period, exiting brands exit and receive their scrap values; investment outcomes are determined for those incumbent brands that decided not to exit; entrants enter. 7. The industry state updates to st+1 , and the next period starts.



Equilibrium Concept In each time period, brands make entry, exit, and advertising investment decisions, which all have dynamic consequences. The full set of dynamic Nash equilibria is unbounded and complex. Regarding such a stochastic dynamic game, a Markov Perfect Nash Equilibrium (MPNE) is usually the appropriate equilibrium concept in the literature. Typically, the strategies of an MPNE have the Markov property, and can be conditioned only on the payoff relevant states of the game. The payoff relevant state variables {git , ηit , st } consist of brand i’s own goodwill stock level git , the idiosyncratic investment cost draw ηit , and the current industry state st . Importantly, each brand’s state evolves over time based on a brand’s current entry, exit, and advertising investment decisions, which are functions of all existing brands’ goodwill stocks st . Because of the large number of brands in the cigarette industry, the very large state space renders an MPNE empirically intractable. Moreover, the model environment is not stationary, because the model allows market size Mt and advertising efficiency θt to change over time. To avoid the curse of dimensionality, and to accommodate an infinite time horizon model in a non-stationary environment, I lay out in this section a method of approximating the MPNE based on the notion of Non-stationary Oblivious Equilibrium (NOE). Weintraub, Benkard, and van Roy (2008b) first introduced the Oblivious Equilibrium (OE) concept, which is based on the idea that simultaneous changes in an individual agent’s state can be averaged out when there are many firms. In this sense, from an initial state s0 , the industry state roughly follows a deterministic path. It is therefore possible for each agent to make near optimal decisions based on the agent’s own state and the deterministic average industry state.8 In a non-stationary environment, such as the one presented in this article, it becomes possible to trace backward period by period net present value with the non-stationary OE value function. This is made possible by assuming that the industry attains a stationary oblivious equilibrium in the very distant future. I can therefore numerically simulate industry evolution for the relevant time periods. I focus on a pure strategy symmetric equilibrium, where all incumbent brands use common investment and exit strategies, and all potential entrants follow a common entry rule. To make equilibrium 8



This idea shares similarities to Krusell and Smith (1998). For extensive details on this equilibrium concept and computation methods, please refer to Weintraub, Benkard, and van Roy (2010).
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computation feasible, the NOE assumes that brands’ actions do not affect other brands’ decisions. Therefore, instead of keeping track of the industry state st , brands make a prediction of industry brand states based on averages. Because market size Mt and advertising efficiency θt are both deterministic processes, and there is no aggregate uncertainty, brands should be able to accurately predict industry brands’ states for any given period. In other words, given the initial industry state s0 , the trajectory of the expected industry states s˜t over time is deterministic. Taking the expected industry states as given, a brand’s strategies {σt , λt } do not depend on industry state st . The relevant state variables are {git , ηit }. Given the state variables, I can specify the following three policy functions. First, advertising investment function ιt (git , ηit ) = Ait describes how brand i makes the advertising decision given git and ηit . Second, each incumbent i chooses to exit at a time t according to an exit strategy ρt (git ). An incumbent would choose to exit the industry if and only if it draws a scrap value φit that is greater than or equal to ρt (git ). Because the exit decision is made before observing the investment shock ηit , the exit policy does not depend on ηit . The incumbent strategy σt includes a pair of policy functions σt = {ιt (git , ηit ), ρt (git )}. Finally, I can specify a function λt which is the real-valued entry rate in period t. A non-stationary oblivious strategy is defined as a sequence of policy functions σ = {σ0 , σ1 , ..., σt , ...}, and λ = {λ0 , λ1 , ..., λt , ...}. Henceforth, I denote s˜{σ,λ,s0 },t as the expected industry state in period t, given all brands follow the same strategy profiles {σ, λ} and initial industry state s0 . For notational convenience, I abstract away the subscripts of the state variables in the following exposition. The expected industry state s˜{σ,λ,s0 },t can be derived easily. To do so, I define P(g 0 |g, η, σt ) as the brand goodwill stock transition probability function. More specifically, P(g 0 |g, η, σt ) is the probability of a brand, which has goodwill stock level g, received an investment shock η and is following strategy σt in period t, would have goodwill stock level g0 in period t + 1. Under the assumption that brand scrap values are drawn from an exponential distribution with mean K, the probability of a brand remaining in the market for the next period given exit strategy ρt (g) is 1 − exp(−ρt (g)/K). Then: P(g 0 |g, η, σt ) = P r(g 0 |g, ιt (g, η)) · (1 − exp(−ρt (g)/K)) where P r(·) is defined in Equation (1) as the goodwill stock transition probability conditional on a brand remaining in the market for one more period. Then given the distribution of investment shocks, the expected goodwill stock transition probability is defined as EPσt (g, g0 ) = Eη [P(g0 |g, η, σt )], which
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is the transition sub-probabilities of a Markov chain for period t.9 Then I can define the sequence of expected industry states s˜{σ,λ,s0 },t+1 (g) = s˜t+1 (g), where:  P L  st (k) + λt if g = ge k=1 EPσt (k, g)˜ s˜t+1 (g) = P L  st (k) otherwise k=1 EPσt (k, g)˜



(2)



and it follows that the expected states evolve according to a deterministic trajectory. I define a non-stationary oblivious value function Vt (g|σ 0 , σ, λ, s0 ) to be the expected discounted value for an incumbent brand with goodwill stock level g, given that all its competitor brands follow a common strategy σ = {σ0 , σ1 , ..., σt , ...}, and an entry rate λ = {λ0 , λ1 , ..., λt , ...}, and the brand itself follows a strategy σ 0 = {σ00 , σ10 , ..., σt0 , ...}. In particular, the optimal value function is defined as: h h n ioi g V˜t (g|σ 0 , σ, λ) = πt (g, s˜{σ,λ,s0 },t ) + E max φit , Eη V C t (g, η|σ 0 , σ, λ)



(3)



g where V C t (g, η|σ 0 , σ, λ) is the optimized expected continuation value conditional on the same afore-



mentioned brand having decided to remain in the market for one more period (t + 1) after receiving a



private investment shock η. Two expectation signs are present in the definition of the optimal value function above. The inner one is over the private investment shock η, and the outer one is over the private draw of scrap values φit . h i g V C t (g, η|σ 0 , σ, λ) = max −C(ι, η) + βEg0 V˜t+1 (g0 |σ 0 , σ, λ) ι



(4)



g The expectation over g0 in the definition of V C t takes into account the brand’s goodwill stock transition



probability P r(g0 |g, ι), which is a function of the choice of current advertising investment ι. An NOE



for the dynamic advertising game is defined as follows: ˜ such that: Definition. An NOE is a non-stationary oblivious strategy profile σ ˜ and λ, ˜ More specifically, 1. Incumbent brand strategies σ ˜ = {˜ι, ρ˜} maximize incumbent value Vt (g|σ, σ ˜ , λ). for any brand, with any goodwill stock level g, drawing any investment shock η, and in any period t: (a) Advertising investment function ˜ιt is h i ˜ιt (g, η) = arg max −C(ι, η) + βEg0 V˜t+1 (g0 |σ 0 , σ, λ) ι



9



The expectation over the error term η can be taken using numerical integration.
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where V˜t is the optimal value function defined in Equation (3) (b) Optimal exit rule ρ˜t (g) satisfies h i ˜ g ρ˜t (g) = Eη V C t (g, η|˜ σ, σ ˜ , λ)



g where V C t is the expected optimal continuation value defined in Equation (4).



2. Either entrants have zero expected discounted profits, or the entry rate is zero. h i ˜ ≤κ β V˜t+1 (ge |˜ σ, σ ˜ , λ) ˜ t ≥ 0 and λ



˜ t > 0 only if λ



h i ˜ =κ β V˜t+1 (ge |˜ σ, σ ˜ , λ)



In terms of the existence of such an equilibrium, under fairly general assumptions, Weintraub, Benkard, Jeziorski, and van Roy (2008a) shows formally the existence of an NOE that become stationary. My model slightly differs from their model, because I have incorporated a continuous investment shock η. I do not include a formal proof of existence in this article. However, for a wide range of potential parameters, I have always found an NOE computationally. Another potential concern is that the equilibrium considered here may not be unique. In fact, Besanko, Doraszelski, Kryukov, and Satterthwaite (2010) have documented the existence of multiple equilibria in dynamic oligopoly models under the Ericson-Pakes framework. In general, there is no reason to believe the NOE described above is unique. There are, however, likely to exist fewer NOEs than MPNEs, because oblivious strategies rule out all strategies that are dependent on competitor states. Computationally, for given parameters, my algorithm always selects a unique NOE that converges to a stationary equilibrium. In particular, the algorithm uses backward induction to solve for an equilibrium of a T¯-period game, where T¯ is the minimum finite period when the expected value V˜t becomes very close to its stationary value. The algorithm essentially solves a finite horizon dynamic programming problem with a single state variable. For a selected stationary OE, given a series of the expected industry states s˜t , it is clear that the optimal strategies and optimal value functions are unique within each value function iteration. In addition, it is necessary to show there is a unique transition path of expected industry state s˜t from s0 to stationary OE state s˜. For a wide range ˜ my computation algorithm always yields a unique non-stationary of starting guesses of ˜ι, ρ˜ and λ, transition path of s˜t . To further investigate the uniqueness of the aforementioned stationary oblivious equilibrium, I use a wide range of starting values to test the model, and it always converges to the 14



same equilibrium. I provide more detail of this finite-horizon algorithm in the Empirical Strategy section.10



3



Data



This section provides both industry regulatory and institutional backgrounds. It describes the data used in this article, both their source and content. In addition, it provides descriptive statistics on the cigarette industry using these data.



Background on the Advertising Ban In the late 1960s, a series of regulations targeted the cigarette industry. The key event that initiated these regulations was the publication of the United States Surgeon General’s 1964 report. This report found that lung cancer and chronic bronchitis were causally related to cigarette smoking, confirming the suspicion of cigarette smoking’s detrimental health effects. The initial set of regulations included the requirement of health warning labels on all cigarette packages and the requirement that all cigarette companies file annual reports to the Federal Trade Commission (FTC) on their operating and marketing activities.11 These regulations culminated in a cigarette advertising ban, which took effect in 1971. The Public Health Cigarette Smoking Act was introduced in Congress in 1969, and was ultimately signed into law on April 1, 1970. This act effectively banned all cigarette TV and radio advertising in the United States. The magnitude of the impact this act had on cigarette advertising was unparalleled. By the end of the 1960s, TV advertising accounted for more than 80% of the total advertising budgets in the industry. Other forms of advertising, however, such as newspaper, magazine and billboard advertising, were not prohibited by the legislation. The Public Health Cigarette Smoking Act came into force on January 2, 1971 (a compromise to allow broadcasters to air commercials on New Year’s Day 1971). The last commercial ever aired was from the then newly introduced brand, Virginia Slim. This act remains in effect to this day. 10



In particular, for the above-mentioned computational tests of uniqueness, I fix all model parameters, and varied ˜ Within the range of 20% difference from the initial guesses, the model always converges starting guesses of V˜ , ˜ι, ρ˜ and λ. to the same oblivious equilibrium. 11 These reports included data on sales, advertising, and brand entry and exit. These data were highly confidential. I have collected this dataset for use in this article.
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Institutional Background This article uses a unique set of brand-level data. The source of these data is the Minnesota Tobacco Document Depository. The Minnesota Tobacco Document Depository was created after the settlement of Minnesota vs. Philip Morris, et al. In 1998, the State of Minnesota won a lawsuit against six major U.S. cigarette manufacturers (American Tobacco, Lorillard, R.J. Reynolds, Liggett & Myers, Brown & Williamson, and Philip Morris USA).12 The U.S. Congress required 5 out of the 6 major companies involved (Liggett & Myers was excluded due to its small size of less than 3% market share) to disclose all documents (over 33 million pages) used in the lawsuit’s proceedings. Funding was provided to a private company for establishing a depository in Hennepin County, Minnesota, which kept all physical copies of these documents. The data were specifically collected from Special Report, FTC File No. 662 - No. 802, filed annually by individual cigarette manufacturers to the FTC as required by the Cigarette labeling and Advertising Act described above. The information contained in this dataset remained highly confidential until after the aforementioned lawsuit. Compared with data collected by third party industry monitoring agencies, these data are more accurate. In addition, the data are difficult to obtain, as most reports were hand written in pre-ban years with no digital copies. I accessed this archive and examined the handwritten reports. To the best of my knowledge, this article is the first to use these micro data, especially for the early years, to study the impact of the 1971 advertising ban.13 This dataset contains detailed brand-level annual data of sales and advertising expenditures. Specifically, it consists of 21 years (1960-1980), with information on units sold, advertising expenditures in various categories, cigarette characteristics and market entry and discontinuation dates for 5 companies and 137 brands. Various other documents from the depository were also used to corroborate the data obtained from the Special Reports.



Data Content From the reports filed by the five companies included in the depository, a total of 137 brands are included in the data. As mentioned before, a brand is a tradename for marketing cigarette products. Examples of large brands in this industry are Marlboro, Winston, Pall Mall, Salem and Kool. Advertising data are reported at the brand-level, such that individual brands rather than companies are 12



Historically, six tobacco companies dominated the U.S. domestic market, with over 90% of the total domestic market share. 13 According to Carter (2007), a total of 173 academic papers cited documents from the depository or related sources from 1998 to 2007. To my best knowledge, only one economic article, Tan (2006), uses the Special Reports as a data source. This article covers the time period 1990-1996 and does not deal with the 1971 advertising ban.
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treated as independent units of profit maximization.14 For all brands, the reports provide information on annual domestic sales. Sales are reported in units of cigarettes sold in the U.S. domestic market (not in dollars). The special reports also provide brand-level advertising expenditures in dollars. There are many different categories of advertising expenditures, such as Television, Newspapers, and Magazines. For the purpose of this article, I use only the total advertising expenditures by brand without considering the distinctions between different categories of advertising. The exclusion of TV/Radio advertising in later years is captured by the change in the advertising efficiency parameter θt . Additional supplementary reports were used to corroborate the Special Reports, because some data were not printed clearly or were missing. The 1960-1965 advertising information was corroborated by Competitive Advertising in the Cigarette Industry, an annual review by the William Esty Company prepared for R.J. Reynolds. It reports many major brands’ advertising expenditures in the above-mentioned categories. Sales data were corroborated by Historical Sales Trends in the Cigarette Industry (1925-1990) by J.C. Maxwell, which are widely used by industry economists. This report is published annually by Wachovia Security and reveals only product-level sales. The entry and discontinuation years are corroborated by Summary of Competitive Brand Changes Observed Since 1960, published by the Philip Morris USA research department. All sales data are rounded to the nearest millionth unit, and all advertising expenditure data are rounded to the nearest thousandth dollar. All dollar figures are adjusted for inflation using the Consumer Price Index. Alternative inflation adjustments were computed and yielded no significant changes to the results. In addition, the Special Reports provide information on the introduction and discontinuation years (if available) of a product. Introduction refers to general release into the U.S. domestic market rather than test marketing. I use the second year that a brand appears in the Special Reports as the brand’s introduction year. I choose the second year to avoid the problem presented by brands entering the market late in the year. Other reports indicate that brands often enter the market in late November or early December to accommodate the Christmas season. The discontinuation year is the first year in which no product under the brand’s trade name is in the market. A few brands were discontinued only to be reintroduced years later under the same trade name. In this dataset, I consider these as separate brands. [Table 1 about here.] 14



Some brands have various products with different physical attributes, such as Marlboro menthol and Marlboro light. In principle, the analysis could be undertaken at the finer product-level. However, companies reported advertising spending at the product level in only a few instances.
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In Table 1, I present sample data for one large brand (Marlboro) and one small brand (Hit Parade) (each for six years). In particular, the advertising types reported are TV/Radio, Print(newspaper/magazine), and Point-of-Sale (in store) advertising. These categories are summed to the total advertising spending measure used in this study. As one can see from the sample data (Marlboro), brands switched quickly from TV/Radio to other media after the ban.15 In addition to the data mentioned above, in order to capture market expansion effect, I need a measure of the potential market for cigarette purchases. I use smoking prevalence data to construct potential market size Mt . Smoking prevalence is defined as the percentage of the overall population who smoked in a given year. The smoking prevalence data are from the U.S. Center for Disease Control.16 For convenience, I assume that all smokers on average smoke the same number of cigarettes in a given year. Therefore, I can use the total cigarette sales in a given year, divided by smoking prevalence, to obtain an estimate of the market size, which is the maximum number of potential cigarette sales if every adult in the U.S. smoked. The U.S. smoking prevalence during 1960-1980 is averaged at around 34%. This number did not change much during the said years. Therefore, the market size changes in general on pace with the change in total cigarette sales.17 More importantly, the advertising ban does not significantly alter the trend of market size growth.



Descriptive Evidence This subsection provides descriptive statistics for the following: (1) industry trends for sales, prices, and advertising at the aggregate level; (2) the relationship between advertising and brand-level sales growth; (3) the evolution of market share distribution; (4) trends of sales and advertising for a few individual brands; and (5) entry and exit. Aggregate Industry Statistics At the aggregate level, the advertising ban had a large impact on industry advertising spending, though unit sales and prices were relatively unchanged following its implementation. 15



Note that spending on TV/Radio is 0 in 1972 and there is a small amount of advertising in 1971 compared to the previous year. Advertising was allowed on January 1, 1971 (a heavy advertising day with New Years Bowl games) and this can account for the positive advertising in 1971. 16 See http://cancercontrol.cancer.gov/tcrb/monographs/15/monograph15-chapter7.pdf for more detailed information on the smoking prevalence data. They report the smoking population for year 1965, 1966, 1970, 1974, 1976, 1977, 1979 and 1980. I use interpolation to obtain estimates of the smoking population for the remaining years during 1960-1980. 17 This change in market size Mt is not a key element driving the results described in later sections. When I re-simulate the model with market size fixed at the constant level in 1980, the magnitude of the model moments change, but the qualitative trends of industry market share distributions, sales and advertising spending remain the same.



18



[Figure 1 about here.] Figure 1 shows the changes in total industry advertising spending over the years. Immediately after the ban, total industry advertising spending decreased by 25% from 1970 to 1971. Spending remained low for a period of 3-4 years. Starting from the fifth year after the ban, advertising spending started to recover. By 1980, total spending was actually 80% higher than pre-1970 levels. Besides advertising spending, other aggregate statistics for the cigarette industry remained relatively unchanged during and after the ban. After the ban, total industry sales continued growing at a rate of 1.5% annually. This is well inside the range of past growth rates prior the ban (see Figure 2). One possible explanation for this lack of change in market overall sales is the addictive nature of cigarette smoking. Precisely because of this relative lack of change, numerous early aggregate industry studies (such as Hamilton (1972)) concluded that the elasticity of demand with respect to advertising is small and insignificant at the aggregate level. [Figure 2 about here.] This article also reports aggregate prices. The industry price information is from Tobacco Situation and Outlook Report by the U.S. Department of Agriculture: Economic Research Service. I use the midyear net price per 1000 cigarettes excluding all excise taxes. Average price in the industry remained unchanged over the period of study. This is evident in the right panel of Figure 2. Descriptive Regression In this part, I use brand-level data, and show that advertising spending is correlated with brand-level growth in sales. Let SALEj,t denote brand j’s unit sales of cigarettes in the data for period t. Let ADVj,t be the dollar amount (real year 2000 dollars) of brand j in period t. An OLS regression relating advertising to brand-level sales growth is specified as follows: log(SALEj,t+1 /SALEj,t ) = ψ0t + ψ1t (log(ADVj,t /SALEj,t + 1)) + ξj,t+1



(5)



Note that the coefficient on the constant term ψ0t describes the average growth in sales without advertising, and the coefficient ψ1t shows the correlation between advertising spending and sales growth. However, they do not have a structural interpretation. [Table 2 about here.]
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The coefficients and their standard errors as well as the R-squared are reported in Table 2. The regression coefficient ψ0t is negative for all data years, indicating that sales growth is negative without advertising. This is descriptive evidence that consumer goodwill stock depreciates over time. The regression coefficient ψ1t changes significantly before and after the ban. The mean of ψ1t before the ban was 0.558, and 0.273 after the ban. In Table 2, notice also that the coefficient ψ1t drops significantly at the onset of the advertising ban, then improves over time in the years following the ban. Despite this improvement, the coefficient never reaches its pre-ban level. This suggests that the effectiveness of advertising never fully recovered. This means that the dramatic increase in advertising spending, which came to exceed pre-ban levels, must come from factors other than advertising technology changes. Evolution of Market Share Distribution In this part, I show how the market share distribution of brands has changed over the course of years 1960 to 1980. To summarize market share data in a sensible way, I use Normalized HerfindahlHirschman Index (HHI) Ht defined as: Ht =



P Nt



2 i=1 msit



− 1/Nt 1 − 1/Nt



where Nt is the number of brands in the industry in period t, msit is the within market share of brand i in period t. The index Ht ranges from 0 to 1, where H = 0 indicates all brands have the same within market shares, and H = 1 indicates a monopolized industry. I present the HHI in Figure 3. [Figure 3 about here.] It is clear from Figure 3 that market concentration is not very high all throughout the study periods.18 The average of HHI in the pre-ban years is 0.067, and we see that the trend is virtually flat. However, things begin to change after the ban. HHI increases right after the ban, and it reaches 0.090 in year 1980. This shows that the industry is becoming more concentrated as a result of the advertising ban. Individual Brands Here I show disaggregated trends in sales and advertising expenditures for the five largest brands according to their sales in 1970 (the year before the advertising ban). I further show the same 18



Unlike many other studies, I measure industry concentration at the brand level, instead of the company level. Unlike the brand level concentration reported above, the company level concentration of the tobacco industry was and still is very high.
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statistics for 2 medium ranked brands (ranked by sales) and 2 lower ranked brands. Evidence from these individual brands shows that the effect of the ban on advertising spending is different across different sized brands. The five largest brands by sales in 1970 were Winston, Pall Mall, Marlboro, Salem and Kool. As shown in the left panel of Figure 4, after normalizing each of the five brands’ sales in 1970 to 100, there were no significant changes in the brands’ sales trends. Marlboro and Kool showed large sales gains, Winston and Salem’s sales increased slightly, and Pall Mall experienced a large sale reduction. All these trends were already well established before the advertising ban. [Figure 4 about here.] The right panel of Figure 4 shows advertising spending per cigarettes sold, which is normalized to 100 at the 1970 level. Unlike the industry overall, larger brands’ advertising spending trends were much less affected by the ban. In fact, Marlboro’s advertising spending was on a steady rise throughout the ban years. Winston, Salem and Kool experienced a slight decline in advertising spending, then recovered and exceeded their respective pre-ban levels very quickly. Pall Mall faced a sharp decline in advertising, on pace with its decline in sales. In the case of Pall Mall, the decline of sales might be the result of a negative shock to goodwill stock in the mid-60s, and the decline in advertising might be the result of a series of high advertising cost draws η. [Figure 5 about here.] I further show disaggregated trends in sales and advertising expenditures of Belair, Old Gold, H.Tareyton and Spring. Out of 38 brands that existed in 1970, their unit cigarette sales ranked 13, 16, 26 and 27. Since advertising spending by H.Tareyton is almost zero in year 1970, I instead use 1964 levels as 100 to normalize both sales and advertising figures. As shown in the left panel of Figure 5, the sales trends in general stayed the same before and after the ban. Belair’s sales increased sharply, as it was just introduced in the early 60s. Then its sales stayed relatively flat all throughout the years. The other medium sized brand, Old Gold had sales relatively flat before the ban. The sales of Old Gold quickly eroded in the post-ban years. Two smaller brands, H.Tareyton and Spring, continued their declining trends after the ban. As shown in the right panel of Figure 5, advertising spending levels are much more volatile for medium and lower ranked brands than for top brands. Blair cigarettes were just introduced in the early 60s, so advertising intensity was very high in the beginning. After it leveled off, it stayed flat for 21



most of the 60s. Advertising spending dropped by 40% immediately after the ban. The advertising spending of Belair started to recover 5 years later. In 1980, it was on par with the pre-ban level. As for Old Gold, its advertising spending also dropped immediately following the ban. The spending level never recovered thereafter. Spring and H.Tareyton’s advertising spending were quite volatile. While Spring ceased all advertising activities following the ban, H.Tareyton only stopped advertising for a few years after the ban before starting to advertise again. These patterns of individual brand level sales of advertising spending will be analyzed in Section 6 under different counterfactual scenarios. Entry and Exit I show here that entry and exit have only a relatively small impact on the industry as a whole. The statistics on entry and exit are intended to alleviate concerns that entry and exit may significantly alter the equilibrium outcomes.19 I consider two statistics. First, the sum of all entrants’ market shares at the year of entry (an entry cohort) for any given year was around 1%, and the sum of all exiting brands’ market shares (an exit cohort) for any given year was around 0.1%. [Table 3 about here.] Furthermore, Table 3 shows no apparent trend changes in these figures. Second, I consider the maximum total market share attained by each entry cohort for each year prior 1980. The maximum cohort market share of entry brands is relatively small for any given year. This feature is even more prominent after the advertising ban. Of all 50 brands that entered after the advertising ban, only two brands, More (introduced in 1975) and Merit (introduced in 1976) ever reached the threshold of 1% market share. More reached its maximum at 1.18% and Merit reached 4.32%. For the exiting cohorts, with the exception of one year, no cohort exceeded 1% of market share at its maximum year. Evidence therefore suggests that the majority of brands that entered or exited during the sample period had relatively little impact on the industry overall.



4



Empirical Strategy



In this section, I present the assumptions and the model primitives used in the estimation and describes the estimation procedure. Then I present a discussion of parameter identification. 19



Although I do model entry and exit, I do not match entry and exit rates in my empirical exercise.
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Model Primitives For the purposes of empirical analysis, a time period is assumed to be one year. The annual discount factor is set to be β = 0.95. The maximum obtainable goodwill stock level L is set to be 30 so that the probability of reaching L in any period is less than 0.01%. In addition, I chose the entry state ge = 1. The list of parameters to be estimated includes a set of advertising efficiency parameters {θt }, depreciation parameter δ, advertising investment cost parameter α, mean exit value K, entry cost κ, and consumer preference parameters γ1 , γ2 and Y . I assume that advertising efficiency θt = θpre is the same for all pre-ban years 1960-1970. In addition, prior to the ban, brands do not know the ban is coming. To incorporate industry learning, I assume θ evolves in three stages after the ban. θt = θpost is constant for the years 1971-1974. Learning in θ occurs between 1974 and 1977. For these years, θ increases in a linear fashion at an increment of µ each year.20 Finally, for the years 1977-1980 and beyond, θt is assumed once again to be constant. In particular, the value of advertising efficiency is set to be θt = θpost + 3µ. After the ban, brands have perfect foresight on the learning of {θt }.



Estimation Procedure I use a simple moment matching algorithm to estimate model parameters. This moment matching technique is closely related to an indirect inference estimator introduced in Gourieroux, Monfort, and Renault (1993) and Genton and Ronchetti (2003). This approach falls within a class of more general Simulated Method of Moment approaches. The indirect inference approach uses the inconsistent coefficient estimates of an auxiliary model as moments. In this article, the auxiliary model is the OLS regression given in Equation (5), which is easy to compute when I simulate the model. To summarize, I use two sets of moments in my estimation. The first set of moments are the estimated coefficients ψ0t and ψ1t from the aforementioned OLS regression: log(SALEj,t+1 /SALEj,t ) = ψ0t + ψ1t (log(ADVj,t /SALEj,t + 1)) + ξj,t+1 The second set of moments consists of total industry advertising spending in each year from 1960-1980, P where in data ADVtInd = j:incumbent ADVj,t . Define data moments Υ = {ADVtInd , ψ0t , ψ1t }. There are a total of 61 moments. 20



This piece-wise linear assumption on θt is strong because I impose the periods of learning. Alternatively, I can allow the periods of learning to be estimated. This adds computational burden. However, the results do not change much.
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Then for any given set of parameters Θ, I simulate the model to obtain the corresponding model moments. In order to do so, I follow three steps. Step 1: Estimate Initial Industry State sˆ0 Because brand goodwill stock levels are not directly observed in the data, the initial industry state sˆ0 is estimated from the data by fitting the market share distribution in 1960. In particular, with a slight abuse of notation, let D0 be the market share of the outside option in 1960, and let Dk be the market share of a brand that has goodwill stock k ∈ {1, 2, ..., L}. Then the model specification of the logit demand function gives log(Dk ) − log(D0 ) = γ1 log(k) + γ2 log(Y − p∗k ). From solving the static optimal pricing strategy (see Appendix), I know the optimal price of a brand with goodwill stock k is p∗k = Y /(1 + γ2 (1 − Dk )), then by substitution, I have 



1 log(Dk ) − log(D0 ) = γ1 log(k) + γ2 log(Y ) + γ2 log 1 − 1 + γ2 (1 − Dk )







Since D0 in 1960 is observed in the data, given preference parameters γ1 , γ2 and Y , I can use the above equation to solve for the market share level Dk for each corresponding goodwill stock level k ∈ {1, 2, ..., L}. Because I observe in the data all the market shares of incumbent brands in 1960, I can construct sˆ0 (k) as the number of brands with market share in (Dk−1 , Dk ], ∀k > 1, and sˆ0 (1) as the number of brands with market share less than D1 . This means sˆ0 is a function of preference parameters γ1 , γ2 , and Y . Therefore, these parameters are essential to pin down the shape of market share distributions in subsequent periods. Step 2: Nested Fixed Point Algorithm In the second step, I compute NOEs using a nested fixed point approach. In particular, Weintraub, Benkard, Jeziorski, and van Roy (2008a) show the existence of an NOE that becomes stationary. Because I assume brands do not expect the ban beforehand, the resulting stationary equilibrium before the ban may be different from the one after the ban. Therefore, I compute the NOE twice, once for the years 1960-1970 which are before the ban, and another time for the years 1971-1980 which are after the ban. For the computation of the pre-ban NOE, I use the aforementioned initial industry state sˆ0 . For the computation of the post-ban NOE, I use the expected industry state in 1970 given by the pre-ban NOE computation as the initial industry state.21 In practice, I first solve the stationary OE holding both advertising efficiency θt and market size 21



After the ban, brands update the trajectory of the expected industry state without receiving additional information regarding the actual industry state. For this reason, in the post-ban NOE computation, I use the expected industry state in 1970 rather than the actual 1970 industry state as the initial industry state.



24



Mt fixed at the levels of the last observable year. Specifically, for the stationary equilibrium before the ban, I hold advertising efficiency θ = θpre and market size M = M1980 fixed. For the stationary equilibrium after the ban, I hold advertising efficiency θ = θpost + 3µ and market size M = M1980 fixed. After solving for a stationary equilibrium, I assume there is a minimum finite time horizon T¯, after which the NOE coincides with a stationary OE.22 By this assumption, I can solve the NOE as a finite-horizon dynamic programming problem. At each non-stationary value function iteration, I assume the value function in period T¯ is the same as the stationary OE valuation function, and then compute the optimal strategies and update the value function backwards. After obtaining V˜t for all t ∈ {0, 1, ..., T¯}, I update the expected industry state s˜t given an initial industry state and the optimal strategies. The algorithm iteration continues until both optimal strategies and value functions of all periods {0, 1, .., T¯} converge. Step 3: Model Moment Simulation In the final step, I make three separate error draws of investment shock, exit scrap value, and goodwill stock transition for every incumbent brand in every period. I then repeat the error draws N = 1, 000 times. These same error draws are held in memory when parameters change in the estimation process. For any guess of parameter values Θ, I can construct sˆ0 (Θ) following Step 1, then compute NOE value functions and optimal strategy functions following Step 2. Then starting from sˆ0 (Θ), for each path n = 1, 2, ..., N of error draws, I use the computed NOE value functions and optimal stratn



\ jt (Θ)} = p∗ Mt Djt and egy functions to simulate the market outcome in order to obtain {SALE jt n



\ jt (Θ)} = C(˜ιjt , ηjt ), for all incumbent brands j, for all t, and simulation path n = 1, ..., N . {ADV n n P \ Ind = bn \ Then I can get ADV t j ADV jt and run an OLS regression on simulated data to get ψ0t and n



n . Define Υ \ Ind , ψ bn , ψbn } b n = {ADV ψb1t t 0t 1t



The moment matching estimator Θ∗ is defined as a solution to: #0 " # N N 1 X bn 1 X bn Υ (Θ) Ω Υ − Υ (Θ) Θ = arg min Υ − Θ N n=1 N n=1 ∗



"



where Ω is a positive definite matrix.23 22 I consider the years 1960-1980, a total of 21 periods. Formally, I assume T¯ = min{t|β t−21 V˜ stationary ≤ ε}, where ε > 0 is a predetermined precision. 23 Standard errors are by computing the variance-covariance matrix of the simulated moments, and the partial PNobtained bn derivatives of Υ − N1 n=1 Υ (Θ) with respect to each parameter of interest.
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Discussion A primary goal of this article is to study how advertising efficiency changes over time. One difficulty in identification is to separate the effect of advertising efficiency θt and the effect of the invariant time trend, namely the depreciation rate δ. I use aggregate advertising spending and regression coefficients as moments in my estimation procedure. The regression coefficients ψ0t and ψ1t offer direct empirical links to both θt and δ. In particular, the coefficient ψ0t describes, on average, how brand sales change when a brand does not advertise. Therefore the average of ψ0 helps pin down the goodwill stock depreciation rate δ. OLS regression coefficient ψ1t describes, on average, how advertising intensity improves sales, so the average of ψ1t in the pre-ban years would pin down θpre, the average of ψ1t in 1971-1974 would pin down θpost, and the variation of ψ1t after 1974 would pin down µ. These regression coefficients are easy to simulate and have an advantage over many other alternative moments. As seen in Figure 2, aggregate statistics such as industry sales offers little variation to separate the effect of advertising efficiency and the effect of goodwill depreciation. Therefore, brand level variations are needed for identification. Ideal alternative moments would be the average sales at different goodwill stock levels. However, these moments are not readily available. This is because brand goodwill stock levels are not directly observed. In this case, constructing moments by separating brands into discrete categories, either by sales or by advertising spending, is difficult and arbitrary. Using a simple OLS regression avoids such a problem by providing a continuous measure of how advertising spending relates to changes in sales. In terms of identification, by using the structural model, I assume advertising investment Ait ’s are dependent on expected industry state s˜t . Therefore, the changes in aggregate advertising spending provide information on how industry states s˜t are changing over time. In addition to the expected changes in brands’ goodwill stocks, expected brand entry and exit rates would also affect s˜t . Therefore, once δ and θt ’s are pinned down by the regression coefficients, changes in aggregate advertising spending over time would help identify dynamic parameters such as α, K and κ.24 The identification of the preference parameters γ1 , γ2 and Y comes from matching the magnitude of total industry advertising spending.25 Notice that the differences in the expected net present values across different states give brands incentives to advertise. In other words, if the gains in expected value is high for a brand to improve its goodwill stock by one level, the brand would choose to advertise a In estimation, I impose that β φ¯ < κ, where φ¯ is the expected present value of entering the market, investing zero and earning zero profits each period, and exiting at an optimal stopping time. This restriction ensures that receiving a large scrap value alone is not sufficient for a potential entrant to enter the market. 25 I do not have a separate first stage to identify demand parameters γ1 , γ2 and Y due to data limitation. 24
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larger amount. The difference in expected values across different states comes from the difference in profits across different goodwill stock levels. Furthermore, in a given period, brand demands, which ultimately determine brand profits, are functions of the preference parameters γ1 , γ2 and Y . For this reason, I can match the sizes of industry advertising spending by searching over the parameter space of γ1 , γ2 and Y .26
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Empirical Results



In this section, I present the results of the estimation and discuss the model goodness of fit. Then I validate the results by computing the bounds of approximation errors of the estimated NOE. [Table 4 about here.] The parameter estimates and their standard errors are presented in Table 4. In addition, Figure 6 shows the estimated advertising efficiency levels over time with the pre-ban advertising efficiency level normalized to 100. Advertising efficiency experienced an almost 80% decrease at the onset of the advertising ban. The subsequent recovery in learning is very small. In fact, advertising efficiency θt is still 65% lower in year 1980 compared to the pre-ban advertising efficiency level. The fact that advertising efficiency did not recover to pre-ban levels is significant because total advertising spending well exceeded the pre-ban level. Therefore one cannot fully attribute the increase in advertising spending after the ban to an improvement in advertising technology. [Figure 6 about here.] As shown in Table 4, the depreciation rate is small. As given by the parameter δ, 80% of the goodwill stock will be carried over into the next period. This means, with no advertising, one unit of goodwill stock will decay to half a unit in about 4 years time. This depreciation rate is similar to the estimate provided in Roberts and Samuelson (1988), which gives 1 − δ = 0.892 with standard error 0.024. Because of the slow depreciation, goodwill stocks accumulate to high levels, and hence become inelastic with respect to changes in advertising investment. In particular, firms are forced to invest in inefficient advertising technology to maintain such high levels of goodwill stock, leading to industry aggregate advertising spending exceeding the pre-ban level. 26



While both parameters γ1 and θ enter the first order conditions that determine advertising spending, only parameter θ relates current period advertising investment to future sales. Therefore, OLS coefficient ψ1t provides the identification of θ. Once θ is pinned down, the size of advertising spending provides the identification of γ1 .
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Goodness of Fit Figure 7 shows the goodness of fit to the total industry spending levels in billions of (year 2000) dollars. The solid line represents the data, and the dotted line represents the model prediction. Table 5 presents the model fit to the OLS regression coefficients. In addition, Figure 8 presents an illustration of how the model fits regression coefficient ψ1t . [Figure 7 about here.] [Figure 8 about here.] [Table 5 about here.] In general, the model fits the total industry spending and the general trends in regression coefficients quite well. For example, in the pre-ban years, the average of ψ1t in the data is 0.558, while the simulated ψˆ1t has an average of 0.577. In the post-ban years, the average of ψ1t in the data is 0.273, while the simulated ψˆ1t has an average of 0.332. So the model does capture this advertising efficiency drop after the partial advertising ban. In addition, the average of ψ0t is −0.182, while the simulated ψˆ0t has an average of −0.191. This captures the negative trend of brand sales when not advertising. Furthermore, although I do not try to match the Herfindahl index explicitly using the simulated model, I want to make sure that my model performs relatively well in capturing the trend of how market share distribution evolves over time. The average HHI in the pre-ban years is 0.050 in the model simulation, which is lower than 0.067 observed in the data. In order to compare the trends, I normalize the HHI’s to have the 1970 level equal to 100. I present the comparison in Figure 9. [Figure 9 about here.] As illustrated in the figure, the model does a fairly good job in matching the basic trend of market share distribution. The HHI stays relatively flat in the pre-ban years and steadily increases after the implementation of the advertising ban, which indicates the industry is becoming more concentrated as θt drops after the ban. I will discuss the implication of this change in market share distribution on observed advertising spending pattern in the next section. Next, I show the simulated model pricing behavior. In data, the average price of a unit of cigarettes is 0.027 (year 2000) dollars and this never varied much throughout the years in comparison to the change in advertising spending, as shown in the left panel of Figure 10. The average model simulated price is 0.019 dollars (weighted by market share) per unit of cigarettes. This average has changed little 28



over time, especially in comparison to the advertising spending change, as shown in the right panel of Figure 10. The price variance across different goodwill stock levels is small, where price ranges from 0.019 dollars for the cheapest brand to 0.023 dollars for the most expensive brand. [Figure 10 about here.]



Approximation Error Bounds In order to validate the results above, I evaluate the NOE approximation errors given the set of estimated parameters in this section. Weintraub, Benkard, Jeziorski, and van Roy (2008a) define the approximation error at each given state g ∈ {1, 2, ..., L} by ˜ − V0 (g0 , s0 |˜ ˜ sup V0 (g0 , s0 |σ 0 , σ ˜ , λ) σ, σ ˜ , λ) σ0



˜ are the optimal non-stationary oblivious strategies, and σ 0 is a unilateral deviation from where {˜ σ , λ} the oblivious strategies. Essentially, this approximation error represents the maximum improvement in expected net present value by a brand unilaterally deviating from the optimal non-stationary oblivious strategy σ ˜ to an optimal non-stationary Markov strategy σ 0 , when this brand has goodwill stock g0 with industry state s0 in period 0. I can bound this approximation error by considering the following inequality: ˜ − V0 (g0 , s0 |˜ ˜ ≤E sup V0 (g0 , s0 |σ 0 , σ ˜ , λ) σ, σ ˜ , λ) σ0



+



∞ X k=0



βk



X



g 0 ∈{g,...,g+k}



 



k g0 − g







"



τi X



#



β k π(˜ git , s˜(˜σ,λ,s git , s−ik ) ˜ 0 ),k ) − π(˜



k=0



h n oi  (1 − δ)g0 −g δk−(g0 −g) E max 0, π(g0 , s−ik ) − π(g 0 , s˜ ˜ (˜ σ ,λ,s0 ),k )



where s−ik is the actual competitor state of brand i in future period k, τi is the expected period of exit for brand i given by oblivious exit strategy ρ˜, and g˜it is the expected goodwill stock of brand i in period t following the optimal investment strategies. The inequality above describes, for brand i, two possible ways approximation errors may arise in an NOE outcome. First, even if brand i follows the optimal oblivious strategies, the actual industry state may deviate from the expected industry state, which would lead to a decrease in brand i’s expected present value. Secondly, given the actual industry state, brand i can potentially increase its per period profit by a unilateral deviation in optimal strategy of σ 0 , thus changing the probability of brand i going to each state. Formally, Weintraub, Benkard, Jeziorski, and van Roy (2008a) proves the above inequality is satisfied. 29



Computationally, I forward simulate st from sˆ0 , which enables me to compute π(g, s−it ) for any g and any t. I repeat this simulation many times, until I get a 98% confidence level of error bound estimation. Then I obtain the approximation error bound by taking an average of all simulations. The error bound is compared to the non-stationary oblivious value for each starting goodwill stock level. I report the percentage error as the ratio



˜ ˜ supσ 0 V0 (g0 ,s0 |σ0 ,˜ σ,λ)−V σ,˜ σ ,λ) 0 (g0 ,s0 |˜ ˜ ˜ V0 (g0 |˜ σ,λ)



in Table 6.



[Table 6 about here.] As described in the Empirical Strategy section, I compute the NOE twice: once for pre-ban years with starting year 1960 and initial industry state sˆ0 , and the other for post-ban years with starting year 1971 and initial industry state s˜1970 from the pre-ban NOE computation. In Table 6, I report the error bounds of both NOEs for starting goodwill state level g0 ∈ {1, 6, 11, 16, 21}. In general, with the exception of g = 21 in post-ban years, approximation error is less than 2%. And in the simulation, the probability of a brand reaching goodwill stock level g = 21 never exceeded 0.02%. As we can see, the error bounds for brands starting with the lowest level goodwill stock are quite small. This is because the mass of brands in goodwill stock g = 1 is the largest. The approximation errors increase as the starting level of goodwill stock increases. More strikingly, although the number of incumbent brands stayed roughly the same all throughout the years 1960-1980, the errors in the post-ban estimation are higher for all starting goodwill state levels. It is documented in Weintraub, Benkard, Jeziorski, and van Roy (2008a) that errors are larger when there is a high level of vertical differentiation. In the post-ban years, advertising efficiency decreases, and it becomes relatively more expensive to improve goodwill stocks. This leads to an increase in vertical product differentiation, which in turn leads to larger approximation errors in the post-ban years.
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Counterfactual Experiments



In this section, I contrast the estimated model with the following two experiments.27 The first experiment is to determine the evolution of the industry if there were no ban by assuming that advertising efficiency stays constant (θt = θpre for all t = {1971, ..., 1980}). The second experiment allows the ban, such that efficiency drops after 1971. However, I do not allow advertising efficiency to recover in this experiment, so industry learning is shut down (θt = θpost for all t = {1971, ..., 1980}). 27



In conducting counterfactual experiments, I do not re-estimate the model, but rather use the estimated parameters from the previous section. In particular, I re-solve the NOEs under each counterfactual case. Furthermore, I use the same backward induction selection mechanism to ensure the uniqueness of such NOEs.



30



Experiment (1) provides the baseline case to investigate the effects of the advertising ban. Specifically, it reveals the impact of the ban on the overall increase in industry advertising spending, and on brand heterogeneity and market structure. By comparing the estimated model to experiment (2), I show that industry learning is not the major factor driving the overall increase in advertising spending after the ban. In addition, by removing industry learning, I show that industry advertising dynamics leads to a more asymmetric industry structure with more costly advertising technology, which further corroborates with the findings in Doraszelski and Markovich (2007) .



Aggregate Advertising Spending Figure 11 shows total industry advertising spending from the two above-mentioned experiments. As in Figure 7, the solid line in each sub-figure represents the data, while the dotted line represents the model prediction. In the first experiment, when there is no ban, the model predicts no significant shift in the trend of total advertising spending. This shows that the advertising ban and subsequent industry learning have contributed to the overall increase in advertising spending. In the second experiment, the industry cannot learn to improve its advertising efficiency level after the ban. The model predicts that advertising would experience an initial drop, but then recover quickly. By the mid-1970s, total advertising spending in this case would exceed that in the no ban case. Even without learning, the model can explain about 74% of the increase in total advertising spending after 1974. This shows that industry learning is not the major factor driving the overall increase in advertising spending after the ban. [Figure 11 about here.] The estimates from the previous section indicate that the partial advertising ban had caused a large advertising efficiency loss. To understand the underlying cause why an industry with a large advertising efficiency loss would experience a recovery in advertising spending and subsequently spend even more than before the ban, I turn my attention to the change in market share distribution during this policy change.



Evolution of Market Share Distribution Figure 12 shows the trends of the Herfindahl-Hirschman Index over time in the two counterfactual experiments as compared to the levels predicted by the model with learning. In the case with no advertising ban, the HHI over time is fairly flat with a gentle downward trend. The decrease in market 31



concentration in this case is caused by an increase in overall market size. In general, competition becomes more intense with larger market size, thus reducing overall concentration. [Figure 12 about here.] In the pre-ban years, the HHIs in all models are almost identical. However, when advertising efficiency parameters are allowed to drop in both the model with learning and the model without, we see a slight dip in HHIs in 1971, the first year of the ban. This is because firms of all sizes are all faced with a large loss in advertising efficiency. The depreciation in goodwill stocks of firms cannot be replenished quickly enough, thus decreasing the differences in goodwill stocks between medium size brands and small size brands. Brands are on more equal footings, causing market concentration to decline briefly. However, the trend of HHIs soon goes in the opposite direction, and the market concentration has increased in every subsequent year. In essence, due to an inability to advertise efficiently, medium size brands gradually become small. This means medium size brands are less likely to become a threat to larger brands. Because a brand’s marginal benefit of advertising is decreasing in other brand’s goodwill stocks, a decrease in the goodwill stocks of the medium brands would give larger brands extra incentives to advertise. Larger brands advertise and smaller brands almost cease to advertise, which would cause the disparity in market shares to increase, thus causing the market to be more concentrated. Very interestingly, market concentration is higher in the case without learning than in the case with learning. This shows that a market with consistently low advertising efficiency would become even more concentrated. In order to validate the intuitions discussed above, I next show how market shares and advertising changed at the individual brand level.



Individual Brands Figure 13 shows the trajectories of the sales of brands over time under three different regimes: the model with both ban and learning, the one with only the ban but no learning, and the one with no ban at all. The left panel shows the average market share of the top brand by sales throughout the years 1960-1980, while the right panel shows the same statistics for the smallest brand by sales. Under any case, for both the top brands and the smallest brands, the average sales are on the rise for the pre-ban years. This is because the market size is increasing over time. This increasing trend would continue for the case with no ban, regardless of brand size. The same cannot be said about the situation when the ban causes advertising efficiency to drop. We see a sharp increase in sales for larger brands, while 32



the sales of smaller brands suffered. This would cause the disparity in market shares to increase. This supports the previous finding that the market concentration has increased over time after the ban. [Figure 13 about here.] To find the cause of such a change in trend of brand sales, I also look at the changes in advertising spending at a brand level. Figure 14 shows the trajectories of advertising spending of brands over time under the same three different cases mentioned above. Panel (a) shows the average advertising spending of the top brand by sales throughout the years 1960-1980, while panel (b) and panel (c) show the same statistics for the smallest brand by sales and the median sized brand by sales respectively. Under any case, for brands of all sizes, average advertising spending is on the rise for the pre-ban years.28 This slight increasing trend would continue for the case with no ban, regardless of brand size. When the ban causes advertising efficiency to drop, however, we see advertising spending immediately increased for the largest brands. In fact, there is already a 40% increase in advertising spending during the first year of the ban. Larger brands would subsequently increase their advertising budget by 200% in the 10 years after the ban. Meanwhile, advertising spending immediately falls to zero for the smallest brands, and smaller brands would choose not to advertise at all in the post-ban environment. Median sized brands also ceased to advertise immediately after the ban. Four years after the ban, however, median sized brands started advertising again. The amount of advertising quickly exceeded the pre-ban levels. Panel (d) of the same figure shows the percentage of brands advertising a strictly positive amount under the three cases. Under the no ban case, over 75% of the brands would choose to advertise in any given year after the ban. With a drop in advertising efficiency, however, the percentage of brands advertising quickly dropped to 35% immediately after the ban. This percentage eventually recovered, reaching around 60%. [Figure 14 about here.] For the advertising spending trends of the largest brands and median sized brands, there is a small discrepancy between the model with learning and the model without learning. Under no learning, advertising efficiency would remain consistently low. In order to compete in a post-ban environment, brands are forced to spend more on advertising when the advertising efficiency does not improve. This is true for both the largest brands and the median sized brands. This offers an explanation why 28 The smallest brands in the simulation do not always advertise in the pre-ban years. Advertising decisions depend on the private advertising investment draws η. Panel (b) shows the average advertising costs conditional on the smallest brands advertising a positive amount.
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industry advertising spending would eventually exceed the pre-ban levels. However, as shown in panel (d), because the proportion of brands advertising a positive amount is lower under no learning, the overall recovery in advertising spending under no learning is smaller than that with learning. Overall, the observed trend in industry advertising spending, in which an immediate drop in industry advertising spending is followed by a recovery and a final exceeding of the pre-ban levels, is a compositional effect. Immediately after the ban, a large proportion of the incumbent brands ceased to advertise. Even with an increase in advertising budgets by the largest brand immediately after the ban, overall industry spending became lower. The larger brands would continue to increase advertising spending in the years to follow. With the depreciation of goodwill stock levels for most other brands, the marginal returns to advertising increase. As a result, four to five years after the ban, medium sized brands start to advertise again. This caused the eventual recovery in overall industry advertising. Finally, using very inefficient advertising technology, in order to keep a high enough goodwill stock level and maintain a competitive edge, the advertising brands dramatically increase spending comparing to the pre-ban years, which cause the overall advertising level in the industry to rise above and exceed the pre-ban levels. [Figure 15 about here.]



Market Expansion Effect Finally, an increase in industry advertising spending may be caused by incentives to expand the proportion of the smoking population. To check whether this is true or not, I show model simulated smoking prevalence in Figure 15.29 As shown in the figure, advertising was effective in increasing the percentage of the smoking population in the pre-ban year. This increasing trend continued unabated in the case with no ban. When TV/radio advertising is banned, market expansion by means of advertising has been successfully halted, even when industry advertising spending, especially spending by larger brands, eventually recovered and exceeded pre-ban levels. So the increase in advertising spending by larger brands was mostly due to market share competition rather than market expansion. Furthermore, the policy implication of this exercise is very interesting. This provides evidence that the implementation of the advertising ban was successful in stopping tobacco companies from recruiting non-smokers to smoke using advertising. 29



I do not match the smoking prevalence in the data. Smoking prevalence in the data stayed relatively flat at around 30-35% during the study years. One reason might be that people were becoming more health conscious during this period of time, hence smoking prevalence did not increase even when advertising campaigns were successful.
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Conclusion



After a TV/Radio advertising ban in 1971, total cigarette industry advertising spending fell, but then recovered and exceeded pre-ban levels. This occurred while price and industry demand trends remained largely unchanged. The dynamic advertising model developed in this article explains this puzzling feature of the industry. The model successfully incorporates industry dynamics and the wide heterogeneity existing across firms in this industry. In addition, through the estimation and model results, this article finds that advertising efficiency dropped significantly due to the partial advertising ban. This efficiency improved after the ban, but never recovered to pre-ban levels. Overall this article finds that industry advertising dynamics and brand heterogeneity rather than the recovery of advertising efficiency after the ban contributed the most to the post-ban increase of aggregate advertising spending. Furthermore counterfactual experiments from this model of wide brand-level heterogeneity show that industry dynamics alone lead to a significant shift of market share distribution. The market became more concentrated as a result of the advertising ban. In order to maintain a competitive edge, large brands were likely to advertise more, which contributed to the overall advertising increases. These findings support the recent theoretical advances in the dynamic advertising literature. In addition, this article finds that the advertising ban did not reduce smoking prevalence immediately after the ban. However, the policy was successful in curtailing tobacco companies from using effective advertising to expand their market by recruiting non-smokers to start smoking. This suggests that the effect of the ban in reducing smoking is long term rather than short term. Finally, this article employs a novel equilibrium concept - the Non-stationary Oblivious Equilibrium. The NOE concept lessens computational burden by greatly reducing state space. This article estimates the approximation error bounds of the NOE. The small approximation errors indicate that the NOE is an appropriate equilibrium concept for evaluating policy changes in the cigarette industry.
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Appendix A: Optimal Pricing Function In this subsection of the Appendix, I derive the optimal pricing function. Because all pricing decisions are static, I drop the time index t for expositional convenience. Assume brand pricing decisions are symmetric. Consider brand i with goodwill stock level gi = g ∈ {1, 2, ..., L}. By definition, brands with the same goodwill stock levels have the same competitor states, then with a slight abuse of notation, I use s−g to denote the state of all competitors of a brand with goodwill stock level x. Given that all competitor brands of brand i follow a pricing strategy pˆ(g, s−g ). The market share of brand g charging price p is: D(p, g, s−g |ˆ p) =



exp(˜ v (g, p)) PL 1 + exp(˜ v (g, p) + k=1 s−i (k) exp(˜ v (k, pˆ(k, s−k )))



Then brand i’s profit maximization problem, given the market size M in the current period is: max p · M · D(p, g, s−g |ˆ p) p



Given the consumer utility function specified v˜(g, p) = γ1 log(g)+γ2 log(Y −p), the first order condition is: M · D(p, g, s|ˆ p) + p · M







γ2 γ2 − D(p, g, s|ˆ p) + D(p, g, s|ˆ p)2 Y − pi Y −p



γ2 p D(p, g, s|ˆ p)(1 − D(p, g, s|ˆ p)) = 0 Y −p Y − p − (γ2 p)(1 − D(p, g, s|ˆ p)) = 0 Y p= 1 + γ2 (1 − D(p, g, s|ˆ p))
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D(p, g, s|ˆ p) −



I can then solve a fixed point problem to find the optimal pricing function p∗ (g, s) satisfying the following: p∗ =



Y 1 + γ2 (1 − D(p∗ , g, s|p∗ )) 38



for any given goodwill stock level g ∈ {1, 2, ..., L}. I next show the model implication of demand elasticities. First, for brand i, and quantity demanded is Qi = M · Di , where M is the market size. So the price elasticity of demand is dQi pi dpi Qi



dDi pi γ2 pi =− Di (1 − Di ) dpi Di Y − pi Di γ2 pi = − (1 − Di ) = −1 Y − pi =



The last equality is implied by the FOC shown above. So price elasticity is constant for any size brand i. Next, I present the cross price elasticity between brand i and brand j: dQi pj dpj Qi



= =



pj dDi pj γ2 = Di Dj dpj Di Y − pj Di γ2 pj Dj γ2 pj Dj = Dj = Y − pj γ2 pj (1 − Dj ) 1 − Dj



So the cross price elasticity is always positive, showing brands are all substitutes. Furthermore, the cross price elasticity only depends on brand j’s market share Dj , and is increasing in Dj . This means the demand of brand i of any size is more sensitive to the price change of a large brand j comparing to a small brand j.
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Figure 1: Total Industry Advertising Spending (Normalized 1970 = 100)
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Figure 2: Industry Advertising Spending vs. Industry Sales and Price (Normalized 1970 = 100)



(a) Advertising vs. Sales



(b) Advertising vs. Price
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Figure 3: Herfindahl-Hirschman Index
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Figure 4: Unit Sales and Advertising Spending per Unit Sold: Largest 5 Brands by Sales in 1970 (Normalized 1970 = 100)



(a) Cigarette Sales



(b) Advertising Per Cigarette Sold
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Figure 5: Unit Sales and Advertising Spending per Unit Sold: 2 Medium Ranked Brands and 2 Lower Ranked Brands by Sales in 1970 (Normalized 1970 = 100)



(a) Cigarette Sales



(b) Advertising Per Cigarette Sold



*Note: H.Tareyton Advertising per Unit Sold on Secondary Axis.
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Figure 6: Estimated Advertising Efficiency Parameter θt
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Figure 7: Model Fit of Total Industry Spending
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Figure 8: Model Fit of Regression Coefficient ψ1t
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Figure 9: Model Fit of Herfindahl-Hirschman Index
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Figure 10: Model Fit: Industry Advertising Spending vs.Price (Normalized 1970 = 100)



(a) Data



(b) Model Simulation
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Figure 11: Counterfactual Experiments: Total Industry Advertising Spending



(a) Scenario 1: No Ban



(b) Scenario 2: No Learning
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Figure 12: Counterfactual Experiments: Herfindahl-Hirschman Index
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Figure 13: Counterfactual Experiments: Brand-level Sales Overtime



(a) Avg. Sales of the Largest Brand by Sales



(b) Avg. Sales of Smallest Brand by Sales
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Figure 14: Counterfactual Experiments: Brand-level Advertising Spending Overtime



(a) Avg. Advertising Spending of the Largest Brand by (b) Avg. Advertising Spending of the Smallest Brand by Sales Sales



(c) Avg. Advertising Spending of the Median Brand by Sales
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(d) Percent of Brands with Advertising Spending > 0



Figure 15: Counterfactual Experiments: Smoking Prevalence
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Table 1: Sample Data Brand Name: Marlboro Company: Philip Morris Entry Year: 1955 Exit Year: NA Year Sales Advertising Total TV/Radio Print (Mil. Units) ($1 Mil.) ($1 Mil.) ($1 Mil.) 1969 44,090 102.6 76.7 22.7 1970 51,370 114.7 85.2 26.4 1971 59,320 125.0 4.8 103.2 1972 69,820 130.8 0.0 118.3 1973 78,831 108.8 0.0 101.3 1974 86,211 121.4 0.0 115.1



Point of Sale ($1 Mil.) 3.3 3.1 16.9 12.4 7.5 6.3



Brand Name: Hit Parade Company: American Tobacco Entry Year: 1958 Exit Year: 1967 Year Sales Total (Mil. Units) ($1 Mil.) 1960 500 0.12 1961 200 0.09 1962 100 0.13 1963 148 0.01 1964 87 0.00 1965 60 0.00



Point of Sale ($1 Mil.) 0 0 0 0 0 0



Advertising TV/Radio Print ($1 Mil.) ($1 Mil.) 0.12 0 0.09 0 0.13 0 0.01 0 0.00 0 0.00 0
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Year 1961 1962 1963 1964 1965 1966 1967 1968 1969 1970 Mean 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 Mean



Table 2: Descriptive Regression ψ1t ψ0t Coeff. s.e. Coeff. s.e. 0.591 0.185 -0.239 0.080 0.565 0.141 -0.229 0.058 0.443 0.104 -0.144 0.041 0.614 0.173 -0.282 0.063 0.481 0.111 -0.125 0.037 0.615 0.156 -0.232 0.053 0.496 0.191 -0.293 0.069 0.550 0.171 -0.269 0.061 0.449 0.147 -0.246 0.050 0.771 0.155 -0.345 0.053 0.558 -0.240 Advertising Ban 0.185 0.126 -0.087 0.037 0.179 0.121 -0.054 0.036 0.221 0.093 -0.047 0.027 0.238 0.093 -0.063 0.028 0.442 0.093 -0.127 0.029 0.179 0.074 -0.143 0.031 0.214 0.069 -0.164 0.032 0.397 0.065 -0.198 0.024 0.420 0.054 -0.204 0.023 0.251 0.066 -0.141 0.030 0.273 -0.123
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R2 0.295 0.407 0.436 0.335 0.417 0.369 0.181 0.250 0.237 0.459



0.041 0.037 0.132 0.153 0.387 0.125 0.200 0.499 0.599 0.230



Table 3: Industry Entry/Exit Statistics Entry Exit Cohort Share Maximum Number Cohort Share in Entry Year Cohort Share in Cohort in Exit Year



Year



Number in Cohort



1961 1962 1963 1964 1965 1966 1967 1968 1969 1970



3 2 6 4 10 5 8 5 6 8



0.07% 0.02% 1.27% 1.16% 0.85% 0.86% 0.15% 0.78% 1.28% 0.31%



1971 1972 1973 1974 1975 1976 1977 1978 1979 1980



6 1 3 7 12 8 3 2 5 3



0.10% 0.03% 0.15% 0.17% 1.25% 0.96% 0.42% 0.01% 1.39% 0.26%



Before Advertising Ban 0.40% 0 0.02% 2 1.60% 2 2.77% 1 0.87% 8 1.99% 7 0.15% 7 2.58% 5 1.82% 7 3.93% 5 After Advertising Ban 0.10% 7 0.06% 4 0.15% 1 0.17% 3 2.34% 8 6.46% 11 0.44% 0 0.01% 0 1.87% 3 0.26% 5
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Maximum Cohort Share



0.00% 0.02% 0.02% 0.00% 0.03% 0.04% 0.02% 0.09% 0.07% 0.10%



0.00% 0.07% 0.02% 0.00% 0.05% 0.37% 0.31% 0.27% 1.36% 0.15%



0.07% 0.08% 0.01% 0.07% 0.08% 0.06% 0.00% 0.00% 0.03% 0.02%



0.17% 0.18% 0.04% 0.07% 0.17% 0.09% 0.00% 0.00% 0.20% 0.45%



Parameters θpre θpost µ δ α K κ γ1 γ2 Y



Estimates 25.719 5.185 1.292 0.203 0.202 85.663 207.892 1.112 2.584 0.304



Table 4: s.e. 9.369 1.193 0.481 0.056 0.102 42.028 56.339 0.096 0.100 0.032



Estimation Results Description Pre-ban advertising efficiency Post-ban advertising efficiency Post-ban learning in adv. (piece-wise linear) Goodwill stock depreciation Std. dev. of investment shocks Mean of exit value draws Entry cost Preference parameter on goodwill stock Preference parameter on income (price) Average income
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Table 5: Goodness of Fit: Regression Coefficients ψ1t ψ0t Year Data Model Data Model 1961 0.591 0.637 -0.239 -0.240 1962 0.565 0.607 -0.229 -0.217 1963 0.443 0.531 -0.144 -0.163 1964 0.614 0.581 -0.282 -0.274 1965 0.481 0.502 -0.125 -0.219 1966 0.615 0.557 -0.232 -0.280 1967 0.496 0.552 -0.293 -0.278 1968 0.550 0.622 -0.269 -0.281 1969 0.449 0.604 -0.246 -0.231 1970 0.771 0.575 -0.345 -0.382 Advertising Ban 1971 0.185 0.199 -0.087 -0.050 1972 0.179 0.204 -0.054 -0.048 1973 0.221 0.207 -0.047 -0.070 1974 0.238 0.267 -0.063 -0.040 1975 0.442 0.421 -0.127 -0.113 1976 0.179 0.486 -0.143 -0.150 1977 0.214 0.508 -0.164 -0.178 1978 0.397 0.429 -0.198 -0.195 1979 0.420 0.365 -0.204 -0.209 1980 0.251 0.235 -0.141 -0.194
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Table 6: Approximation Error Bounds Starting Year g0 1960 1971 1 0.147% 0.164% 6 0.437% 0.646% 11 0.751% 1.165% 16 1.080% 1.712% 21 1.410% 2.272%
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