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History



Coding Theory began with the early work of Shannon [22] and Hamming [11]. This work was in response to the engineering problem of electronic information transfer. Namely, how do you transmit electronic information over a noisy channel so that errors that occur in the transfer can be recognized and corrected. Essentially they wanted to construct a system where information would be encoded as a set of binary vectors and sent over a channel with the property that if errors were made then the received vector would be decoded to the original vector with a high probability. This required a set of vectors with the conflicting aims of having as many vectors as possible in it but with distances from each other as large as possible. A large number of points is required so that it accomadates as much information as possible and the points need to be as far away from each other from possible so that vectors received can be corrected to the nearest actual code word. More mathematically, the questions are: • How do you pack the largest number of points in Fn2 , the set of length n binary vectors, so that they are as far away as possible from each other? • How do you efficiently encode and decode information from these packings? These packing are what we now call codes. The natural questions that arose are how do you construct the codes and how should one encode and decode the information. Shannon showed that effective communication could be done over any channel no matter how noisy, but the question of how to do it efficiently remains open. In the early work, coding theory was all done over the binary field and used heavily the classical mathematical results of linear 1



algebra over finite fields and results from combinatorics and finite geometry. It attracted the attention of mathematicians from various branches of algebra, combinatorics and number theory. Important early work was done and appeared in the Bell Systems Technical Journal and in a series of Air Force reports done in Cambridge, Massachusetts. By the late 1960s a good deal of mathematicians were working on this applied problem. They began however to see the problem more in terms of a purely mathematical problem than as a solution to an engineering problem. By the 1970s, coding theory had emerged as an interesting branch of mathematics studied for its own sake. MacWilliams and Sloane published the important text The Theory of Error-Correcting Codes [18] in 1977. This text served as the most important reference in coding theory for several decades. To see the rapid growth of the discipline examine the difference in the topics covered in MacWilliams and Sloane’s book in 1977 and the Handbook of Coding Theory [20] published in 1998 and Huffman and Pless’s Fundamentals of Error-correcting Codes published in 2003. These three texts are now essentials to anyone interested in the study of coding theory. A large literature on the subject has developed over the past 50 years. A good deal of the engineering material can be found in IEEE Transactions on Information Theory. The papers concerning the more mathematical areas of the subject have appeared in every journal on finite or discrete mathematics as well as some general journals. Within the last 15 years two journals have come about dedicated to the this subject and its related subjects, namely Designs, Codes and Cryptography and Advances in Mathematics of Communication. More elementary texts that introduce the subject very well include Raymond Hill’s text [12] and the text by San Ling and Chaoping Xing [16]. In recent years interesting results have been found on the most fundamental levels of the subject and its applications. For example the recent rediscovery of LDPC codes and their use to attain optimal codes has been widely studied and used to create optimal codes. In 1993, turbo codes were described (see [4]) which produced codes very close to the limit provided by Shannon. An interesting decoding technique was also given for these codes. Both of these families of codes have produced an enormous amount of research over the past decade. Moreover these codes have been implemented widely in practical applications in all areas of electronic communication. Additionally, while coding theory has a natural application to the effective transfer, storing or retrieving of electronic information, its techniques have also been useful in cryptography, the science of secret communication, such as in secret sharing schemes. For example, see Chapter 5.4 in Stinson’s book Cryptography, Theory and Practice [23].



2



2



The fundamental question



The fundamental question of coding theory in an abstract setting is the following. Given an alphabet R with some sort of algebraic structure (ring, field, group), what is the largest number of vectors that you can have in a subset of Rn such that they are at least d apart with respect to some metric. Initially, R was F2 and the metric was the Hamming metric, namely the distance between two vectors is the number of coordinates in which they disagree. The alphabet R was soon generalized to any finite field and later to rings following the important discovery of the connection between linear codes over Z4 and the non-linear binary Preparata, Kerdock and Nordstrom-Robinson codes, see [13]. Moreover, different weights relating to metrics were used. For example, recently work has been done with the Rosenbloom-Tsfasman metric (see [21]) and numerous connections have been made with uniform distributions, (T, M, S)-nets and numerical integration techniques. The general setting for coding is as follows. A code is a subset of Rn , where R is a ring. We can be more general than a ring but usually we at least have a ring. The code is said to be linear if it is a submodule of the ambient space. A metric is attached to the space and a weight assigned to this metric, where the weight of a vector is its distance to the zero P vector. An inner-product [v, w] = vi wi , where the bar represents an involution on the ring, is attached to the space. The orthogonal is defined as C ⊥ = {v | v ∈ Rn , [v, w] = 0 for all w ∈ C}. The orthogonal of the code is important for many reasons. The most important of these is that often a code is described in terms of the generator of the orthogonal. Namely a matrix, called a parity check matrix, is given and the code consists of all vectors orthogonal to the rows of this matrix. The parity check matrix is often important in terms of decoding as well. The minimum weight is the smallest of all non-zero weights and the code is described as an [n, M, d] code where n is the length, M is the number of vectors, and d is the minimum weight. The minimum weight is the smallest of all non-zero weights in the code. For a linear code it is also the smallest distance between any two vectors in the code. The fundamental questions can be phrased as: • Given an n and d what is the maximum value of M for a given ring R? • Given n and M what is the largest d for a given ring R? The questions are usually addressed for linear codes but can be addressed for non-linear codes as well. An on-line directory of the best linear codes maintained by A.E. Brouwer can be found at [5]. An important tool for coding theory is the weight enumerator. For a code C over
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R = {ao , a1 , . . . , aq−1 } the complete weight enumerator is defined by cweC (x0 , . . . , xq−1 ) =



n XY



xci .



c∈C i=1



If R is a commutative Frobenius ring and T is the matrix of the character table formed from the generating character χ, i.e. Tij = χ(ij), then we can determine the weight enumerator of C ⊥ by 1 (T (x0 , . . . , xq−1 )). cweC ⊥ (x0 , . . . , xq−1 ) = |C| These are called the MacWilliams relations and were originally proven for binary codes by Jesse MacWilliams in her 1962 Ph.D. thesis [17]. These relations can be generalized to various other weight enumerators or reduced to the Hamming weight enumerators WC (x, y) = cwe(x, y, y, y, . . . , y) by WC (x, y) =



1 WC (x + (q − 1)y, x − y). |C|



These relations are one of the most beautiful and useful tools in all of coding theory.
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Interesting Codes



In general, bounds are given for specific rings, which give upper bounds to the fundamental questions. Two of the most interesting that apply to any ring are the sphere-pacing bound and the Singleton bound. We shall describe these bounds and some interesting families of codes in the following subsections.



3.1



Perfect Codes



If we let q = |R| then the sphere-packing bound is as follows. If C is an [n, M, 2t + 1] code then   t X n M (   (q − 1)i ) ≤ q n . i i=0 Codes meeting this bound are said to be perfect codes. Essentially we are counting points in the sphere of radius t around code words and comparing this to the size of the ambient space. An example of a family of perfect codes are the Hamming codes. Take the points in projective space over a finite field Fp and write them as columns of a matrix which will serve as the generator of the orthogonal (known as the parity check matrix). The codes k −1 are then of length pp−1 and are over the finite field Fp . Since the number of rows of the parity check matrix is k we have the dimension of the code is 4



pk −1 p−1



− k. The minimum



distance is clearly 3 since no two points in projective space are multiples of each other, but there are three collinear points. This produces a family of perfect codes with parameters k −1 pk −1 , p−1 − k, 3]. These codes are some of the most interesting and useful codes and have [ pp−1 interesting connections to designs. For example, the [7, 4, 3] binary Hamming code is the code formed from the projective plane of order 2, using the characteristic functions of lines as generators. Two other interesting perfect codes are the Golay codes. The first is a binary [23, 12, 7] code and the other is a ternary [11, 6, 5] code. These codes are some of the jewels of coding theory. For example, the binary Golay code has a natural connection to the Leech lattice, the Witt designs, and some very interesting finite groups. While there are other perfect codes (non-linear) it has been shown that all perfect codes over a field must have the parameters of one of these codes, see Chapter 6 of [18].



3.2



MDS codes



Another interesting bound is the Singleton bound, which is: n − logq (|C|) + 1 ≤ d. Those codes meeting this bound are called Maximum Distance Separable codes and have interesting connections to combinatorics and coding theory, see Chapter 11 of [18]. For example, there is an interesting connection to Mutually Orthogonal Latin Squares and to finding arcs in projective geometry. An interesting construction of MDS codes come from the Reed-Solomon codes. Namely take the following matrix, where the ai are distinct elements of Fq :          



1 a1 a21 .. .



1 a2 a22







... 1 1 0  . . . aq−1 0 0    2 . . . aq−1 0 0  .



aq−k aq−k . . . aq−k 1 2 q−1 0 1



  



It is easy see that any q − k + 1 columns are linearly independent and so it produces a [q + 1, k, q − k + 2] MDS code over Fq . A long standing conjecture is that if an [n, k, d] MDS code exists over Fq then n ≤ q + 1. The question can be related to a question about the size of arcs in projective geometry. The complete classifications of MDS codes remains open and the question has been extended to classifying Maximum Distance with respect to Rank (MDR) codes which are codes satisfying n − k + 1 = d where k is the rank of the code as a module over a ring.
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3.3



Cyclic Codes



Cyclic codes are codes such that if (c0 , c1 , . . . , cn−1 ) is in the code then the cyclic shift (cn−1 , c0 , c1 , . . . , cn−2 ) is in the code. It is natural to think of (c0 , c1 , . . . , cn−1 ) as the polynomial c0 + c1 x + . . . + cn−1 xn−1 . Then multiplication by x corresponds to the cyclic shift. We can then see that a linear code in Rn can be viewed as an ideal in R[x]/hxn − 1i. This connection places the study of cyclic codes in the rich area of classical abstract algebra. Cyclic codes are extremely important in applications because of their efficient encoding and decoding and often have a good minimum distance. Moreover, it is easy to determine all possible cyclic codes for codes over fields using polynomial arithmetic. Moreover a check polynomial makes a description of the parity check matrix very easy. The generalization to rings other than Fq has proven fairly difficult. The description of the possible ideals for other rings can be quite complicated, but very interesting. Even over Z4 the classification is quite difficult, see [9]. Many interesting open questions remain in the study of cyclic codes, especially describing their structure over various rings.



3.4



Self-dual codes



Another interesting family of codes are the self-dual codes. These are codes with the property that C = C ⊥ . Self-dual codes have an interesting connection to lattices and modular forms which will be described later. The weight enumerator of the self-dual code is held invariant by the action of the MacWilliams relations. Depending on the ring over which it sits and on the type of self-dual code there are other matrices that hold the weight enumerator invariant. The powerful techniques of 19th century invariant theory can be used to describe all possible weight enumerators of self-dual codes and produce bounds on the largest possible minimum weights. This was first shown in Gleason’s Theorem, see [10]. It put an interesting bound on Type II self-dual binary codes, namely those code whose vectors all have weight congruent to 0 modulo 4. Specifically, if d is the minimum weight of a length n Type II code then n d ≤ 4b c + 4. 24 The most interesting class of codes meeting this bound are the [24k, 12k, 4k + 4] Type II codes. When k = 1 there is a unique code which is the extended Golay code and when k = 2 there is a unique code that is a quadratic residue code. When k = 3 it remains an interesting open question as to whether the code exists. For large values of k it is known that the [24k, 12k, 4k + 4] codes do not exist but the existence of a large number of these codes remains an open and difficult question. The interesting connection between self-dual codes and invariant theory has created a large number of interesting results. Recently a very strong and important result has produced some very interesting results. The book Self-Dual Codes and Invariant Theory by G. Nebe, 6



E. M. Rains and N. J. A. Sloane [19] contains these results.
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Coding Theory and other branches of Mathematics



Coding theory has a great number of connections to other branches of mathematics. In some sense coding theory has become a branch of algebra or combinatorics, much like group theory or graph theory, where the fundamental object is a code. In a manner similar to these other disciplines, codes are being studied for their own interest and esthetic value and are being used to study objects in different branches of mathematics. One of the most attractive aspects of coding theory is that studying it allows you to research in a wide variety of branches of mathematics and to use the results of other branches to find new results in coding theory. We shall describe some of these connections in the sections that follow.



4.1



Coding Theory and Finite Geometry and Design Theory



The interplay between coding theory and finite geometry and combinatorics has been fruitful from both perspectives. That is, coding theory has been helpful in answering combinatorial questions and combinatorics has been useful in constructing codes. As an example of the first we cite one of the most celebrated questions in finite geometry, that is the projective plane of order 10. The question of the existence of the projective plane had been in question for many decades and in fact can be traced back to the equivalent question of the existence of a complete set of MOLS of order 10 posed by Euler in 1782. It was shown that no such plane existed in [15], but it was the culmination of a good deal of work by many mathematicians. The crux of the proof was to show that if a plane of order 10 existed then a binary Type II self-dual code of length 112 with minimum weight 12 and no weight 16 vectors would have to exist. This code was then shown not to exist (with the final step being a massive computer computation). In general, studying the code generated by the incidence vectors of the blocks of a design has been an important tool in studying the structure of the design, see [1]. For example, codes have been useful in showing that two designs are non-isomorphic. Namely, two designs with the same parameters can produce codes whose dimensions are different which shows that they are not isomorphic. See the discussion of the projective planes of order 9 in [1] as an example. Interesting geometric results about designs can be found by determining the minimum weight, the dimension and the structure of codewords for a given design. Numerous open conjectures remain in this area. Codes have also been useful in the construction of designs. For example, numerous 5designs were created using the Assmus-Mattson theorem and extremal self-dual codes. For a complete description of this theorem and of the connection between codes and design see the book Designs and their Codes by E.F. Assmus Jr. and Jenny Key. 7



As an example of the other direction consider the Reed Muller codes which are one of the most useful and interesting family of codes. In [2] Assmus and Key describe the connection between finite geometries and the construction of these codes.



4.2



Coding Theory and Number Theory



One of the most interesting connections with coding theory has occured with lattices. Lattices are simply sets of discrete points in Rn . Lattices are important with respect to sphere packing questions and with modular forms. The connection is intuitively clear, that is a code is a set of tightly packed points in Znk and a lattice is a set of points tightly packed in Rn . The connection is particular strong with respect to self-dual codes via the Λ map. Namely Λ(C) = √1k {v + w | v ∈ C, w ∈ kZn }. When k is even this map takes self-dual codes to unimodular lattices and takes Type II codes to Type II lattices. Moreover, the theta series of the lattice can be found from the weight enumerator of the code with a nice connection to modular forms. Numerous work has been done in this vein, for references see [6] and the numerous references therein. More to the point, it is interesting to note how many papers in this extensive bibliography are coding theory papers.



4.3



Coding Theory and Algebraic Geometry



The rich theory of algebraic geometry has been used to construct codes. For example, codes can be produced from modular curves. The code coming from algebraic geometry were used to improve the lower bounds for many classes of codes. For a complete description of this theory including a good introduction to coding theory and to curves over finite fields see the book Algebraic-geometric codes [24] by Tsfasman and Vl˘adut¸.



4.4



Coding Theory and Combinatorics



There has been a close connection between coding theory and combinatorics from the beginning of the study of codes. The connection to designs has been discussed already. There is a strong connection between association schemes which are central objects in algebraic combinatorics and coding theory. This connection was first made in the 1974 paper [7]. In the 1998 paper [8] an update on the connection was described including the connection to the MacWilliams relations, the Hamming and Johnson schemes and spherical codes and designs. To see the extensive connection see the wide variety of papers in [3].
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Conclusion



Coding theory has had enormous growth over the last half-century. It has its origin in applied mathematics but now has subbranches both in pure and applied mathematics. Many interesting connections to other branches of mathematics exist and numerous open questions remain. Interesting new veins of research have opened up in the past decade with many new areas to explore.
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