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Abstract We study the differentiability of generalized solutions for Hamilton–Jacobi equation. Some results on the relationship between Hopf’s formulas and solutions constructed via characteristics are established. We also consider some cases where the generalized solutions are continuously differentiable on the strip (0, t0 ) × R of the domain . 䉷 2004 Elsevier Ltd. All rights reserved. Keywords: Generalized solutions; Hopf’s formulas; Strip of differentiability



1. Introduction We are concerned with the Cauchy problem for Hamilton–Jacobi equations of the form ut + H (t, ∇x u) = 0, u(0, x) = (x),



(t, x) ∈  = (0, T ) × Rn ,



x ∈ Rn .



(1.1) (1.2)



The classical Cauchy’s method of characteristics furnishes smooth solutions of Problem (1.1)–(1.2) in a rather narrow domain of boundary (0, x) due to the cross of characteristics. By using method of envelope, Hopf [3] established two well-known formulas for the Lipschitz solutions of the kind    ∗ x−y (I) u(t, x) = minn (y) + tH , t y∈R ∗ Tel.: +84-54821790; fax: +84-54825902.
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where H = H (p) is convex and superlinear,  is Lipschitz on Rn , and   (II) u(t, x) = maxn x, q − ∗ (q) − tH (q) q∈R



under the assumptions that H is a continuous function,  is convex and Lipschitz. Here H ∗ (resp., ∗ ) denotes the Fenchel conjugate of H (resp., ). In some special cases these formulas coincide with the local smooth solutions determined by characteristics. Hopf showed that the formula (I) can be obtained as the smallest value of a “integral surface” at the points where the characteristics meet and gave no answer for the formula (II). In [5] Lions also introduced a relationship between the Hopf formula (I) and classical solution via characteristics. In spite of many existence and uniqueness theorems of generalized solutions (Lipschitz, viscosity, minimax solutions) are established but the study of differentiability of the solution was almost ignored due to the restriction of method of approaches. In [7], Tsuji has investigated the smoothness, life-span of classical solutions. The main tool used here is the Cauchy’s method of characteristics. Recently, some authors pay attention to the regularity of generalized solutions, for example, [1]. In this paper we pursue to the relationship between two Hopf’s formulas and characteristics. Firstly we present a generalization of a result of Lions [5] for formula (I) and establish another one for the formula (II) that seems to be new. Then we study the domain where the generalized solutions given by Hopf’s formulas are differentiable. We use the following notations. Let  = (0, T ) × Rn ; . and ., . be the Euclidean norm and the scalar product in Rn , respectively. Denote by Lip () the set of all locally Lipschitz continuous functions u deﬁned on  and set Lip ([0, T ) × Rn ) = Lip () ∩ C([0, T ) × Rn ). Deﬁnition 1.1. A function u(t, x) in Lip([0, T ) × Rn ) is called a Lipschitz solution of Problem (1.1)–(1.2) if u(t, x) satisﬁes (1.1) almost everywhere in  and u(0, x) = (x) for all x ∈ Rn . We give here a brief presentation of method of characteristics of the Cauchy problem (1.1)–(1.2) as follows. For the sake of simplicity, we use the notations Hp = Hp (t, p) = ∇p H (t, p), ∇x  =  . Consider the characteristic differential equations of Problem (1.1)–(1.2), x˙ = Hp ;



v˙ = Hp , p − H ;



p˙ = 0



(1.3)



with initial conditions x(0) = y;



v(0) = (y);



p(0) =  (y),



y ∈ Rn .



(1.4)



Then the characteristic strip of the problem (1.1)–(1.2) (i.e., the solution of the system of differential equations (1.3)–(1.4)) is deﬁned by  t   Hp (,  (y)) d,   x = x(t, y) = y +  0  t t (1.5)  (y)),  (y) d − v = v(t, y) =  (y) + H (  ,  H (,  (y)) d,  p   0 0  p = p(t, y) =  (y).



N. Hoang / Nonlinear Analysis 59 (2004) 745 – 757



747



In some neighborhood V of (0, x), the function y  → x(t, y) is a diffeomorphism from V onto an open set W ⊂ Rn . Then a local C 2 solution of (1.1)–(1.2) exists in V and is deﬁned by u(t, x) = v(t, x −1 (t, x)).



(1.6)



2. The relationship between Hopf’s formulas and characteristics 2.1. The Hopf’s formula (I) Consider the following problem



*u + H (∇x u) = 0, *t u(0, x) = (x),



(t, x) ∈  = (0, T ) × Rn ,



x ∈ Rn .



(2.1) (2.2)



We suppose that the following conditions hold for H (t, p) = H (p) and (x). (I.0) H (p) is strictly convex on Rn and limp→∞ H (p)/p = +∞. (I.1) (x) is continuous on Rn and for every (t0 , x0 ) ∈ [0, T ) × Rn there exist positive constants r, N such that      ∗ x−y ∗ x−z min (y) + tH < (z) + tH (2.3) y  N t t as z > N, |t − t0 | + x − x0  < r, t  = 0, where H ∗ is the Fenchel conjugate function of H . Denote   x−y (t, x, y) = (y) + tH ∗ t n (t, x) = {y0 ∈ R | (t, x, y0 ) = min (t, x, y)} y  N



then (t, x) is a compact set in Rn by the hypothesis (I.1) and the lower semi-continuity of (t, x, .). Theorem 2.1. Assume (I.0)–(I.1). Then (a) The function u(t, x) deﬁned by    ∗ x−y u(t, x) = minn (y) + tH t y∈R



(2.4)



is a Lipschitz solution of Problem (2.1)–(2.2). (b) The solution u(t, x) is continuously differentiable in some open V ⊂  if and only if (t, x) is a singleton for all (t, x) ∈ V . Proof. We reproduce partly the proof of (a) in [8, p. 111] for completeness. Note ﬁrst that by (I.0), the convex conjugate function H ∗ (z) is differentiable on Rn . Together with
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the condition (I.1) we see that all hypotheses of Lemma 2.2 [8] hold for the function (t, x, y) = −{(y) + tH ∗ ((x − y)/t)}. Therefore the function u(t, x) given by (2.4) is locally Lipschitz in , its directional derivatives exist and can be computed as follows:



*e u(t, x) = min



 



y∈(t,x)



H



∗







x−y t







x−y − .∇z H ∗ t







x−y t



 , ∇z H



∗







x−y t



 



 ,e



,



where (t, x) is deﬁned as above and e = (0 , 1 , ..., n ) is a vector of Rn+1 . By Rademacher’s theorem, u(t, x) is differentiable in D ⊂  where mes (\D) = 0. Let (t, x) ∈ D then       x−y x−y x−y ut (t, x) = min H∗ − , ∇z H ∗ , y∈(t,x) t t t       x−y x−y x−y = max H ∗ , ∇z H ∗ (2.5) − y∈(t,x) t t t and



 uxi (t, x) = min



y∈(t,x)



*H ∗ *zi







x−y t







 = max



y∈(t,x)



*H ∗ *zi







x−y t



 .



Take an arbitrary y0 ∈ (t, x). From the equalities (2.5) and (2.6) we can rewrite     x − y0 ∗ x − y0 ∗ x − y0 − , ∇z H ut (t, x) = H t t t and



*H ∗ uxi (t, x) = *zi







x − y0 t



(2.6)



(2.7)



 ,



i = 1, ..., n.



(2.8)



By a property of conjugate functions, (see [6, Theorem 23.5]) and combining (2.7)–(2.8) we have    x − y0 ut (t, x) = −H ∇z H ∗ = −H (∇x u(t, x)). t To prove (b), we suppose now that u is differentiable at (t, x) ∈ V . If (t, x) contains more than one element, say y1  = y2 then x − y1 x − y2 = . t t Since ∇z H ∗ is an injective mapping, there must exist i (1  i  n) such that     *H ∗ x − y1 *H ∗ x − y2 = . t t *z i * zi This leads to a contradiction in view of (2.6).
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To achieve the proof, we note ﬁrst that (t, x)  → (t, x) is an upper semi continuous multivalued function. Now let us suppose that (t, x) is a singleton for each (t, x) ∈ V where V is some open set of . Then it will turn to be continuous on V . From the formulas (2.5), (2.6), by using the maximum theorem we get that ut (t, x), uxi (t, x) exist and are continuous on V. Then u(t, x) ∈ C 1 (V ). The proof of theorem is then complete.  Now we rewrite the characteristic strip of the problem (2.1), (2.2) deﬁned by (1.5) as follows: x = x(t, y) = y + tH p ( (y)), v = v(t, y) = (y) + t[Hp ( (y)),  (y) − H ( (y))], p =  (y), for y ∈ Rn and t ∈ (0, T ). The following theorem gives the relationship between formula (I) and solutions deﬁned by characteristics. Theorem 2.2. Given H,  ∈ C 1 (Rn ) satisfying (I.0)–(I.1). Suppose that the mapping y  → x(t, y) = y + tH p ( (y)) is bijective from Rn onto Rn for each t ∈ (0, T ). Then the solution u(t, x) of Problem (2.1)–(2.2) given by Hopf’s formula (I) coincides with u∗ (t, x) deﬁned by formula u∗ (t, x) = v(t, x −1 (t, x)), where y = x −1 (t, x) is the inverse function of x = x(t, y). Moreover, u(t, x) is continuously differentiable on the strip (0, T ) × Rn . Proof. For each (t, x) ∈ , we denote by ∗ (t, x) the set of y ∈ Rn such that the characteristic curves starting from y ∈ Rn go through the point (t, x). In other words, y ∈ ∗ (t, x) if and only if x = y + tH p ( (y)). Let



(t, x, y) = (y) + tH



∗







x−y t



 ,



(t, x) ∈ , y ∈ Rn .



Then u(t, x) = minn (t, x, y). y∈R



We put (t, x) = {y0 ∈ Rn | u(t, x) = (t, x, y0 )}. Since H is a strictly convex and superlinear function then H ∗ is continuously differentiable on Rn . Therefore the minimum of (t, x, .) is attained at some y ∈ Rn which is a stationary
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point of (t, x, .) i.e.,



y (t, x, y) =  (y) − Hq∗







x−y t



 = 0.



From this equality and by a property of the Fenchel conjugate functions, we have Hp ( (y)) =



x−y . t



Consequently, x = y + tH p ( (y)), or y ∈ ∗ (t, x). Since then, we have       ∗ x−y ∗ x−y (y) + tH = min min (y) + tH y∈∗ (t,x) t t y∈Rn and (t, x) ⊂ ∗ (t, x). To proceed the proof we suppose that for each t ∈ (0, T ), the mapping y  → x(t, y) = x from Rn onto Rn is bijective. This makes ∗ (t, x) become a singleton. Therefore (t, x) is a singleton too. We denote by y = x −1 (t, x) the inverse function of y  → x(t, x). Then we have   x−y = tH ∗ (Hp ( (y)) u(t, x) = (y) + tH ∗ t = (y) + t[Hp ( (y)),  (y) − H ( (y))] = v(t, y). Thus u(t, x) = (x −1 (t, x)) + t[Hp ( (x −1 (t, x))),  (x −1 (t, x)) − H ( (x −1 (t, x)))] or u(t, x) = v(t, x −1 (t, x)) = u∗ (t, x). On the other hand, we note that for all (t, x) ∈ , the set (t, x) is a singleton. Applying Theorem 2.1, we see in this case that the function u(t, x) is continuously differentiable on  = (0, T ) × Rn , i.e., u(t, x) is a classical solution of the problem.  Remark. In order to get a classical solution in this case, we replaced the requirement that H and  are of class C 2 by the less strict hypotheses: H is strictly convex and superlinear,  is of class C 1 . Moreover, the mapping y → x(t, y) needs not be a diffeomorphism but merely a bijective map (cf. [5, pp. 264, 265]). 2.2. The second Hopf’s formula (II) We now consider the Cauchy problem for Hamilton–Jacobi equation:



*u + H (t, ∇x u) = 0, *t u(0, x) = (x),



(t, x) ∈  = (0, T ) × Rn ,



x ∈ Rn ,



(2.9) (2.10)
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where the Hamiltonian H (t, p) is of class C([0, T ] × Rn ) and (x) is a convex function on Rn . In this section, we assume a condition for H (t, p) and (x) as follows: (II.1): For every (t0 , x0 ) ∈ [0, T ) × Rn , there exist positive constants r and N such that    t  t H (, p) d < max x, q − ∗ (q) − H (, q) d , x, p − ∗ (p) − q  N



0



0



n



whenever (t, x) ∈ [0, T ) × R , |t − t0 | + x − x0  < r and p > N . n For each (t, x) ∈ , let (t, x)  tbe the set of all y ∈ R at which the maximum of the ∗ function q  → x, q −  (q) − 0 H (, q) d is attained. We begin this section by presenting the following theorem which is necessary further. Theorem 2.3 (T.D. Van et al. [9]). Let  be a convex function on Rn and H ∈ C([0, T ] × Rn ). Assume (II.1). Then the function u(t, x) deﬁned by    t ∗ (2.11) H (, q) d , u(t, x) = maxn x, q −  (q) − q∈R



0



is a Lipschitz solution of the problem (2.9)–(2.10). Furthermore, u(t, x) is of class C 1 (V ) in some open V ⊂  if and only if for every (t, x) ∈ V , (t, x) is a singleton. In the sequel, we need the following lemma: Lemma 2.4. Assume (II.1). Suppose that , ∗ and H = H (t, p) are of class C 1 . Then we have u(t, x) =



max



y∈ (∗ (t,x))



(t, x, y),



where 



∗



t



(t, y, x) = x, y −  (y) −



H (, y) d



0



and ∗ (t, x) is the set of all z ∈ Rn such that there is a characteristic curve starting from z and going through the point (t, x). Proof. Let



(t, x, y) = x, y − ∗ (y) −







t



H (, y) d.



0



For each (t, x) ∈  we take an element y0 ∈ (t, x), then u(t, x) = (t, x, y0 ) = maxy∈Rn (t, x, y). Therefore, y0 is a stationary point of (t, x, .), and we have



y (t, x, y0 ) = x − ∗  (y0 ) −







t 0



Hp (, y0 ) d = 0.
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Let us put z0 = ∗  (y0 ). Then we have y0 =  (z0 ). Therefore  t x = z0 + Hp (,  (z0 )) d. 0



This means that z0 ∈ ∗ (t, x), then y0 ∈  (∗ (t, x)), and then (t, x) ⊂  (∗ (t, x)). We can rewrite u(t, x) =



max



y∈ (∗ (t,x))



The lemma is then proved.



(t, x, y). 



The relationship between Hopf formula (II) and characteristics is formulated as follows. ∗ 1 Theorem 2.5. Given (II.1). Suppose that the mapping  tH,  and  are of class C , assume y  → x(t, y) = y + 0 Hp (, y) d is bijective from Rn onto Rn for each t ∈ (0, T ). Then the solution u(t, x) given by (2.11) can also be deﬁned by



u(t, x) = v(t, x −1 (t, x)), where







t



v(t, y) = (y) + 0















Hp (,  (y)),  (y) d −



t



H (,  (y)) d.



0



Moreover u(t, x) is continuously differentiable on (0, T ) × Rn . Proof. As we have seen above, (t, x) ⊂  (∗ (t, x)). By assumption, the function y  → x(t, y) = x is a bijective mapping. Therefore the inverse function y = x −1 (t, x) exists. This implies that ∗ (t, x) = {y} is a singleton and so is (t, x) = { (y)} for each (t, x) ∈ . Then we have  t u(t, x) = x,  (y) − ∗ ( (y)) − H (,  (y)) d. (2.12) 0



The unique characteristic curve starting from (0, y) going through (t, x) satisﬁes  t x=y+ Hp (,  (y)) d. 0



Therefore formula (2.12) can be rewritten as follows:  t  t  ∗    u(t, x) = y,  (y) −  ( (y))+ Hp (,  (y)),  (y) d − H (,  (y)) d 0 0  t  t = (y)+ Hp (,  (y)),  (y) d − H (,  (y)) d = v(t, x −1 (t, x)). 0



0



Using Theorem 2.3, we complete the proof by recognizing that (t, x) is a singleton for all (t, x) ∈ (0, T ) × Rn . 
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3. The strip of differentiability of solution given by Hopf’s formulas It is known that, if for all t ∈ (0, T ), the function y  → x(t, y) is a diffeomorphism from Rn → Rn then a C 2 solution of (2.1)–(2.2) exists in  = (0, T ) × Rn and is deﬁned by u(t, x) = v(t, x −1 (t, x)).



(3.1)



Because of the nonlinearity of Hamilton–Jacobi equation the function y  → x(t, y) is not an injective or surjective for some t ∈ (0, T ). Even for rather small t in many cases the mapping y  → x(t, y) is a locally injective or surjective. As an illustration, let us take a simple example as follows: Consider the problem (2.1)–(2.2) where H (p) = p 3 , (x) = x 2 , x ∈ R. Then x(t, y) = y + 6ty 2 , v(t, y) = 16ty 3 + y 2 ,



y ∈ R.



Note that we can solve y with respect to x from equation x(t, y) = x (i.e, 6ty 2 + y − x = 0) > 0. Therefore, for x1 > − 1/24t1 there if and only if  = 1 + 24tx  0 or x  − 1/24t, t √ are two characteristics starting from y1,2 = (−1 ± 1 + 24tx 1 )/12t1 go through the point M(t1 , x1 ), meanwhile at the points N (t2 , x2 ) for x2 < − 1/24t2 no characteristic can go through. Thus the classical solution of (2.1)–(2.2) can not exist in some strip of the form (0, t0 ) × R even t0 is small. By exploiting the Hopf’s formulas, here we present some results on the existence of the strip of the form (0, t0 )× Rn , 0 < t0  T on which the generalized solutions are continuously differentiable. Let



= sup{t > 0 : u is differentiable at (t, x),



∀x ∈ Rn }.



Then the set (0, ) × Rn is the biggest strip in Rn+1 such that on which u is continuously differentiable. We call (0, ) × Rn the strip of differentiability of the solution u(t, x). In this section, we will deal with the case when the space dimension n is one. 3.1. The differentiability for the ﬁrst Hopf formula Now we consider the strip of differentiability of generalized solution given by Hopf’s formula (I). Suppose that H is convex on R and limp→∞ H (p)/|p| = ∞, (x) is Lipschitz on R. Recall that the Hopf’s formula (I) is    ∗ x−y u(t, x) = min (y) + tH . (3.2) t y∈R Now we put an extra assumption that H is of class C 1 (R).
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The formula (3.2) was also proved by Conway and Hopf by variational method. Actually, let  t (3.3) H ∗ (w()) d + (w(0)) J (w) = 0



then the solution u(t, x) can be represented as follows: u(t, x) =



min



w∈A(t,x)



J (w),



(3.4)



where A(t, x) is the set of all absolutely continuous functions w() from [0, t] to R with w(0) = x. In this case, the extremal is a straight line joining (0, y) to (t, x) as follows:   x−y , w() = y + t where y ∈ (t, x) = {y0 ∈ R | u(t, x) = (t, x, y0 )},   x−y (t, x, y) = (y) + tH ∗ . t



(3.5)



Note that when y ∈ (t, x) then y is a stationary point of function (t, x, .) so y (t, x, y) = 0. This is equivalent to    ∗ x − y  (y) = H . t Therefore we have (x − y)/t = H  ( (y)) or x = y + tH  ( (y)). This means that the characteristic curve starting from (0, y) goes through (t, x). Moreover it coincides with the extremal of the functional (3.3), joining (0, y) to (t, x). Note that if there is a characteristic joining (0, y) to (t, x) then y is a stationary point of (t, x, .) but we can not assure that y ∈ (t, x). We need the following result, extracted from [2]. Lemma 3.1. Let (t, x) ∈ . Suppose that the straight line segment AB joining (0, y) to (t, x) is an extremal. Then (t1 , x1 ) is a singleton for all points (t1 , x1 ) ∈ AB, t1 ∈ (0, t). Now let u(t, x) be differentiable at every point of the straight line  : t = t0 , t0 > 0. Then for all (t0 , x) ∈ , (t0 , x) is also a singleton. Therefore the extremal passing through (t0 , x) is unique since such an extremal must start from (0, y) where y ∈ (t0 , x). Theorem 3.2. Let H ∈ C 1 (R) be a strictly convex function, superlinear, and  is a Lipschitz continuous function on R. Suppose that (t0 , x) deﬁned by (3.5) is a singleton for all points of straight line  : t = t0 . Then the solution u(t, x) is continuously differentiable on the open strip O = (0, t0 ) × R ⊂ . Proof. Let (t, x) ∈ (0, t0 ) × R. We shall show that there exists an extremal joining (0, y) to some (t0 , x∗ ) ∈  and this extremal will go through (t, x).
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The extremal d joining (0, y) to (t0 , x∗ ) can be written as follows:   x∗ − y  + y, w() = t0
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(3.6)



where y ∈ (t0 , x∗ ). By hypotheses, for all z ∈ R, (t0 , z) = {y} is a singleton. If we put y = y(t0 , z) ∈ (t0 , z) then we obtain a single-valued function of z. This function is continuous, increasing on R. (see [4]). Then Eq. (3.6) can be rewritten as follows:   x∗ − y(t0 , x∗ )  + y(t0 , x∗ ). d : w() = t0 Note that (t, x) ∈ d if and only if the equation (x∗ is unknown)   x∗ − y(t0 , x∗ ) t + y(t0 , x∗ ) x= t0



(3.7)



or (t0 − t)y(t0 , x∗ ) + tx ∗ − t0 x = 0, has at least a root. We put g(z) = (t0 − t)y(t0 , z) + tz − t0 x.



(3.8)



Since the function y = y(t0 , z) is increasing (with respect to z) then we deduce that lim g(z) = −∞ (resp.,



z→−∞



lim g(z) = +∞)



z→+∞



whether y = y(t0 , z) is bounded or not. Applying the intermediate value theorem for g(z), we see that the Eq. (3.7) has at least a root x∗ ∈ R. Therefore there is at least an extremal passing through the point (t, x) ∈ (0, t0 ) × R. By Lemma 3.1, (t, x) is a singleton for each (t, x) ∈ (0, t0 ) × R. Following Theorem 2.1, we conclude that u(t, x) is continuously differentiable on O = (0, t0 ) × R.  3.2. The differentiability for the second Hopf formula Let H = H (p) be a continuous function and  be a convex and Lipchitz function on Rn . Then the function u(t, x) = maxn {x, q − ∗ (q) − tH (q)}



(3.9)



q∈R



is the Hopf formula (II) for the solution of the Cauchy Problem (2.1)–(2.2). Now we denote by (t, x) the set of all y ∈ Rn at which the maximum of the function q  → x, q − ∗ (q) − tH (q) is attained and C = {(t, x)| x = x0 + (t − t0 )H  (p0 );



0  t  t0 },



if H is differentiable. We have the following result.



(3.10)
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Lemma 3.3 (Kruzhkov and Petrosyan [4]). Let (t0 , x0 ) ∈ (0, T ) × R, p0 ∈ (t0 , x0 ). Then p0 ∈ (t, x) for all (t, x) ∈ C. Moreover, if (t0 , x0 ) is a singleton so is (t, x) for all (t, x) ∈ C. The differentiability of the Hopf’s formula (II) is formulated as follows: Theorem 3.4. Let the Hamiltonian H ∈ C 1 (R), and let  be convex and Lipschitz on R. Suppose that the solution u(t, x) deﬁned by (3.9) is differentiable at every points of the straight line  = {(t, x) ∈ R2 : t = t0 ∈ (0, T ), x ∈ R}. Then u(t, x) is continuously differentiable on the open strip O = (0, t0 ) × R. Proof. Since  is convex and Lipschitz on R then dom ∗ = {q ∈ R | ∗ (q) < + ∞} = D is a bounded (and convex) set in R. We thus for all (t, x) ∈  have (t, x) ⊂ D. Now, let us ﬁx (t, x) ∈ O, 0 < t < t0 , x ∈ R. Consider the following equation (with unknown x∗ ): x = x∗ + H  (p∗ )(t − t0 ),



(3.11)



where p∗ = p(t0 , x∗ ) ∈ (t0 , x∗ ). By assumption, u(t, x) is differentiable at every point of , we deduce from Theorem 2.3 that (t0 , x∗ ) = {p(t0 , x∗ )} = {p∗ } is a singleton for each x∗ ∈ R. Thus we can rewrite the Eq. (3.11) as follows: x = x∗ + (t − t0 )H  (p(t0 , x∗ )). Moreover, p(t0 , x∗ ) is a continuous function, non-decreasing with respect to x∗ [4]. Let g(z) = z + (t − t0 )H  (p(t0 , z)) then g is also continuous on R. Besides, p(t0 , z) ∈ D is bounded then we easily see that lim g(z) = +∞;



z→+∞



lim g(z) = −∞.



z→−∞



Since the function g is continuous then there exists x0 ∈ R such that x = g(x0 ) or x = x0 + (t − t0 )H  (p(t0 , x0 )) = x0 + (t − t0 )H  (p0 ). In other words, (t, x) ∈ C deﬁned as (3.10). From the hypotheses, and Lemma 2.3, that (t0 , x0 ) is a singleton, so is (t, x). Because u(t, x) is a convex function, it is differentiable at (t, x) ∈ O. Moreover, by Corollary 25.5.1 [6], we conclude that u ∈ C 1 (O).  Example 3.5. Let ∗ and H be of class C 2 ,  is convex and Lipschitz. Moreover, there exits > 0 such that for all q ∈ D = dom ∗ , we have (∗ ) (q)  . Then the strip of differentiability of u(t, x) is not empty. Proof. Consider the function (q) = xq − ∗ (q) − tH (q). If we take t = t0 small enough, then



 (q) = −(∗ ) (q) − t0 H  (q) < 0,  (q)



∀q ∈ D.



The equation = 0 then has at most one root. Therefore (t0 , x) is a singleton for each (t0 , x), x ∈ R. Thus u(t, x) is differentiable at every point of the straight line t = t0 . Applying Theorem 3.4 we see that the strip of differentiability of u(t, x) contains (0, t0 )× R.
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Remarks. 1. In [10], Van and Thai Son present the notion of semi-classical solution of Cauchy problem for Hamilton–Jacobi equation. The function u(t, x) ∈ Lip([0, T ) × R) differentiable for all x ∈ R and for almost all t ∈ (0, T ) is called a semi-classical solution of Problem (1.1)–(1.2) if u(0, x) = (x), for all x ∈ R and u(t, x) satisﬁes Eq. (1.1) a.e. in (0, T ) × R. By Theorems 3.2 and 3.4, we see that if the problem has a semiclassical solution u(t, x) given by Hopf’s formulas then it is also a classical solution of (1.1)–(1.2). 2. Also from Theorems 3.2 and 3.4 we note that if there exists (t∗ , x∗ ) ∈  at which u(t, x) is not differentiable, then for all t > t∗ there will exist x ∈ R such that u is not differentiable at (t, x). Therefore the set of all points at which u(t, x) is differentiable does not have the form ((0, t1 ) × R) ∪ ((t2 , t3 ) × R) ∪ ...,



t1 < t2 < t3 ....



3. We will continue to investigate the strip of differentiability of generalized solutions of Hamilton–Jacobi equation in case of the space dimension is larger than 1 and publish elsewhere. References [1] E.N. Barron, P. Cannarsa, R. Jensen, C. Sinestrari, Regularity of Hamilton–Jacobi equations when forward is backward, Indiana Univ. Math. J. 48 (1999) 385–409. [2] E.D. Conway, E. Hopf, Hamilton’s theory and generalized solutions of the Hamilton–Jacobi equation, J. Math. Mech. 13 (1964) 939–986. [3] E. Hopf, Generalized solutions of nonlinear equations of ﬁrst order, J. Math. Mech. 14 (1965) 951–973. [4] S.N. Kruzhkov, N.S. Petrosyan, Asymptotic behaviour of solutions of the Cauchy problem for ﬁrst-order nonlinear equations, Usp. Math. Nauk 42 (257) (1987) 3–40 (in Russian). [5] J.P. Lions, Generalized solutions of Hamilton–Jacobi equations, Research Notes in Mathematics, vol. 69, Pitman, Boston, MA, 1982. [6] T. Rockafellar, Convex Analysis, Princeton University Press, Princeton, NJ, 1970. [7] M. Tsuji, Prolongation of classical solutions and singularities of generalized solutions, Anal. Non linéaire 7 (1990) 505–523. [8] T.D. Van, N. Hoang, N.D. Thai Son, Explicit global Lipschitz solutions to ﬁrst-order, Nonlinear partial differential equations, Viet. J. Math. 27 (2) (1999) 93–114. [9] T.D. Van, N. Hoang, M. Tsuji, On Hopf’s formula for Lipschitz solutions of the Cauchy problem for Hamilton–Jacobi equations, Nonlinear Anal. 29 (10) (1997) 1145–1159. [10] T.D. Van, M. Tsuji, N.D. Thai Son, The characteristic method and its generalizations for ﬁrst order nonlinear PDEs, Chapman & Hall/CRC, London/Boca Raton, FL, 2000.
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The regularity of generalized solutions of Hamilton ...






A function u(t,x) in Lip([0,T) Ã— Rn) is called a Lipschitz solution of. Problem (1.1)â€“(1.2) if u(t,x) satisfies (1.1) almost everywhere in and u(0,x)= (x) for all x âˆˆ Rn . We give here a brief presentation of method of characteristics of the Cauchy problem. (1.1)â€“(1.2) as follows. For the sake of simplicity, we use the notations Hp = Hp(t ... 
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