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Abstract Does hegemonic power facilitate international cooperation? We argue that hegemonic power can help states achieve cooperation when cooperation does not require policy adjustments that would cause a disproportionate increase in small countries’ dependence on the hegemon or the hegemon has domestic political institutions that allow credible commitments. We test this argument against data on the formation of preferential trading agreements, 1950-2007. We find that regional hegemons can orchestrate trade cooperation when small countries around them engage in intraindustry trade with the hegemon (less vulnerability to exploitation) or the hegemon has democratic political institutions (credible commitment). Therefore, hegemony is a powerful but highly contingent force in international cooperation and political economy.
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Introduction



The obstacles to international cooperation are numerous (Koremenos et al., 2001; Abbott and Snidal, 1998; Keohane, 1984). Trade cooperation requires costly adjustments that weaken small states’ ability to bargain with large states (McLaren, 1997; Rector, 2009). Military alliances create problems of entrapment and abandonment (Snyder, 1984; Lake, 1996). Technology cooperation changes the relative competitiveness of nations, and those expecting to lose have often declined despite the availability of joint gains (Tucker, 1991). According to a classic argument, there is a simple antidote for cooperation’s ills: hegemony. A hegemonic state – global or regional – with an interest in cooperation can facilitate cooperation by producing global public goods, offering side payments, and punishing defections (Gilpin, 1981; Ikenberry, 2000; Kindleberger, 1986; Krasner, 1976a). As Gilpin (1975, 40) said in reference to global trade, “A liberal international economy requires a power to manage and stablize the system.” Such ‘hegemonic stability’ theories have fallen out of fashion. The first critics of hegemonic stability theory questioned the necessity of a hegemon for achieving cooperation. These critics argue that solving collective action problems in no way requires leadership from a single state (Keohane, 1984; Olson, 1965; Schelling, 1978). This argument does not question whether a single state can facilitate cooperation, only that hegemony is a special case of leadership (Snidal, 1985). More recently, scholars have called into question the sufficiency of a hegemonic state. Building on transaction-cost economics (Williamson, 1985) and contract theory (Grossman and Hart, 1986), these scholars argue that because small states are more dependent on cooperation than the hegemon, the hegemon can exploit this dependence to renegotiate the contract, thereby extracting concessions from its junior partners (Lake, 2009; Rector, 2009). Anticipating this perverse incentive, the small states may choose not to cooperate. If the hegemon could somehow credibly commit to eschewing renegotiation, the problem would disappear. But for a hegemon, promising to not exploit its power is difficult. This article seeks to revive hegemonic theories of stability by analyzing the conditions under which hegemons are able to reassure smaller states, and thus facilitate cooperation. The argument begins with the premise that hegemonic power amplifies the exploitation problem, and thus creates 2



demand for contractual solutions. What is new is our characterization of possible solutions. In particular, we theorize that the intrinsic features of the cooperation problem at hand and the hegemon’s domestic characteristics are substitutes. If the cooperation problem itself sets limits to the policy adjustments that small states must implement, then hegemonic power will not present a major impediment to cooperation. But when cooperation requires large policy adjustments, a hegemon can nonetheless achieve cooperation if it can rely on domestic mechanisms for credible commitment. As long as one of these factors is present, we expect cooperation to succeed. We test this theory against data on the formation of preferential trading agreements (PTAs). PTAs are an ideal application of our theory because trade cooperation requires costly adjustments that effect asymmetric changes in the outside options of both small and large states (McLaren, 1997). If an economic hegemon is to engage in trade cooperation with smaller states, it must somehow reassure the small states that exploitation is not forthcoming despite asymmetric dependence. We argue that, on the one hand, intraindustry trade allows such reassurance because it reduces the importance of economic size differences for ex post outside options. Thus, hegemons should have an easier time creating trade cooperation with partners that engage in intraindustry trade. In the absence of intraindustry trade, though, the hegemon’s domestic institutions determine its ability to cooperate. Using democratic regime type as a proxy for these institutions, we provide evidence for substitutability: intraindustry trade increases the probability of cooperation for autocratic hegemons, whereas democratic regime type increases the probability of cooperation only in the absence of intraindustry trade. This article offers several broad contributions to international cooperation theory. First, we provide the first systematic empirical analysis of hegemony and the exploitation problem. We find that the effect of hegemony is highly contingent not only on the nature of the cooperation problem but also on the hegemon’s domestic institutions. These findings call for a substantial revision of the hegemonic stability theory, and emphasize the dangers of ignoring state characteristics in favor of analyzing international cooperation problems. Second, our theoretical framework and empirical method can capture both bilateral and multilateral cooperation. A large amount of literature examines the conditions for multilateralism, but it is our understanding that hypotheses
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concerning the formation of multilateral groups have never been tested in a fashion that accounts for the characteristics of the entire group. Approaching multilateral cooperation as a process of K-adic group formation (Poast, 2010), we present the results from such a hypothesis test. We begin with a review of the literature on international cooperation problems, placing particular focus on the role of hegemonic power. We then present our general theoretical argument. The research design section presents our approach to PTA formation. After presenting the quantitative findings, we present a selection of case vignettes that illustrate the logic of our theory. The concluding section returns to the broader implications of the analysis.
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The Problem of International Cooperation



International cooperation consists of mutually profitable policy adjustments that states would not implement unilaterally (Keohane, 1984). If states are to cooperate, they must agree on a common course of action and then ensure that each individual state has an incentive to comply with the agreement. Distributional conflict and enforcement problems therefore raise obstacles to cooperation (Koremenos, Lipson, and Snidal, 2001). According to the hegemonic stability theory, hegemonic power can help states achieve cooperation because the presence of a dominant power alleviates distributional conflict and facilitates enforcement (Gilpin, 1981; Ikenberry, 2000; Kindleberger, 1986). A dominant power’s preferences determine the broad contours of cooperation, and the dominant power is in a particularly good position to enforce cooperation for several reasons. First, it is large enough to have a genuine interest in international cooperation: it internalizes the negative externalities of cooperation failure to a greater extent than small states. Second, it is capable of punishing other states should they engage in willful non-compliance. While these observations are accurate, other scholars have argued that hegemonic power can nonetheless complicate cooperation within a group of states. The reason is that international cooperation often has asymmetric effects on states’ outside options: powerful states’ dependence on their foreign partners increases less due to cooperation than weak states’ dependence (Lake, 2009; Rector, 2009). Weak states have good reasons to worry that their more powerful partners 4



exploit their dependence on continued cooperation to renegotiate the distribution of gains from cooperation. McLaren (1997) analyzes this problem in the context of trade liberalization. If a large and small country in trade cooperation, companies in each country must undergo costly adjustments to maximize the benefits from market access. These adjustments are much greater for the small country, however, because the large country is not as dependent on this particular foreign partner. When the United States formed the North American Free Trade Agreement with Mexico and Canada, for instance, Mexican and Canadian dependence on the United States increased to a much greater extent than US dependence on Mexico and Canada (Gruber, 2000; McLaren, 1997). Some scholars of hegemonic power have proposed that domestic institutions can help the hegemon solve the commitment problem. Ikenberry (2000), for example, analyzes the creation of international order upon major wars, and notes that the United States was able to effectively orchestrate cooperation with its allies. One key reason was that as a democratic country, the United States was more reliable and less prone to exploit its junior partners than an autocratic hegemon would have been (Lipson, 2003; Martin, 2000). International institutions also play an important role in this argument. Several scholars have proposed that international agreements can help tie a hegemonic power’s hands, and thus reduce the probability of exploitation (Lake, 1996; Rector, 2009; Weber, 2002). Formal rules and legal obligations reduce a hegemonic power’s incentive to exploit its weaker partners, and thus these partners have fewer reasons to worry about exploitation should they implement the costly adjustments that cooperation necessitates. While these arguments are valid, they nonetheless leave gaps that we intend to fill below. Theoretically, they suffer from underspecification. Even if hegemonic power could potentially create exploitation problems, the severity of this problem presumably depends on the nature of the policy adjustments that states would have to implement to cooperate. Similarly, the importance of such factors as the hegemon’s domestic political institutions would be a function of the nature of these policy adjustments. To capture these dynamics, an interactive theory is therefore needed. Empirically, the evidence for the existence of these issues remains scarce. Historical cases
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provide some evidence for the exploitation problem as an impediment to cooperation (Ikenberry, 2000; Kindleberger, 1986; Rector, 2009; Weber, 2002), but with few exceptions (Lake, 2009), scholars have not systematically tested this argument. If they do, they do not consider the interactive effects of the cost of policy adjustments and the hegemon’s domestic political institutions.
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Hegemony and International Cooperation: The Argument



Our model represents a situation in which a group of states attempt to cooperate their policies. We assume that the largest state leads the efforts to coordinate behavior within the group. However, the smaller states worry that if they engage in deep cooperation with the leading state, then they may become increasingly dependent on it. This would make them vulnerable to exploitation (Lake, 2009; Rector, 2009). Our theory is intended to capture the conditions under which this dilemma can be resolved, so that cooperation is possible. Throughout, we illustrate our theoretical concepts and arguments with applications to trade liberalization, the subject of our empirical analysis.



3.1



Model Elements



The model has three central elements: the effect of cooperation on states’ outside options, the power asymmetry between the largest state and others, and the largest state’s domestic institutions. We introduce these elements in turn. First, a core feature of the model is the effect of cooperation on states’ outside options. Following the literature on incomplete contracting (Grossman and Hart, 1986; Rector, 2009), we assume that these effects depend on the nature of the policy adjustments that states must implement to achieve cooperation. If a state must incur a high cost to engage in cooperation, then that state’s ability to threaten its foreign partners with withdrawal from the agreement is low. In such circumstances, concerns about exploitation and renegotiation are pronounced. As an illustration, consider trade liberalization. If a group of states engages in trade cooperation, their ex post outside options depend on several factors. If they did not trade much in the past due to high barriers, liberalization not only produces large benefits but also carries a high adjustment cost. Similarly, if trade cooperation liberalizes politically sensitive sectors, or changes the power 6



balance between domestic interest groups, the effects of cooperation on outside options are large. Second, the leading state’s power plays an important role in our theory. Concerns about exploitation are naturally limited between equal partners. Even if cooperation weakens states’ outside options, this will not influence their relative bargaining power: when each state becomes weaker, their power balance remains unchanged. But if one of the states is much more powerful than the others, its ex post dependence on cooperation is lower than the other states’ dependence. Powerful states can more easily find alternative cooperation partners, and their ability to promote their interests through unilateral action is greater, so they have generally less reason to worry about exploitation upon cooperation than weak states. Consider again the case of trade liberalization. If several states of equal size and similar levels of economic wealth form a PTA, then each state becomes more dependent on the successful implementation of this PTA for export revenue and lower consumer prices. As long as the increase in dependence is approximately symmetric among the member states, however, their bargaining positions do not change. No individual state or subgroup can credibly threaten others with withdrawal from the group, because all members’ dependence has increased. By contrast, if a large state with a functioning internal market engages in cooperation with a group of smaller states, the consequences of ex post implementation failure would be much larger for the smaller states. The large would continue to enjoy the benefits of a large internal market, whereas the smaller states’ costly adjustments would be for nothing. In worst case, the smaller states would even have to readjust to the status quo ante. The third building block of the theory consists of the leading state’s domestic institutions. Some hegemons have domestic institutions that allow them to credibly commit to policies, even in a situation characterized by international dominance. In particular, previous literature emphasize the importance of such democratic institutions as constraints on the executive and political competition as critical to credibility (Ikenberry, 2000; Lipson, 2003; Martin, 2000). In democratic leading states, the government cannot freely change its policies, and the opposition can undermine the government’s attempts to change policy. In autocratic leading states, by contrast, the executive is ceteris paribus more able to change policy. Thus, autocratic states can more readily utilize the
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opportunity to exploit dependent states. Consider again the case of trade policy. If a democratic leading state commits to trade cooperation, it can credibly promise to abide by its legal obligations for several reasons. First, domestic supporters of compliance can use institutional veto points to prevent the government from violating the treaty (Dai, 2005; Martin, 2000; Milner, 1988; Simmons, 2009). Second, constitutional constraints on policy formation, such as an independent judiciary, can increase the cost of policy change for the government (Powell and Staton, 2009).



3.2



Strategic Logic



Based on these model elements, we outline the following strategic logic of cooperation. In general, we begin with the premise that as the effect of cooperation on outside options grows, ceteris paribus cooperation becomes more difficult to achieve. But how does the magnitude of this effect depend on other factors? In particular, is it sometimes possible to achieve cooperation despite the expectation of changes in outside options due to cooperation? To examine this question, suppose indeed that a given act of cooperation within a group is expected to weaken states’ outside options to a great extent. In this case, both the power advantage of the leading state and its domestic institutions become important. First, the power advantage can be thought of as an amplifier of the effects of outside options: the more asymmetric is the capabilities ratio, the more changes in outside options complicate cooperation. Second, the leading state’s domestic institutions can be thought of as a way to mitigate this problem. If the leading state is a democracy capable of credibly promising to honor its contractual obligations, then the negative interactive effect of weak ex post outside options and clear power asymmetry becomes less problematic. These considerations imply that three-way interactive effects are to be expected. The effect of changes in outside options depends on the leading state’s power advantage and domestic institutions. Similarly, the effect of the leading state’s power advantage depends on changes in outside options and domestic institutions. We now detail our expectations for these factors.
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3.3



Hypotheses



We expect the effect of hegeomony to be modified by two factors: the effect of cooperation on the small state’s outside options and the extent to which the leading state has domestic institutions that enhance commitment credibility. How do we expect changes in outside options and the leading state’s domestic institutions to influence the probability of cooperation? First, holding the leading state’s domestic institutions constant, we expect that improving the small states’ outside options will increase the extent to which hegemony can enhance cooperation. Stated as a hypothesis:



Hypothesis 1. For any level of credible commitment that the leading state’s domestic institutions allow, hegemony increases cooperation when cooperation does not weaken the outside options of small states.



Next, if the small states’ outside options are weakened by cooperation, making the leading state’s domestic institutions more credible should enhance the ability of hegemony to lead to cooperation:



Hypothesis 2. For any given negative effect of cooperation on the outside options of small states, hegemony increases cooperation if the leading state’s domestic institutions enhance commitment credibility.



Conversely, if the small states’ outside options are hurt by cooperation, hegemony will reduce the probability of cooperation when the leading state’s domestic institutions do not enhance credibility:



Hypothesis 3. If the negative effect of cooperation on the outside options of small states is large and the leading state’s domestic institutions do not enhance commitment credibility, hegemony will harm the probability of cooperation.
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4



Research Design



To test our theoretical model, we need an empirical indicator of cooperation that meets several criteria. First, engaging in cooperation requires costly policy adjustments that influence states’ outside options, and thus creates a risk of exploitation. This would eliminates consideration of nonbinding or vague commitments such as United Nations General Assembly declarations. Second, the effect of these policy adjustments depends on state power, so that large states have less to worry about than small states. This eliminates from consideration agreements on highly specialized and technical issues, such as agreements on fishery management. Third, a quantifiable indicator for the extent of policy adjustments required exists. Finally, cooperation must create tension between maintaining credible commitments in the economic and political spheres. Though noneconomic agreements such as military alliances can include commitments on non-economic issues (Long and Leeds, 2006; Poast, forthcoming), the political or security commitment is typically given first priority over the economic commitment. A prominent form of cooperation that meets all of these criteria is the creation of Preferential Trade Agreements (PTAs). Indeed, within the contracting literature, PTAs are the most common application and example (McLaren, 1997; Rector, 2009). Trade liberalization and associated economic policy adjustments, such as opening to foreign direct investment, require policy change and induce domestic producers to sink costs so as to maximize their profits upon liberalization (Chisik, 2003; McLaren, 1997). The size of these adjustments depends on a state’s economic power. If a large state liberalizes its economic policies vis-´a-vis a given small economic partner, only a relative small segment of the national economy adjusts because the partner’s ability to absorb exports and investments is limited. But if a small state liberalizes vis-´a-vis a much larger partner, the small state’s exporters face dramatically expanded export opportunities, and thus their optimal response is to invest in specific assets that allow them to capitalize on these opportunities. As such, liberalization increases the small state’s dependence because a reversal to the status quo ante would carry a high cost for a large proportion of this state’s exporters. As an indicator for the extent of the requisite adjustments, we rely on prior patterns of intraindustry trade (IIT) between partners. Building on previous literature, we argue that the highly 10



specific and naturally symmetric content of IIT reduces small states’ vulnerability to exploitation by large states due to changes in outside options upon liberalization. A detailed justification for this argument will be provided below.



4.1



Unit of Analysis



Many PTAs are multilateral. Table 1 shows that though the majority of PTAs formed between 1950 and 2009 are bilateral, nearly 38 percent are formed between three or more countries. When analyzing multilateral events, Poast (2010) recommends treating each event as an observation. This means each observation will represent differing numbers of actors, since some events will have two actors, some events will have three actors, and some events will have even more actors. The observations that witnessed the event constitute the “event” k-ads, where k ≥ 2. Next, one adds to these “event” k-ads a random sample of “non-event” k-ads. Having constructed this k-adic dataset, one can now capture both bilateral and multilateral treaties in one empirical model. [Table 1 about here.] Following these recommendations, we construct a k-adic dataset with 409 “event” k-ads and 818 “non-event” k-ads, for a combined dataset of 1227 observations. Though this is a cross-sectional dataset, each k-ad is assigned a year, meaning the unit of observation is actually a k-ad-year pair. For example, one observation from our dataset is Estonia, Latvia, and Lithuania in 1996. Assigning a year to each k-ad is necessary, as the same k-ad can appear as both an “event” and “non-event” k-ad, depending on the year of the observation. For example, Estonia-Sweden 1956 appears as a “non-event” k-ad, while Estonia-Sweden 1991 appears as an “event” k-ad. Why do we use a cross-sectional dataset instead of a panel dataset? There are few reasons why this is a good approach to answering our research question. First, our theoretical framework does not place much emphasis on the dynamic relations among hegemonic powers, intraindustry trade, and regime type regimes. In other words, time does not play a big role in our argument. Moreover, our main independent variables vary little over time. Therefore, we lose only a small amount of information by dropping the time component. Furthermore, by focusing on a cross-sectional dataset
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we avoid dealing with the trend issues produced by our main covariates. Finally, a panel dataset would introduce a zero-inflation problem in our estimations since few PTAs were formed relative to all possible combinations of k-ads by year.1



4.2



Dependent Variable



As suggested by our k-adic research design, our dependent variable is binary. The variable equals 1 if k-ad i formed a PTA, zero otherwise. In line with previous studies (Mansfield, Milner, and Rosendorff, 2002; Mansfield, Milner, and Pevehouse, 2008), we opted for the year of signature rather than the year of entry into force of an agreement. The average lag between the signature and the entry into force of a PTA is only one year. Since our main explanatory variables change slowly over time (see below), the decision of focusing on the signature of PTA rather than the entry into force is unlikely to affect our results. The list of PTAs is from Baccini and D¨ ur (Forthcoming). It largely, but not solely, relies on three different databases: the World Trade Organization (WTO), the Tuck Trade Agreements Database, and the McGill Faculty of Law Preferential Trade Agreements Database. This list excludes partialscope agreements and agreements that do not contain provisions for preferential treatment. We consider also second or third agreements signed by the same k-ad. For instance, in the early 1990s all Central and Eastern European countries signed bilateral free trade agreements with the EU that were later converted into accession treaties. We thus have 408 PTAs that were signed between 1957 and 2007.



4.3



Explanatory Variables



To test our theory, we need three explanatory variables. Our first variable, Hegemony, is used to capture power asymmetry. Our second variable, Intraindustry trade, captures mutual dependence. Finally, per our theory Regime Type distinguishes between autocracies and democracies. 1



Results are similar if we add the time component and estimate a panel dataset. They are available upon request.
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4.3.1



Hegemony



Our theory predicts that drastic power asymmetries complicate the reassurance problem. Thus, we must find a systematic way of measuring the power of different countries in a k-ad. One possible approach would be to rely on the GDP ratio between the largest and smallest economy in a k-ad. This approach is problematic, however, because it fails to account for the largest economy’s importance outside the PTA. Thus, some non-hegemonic countries would be classified as hegemonic. For example, Croatia would be a hegemon vis-´a -vis Macedonia. Similarly, Cuba would be hegemonic in a PTA with Ecuador. Yet neither Croatia nor Cuba is an unusually powerful country, capable of exploiting small countries. Put simply, not every country with the largest GDP in a k-ad can be realistically considered an hegemony. To overcome this problem, we focus on regional hegemons, which are the countries with the largest GDP in each world’s region (and not in each k-ad). Given that most PTAs and much of world trade are regional, this focus is warranted. Moreover, since regions and k-ads do not always include the very same countries and only partially overlap, this approach allows us to distinguish between the variable capturing GDP and the variable capturing hegemons. The variable Hegemony is built in two steps. First, we divide the world into seven regions: Africa, Europe, Central Asia, Far East Asia, and Pacific, Latin America and the Caribbean, and Middle East and North Africa (MENA). In doing so, we largely follow the World Bank classification. However, we depart from the WB classification by merging East Europe with West Europe and not with Central Asia. Since the EU, which is the most important PTA, includes both Western European and Eastern European countries, this classification is the most sensible for our purposes. Using these regional classifications, we identify a hegemonic state for each region at a given time. We classify the state with the largest GDP as the regional hegemon. Note that the hegemon’s identity changes over time in some regions. For instance, Argentina was the hegemony in Latin America until 1980, whereas Brazil is the hegemony since then. Table 2 lists hegemons for each region and the years when they were hegemons. [Table 2 about here.]
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We use this list of regional hegemonies to create the variable Hegemony, a binary variable coded 1 if a k-ad contains at least 1 regional hegemon, zero otherwise. We should note that some variables described below require coding a particular characteristic of the hegemonic state in a k-ad. For those k-ads with more than one regional hegemon, we code such variables using the characteristic of the last of the regional hegemons in the k-ad. Notably, this operationalizing implies that only some PTAs have a hegemonic country in them. This allows us to test our hypothesis that the presence of hegemon amplifies the importance of regime type and outside options.



4.3.2



Intraindustry Trade



While our focus on GDP as an indicator of hegemony is natural in the context of PTA formation, finding an indicator for the negative effect of cooperation on a small state’s outside options presents a more difficult challenge. Building on previous economic research, we rely on intraindustry trade (IIT) for this measure. By IIT, we refer to the possibility that “countries exchange different varieties of the product, trading wine for wine or cars for cars” (Kono, 2009, 885). To avoid endogeneity, we focus on IIT prior to the formation of the PTA. We argue that IIT reduces the negative effects of cooperation on outside options. This is so for two reasons. First, the highly specific nature of IIT implies that macrolevel power asymmetries are generally less important. Second, liberalizing IIT results in fewer domestic disruptions after liberalization.2 Consider each in turn. The first reason why IIT reduces a small state’s vulnerability to exploitation is the highly specific nature of such trade. In conventional Ricardian trade, comparative advantage results from different factor endowments. In IIT, no comparative advantage is necessary: economies of scale and returns to specialization allow countries to benefit from liberalization in specific sectors (Kono, 2009; Krugman, 1981; Marvel and Ray, 1987). If members of a PTA already engaged in extensive IIT prior to treaty formation, the treaty simply strengthens existing industries and benefits consumers. As a result, fundamental changes in members’ economic structures are not expected. 2



However, as Kono (2009) writes, this is not necessarily so before liberalization if electoral institutions favor narrow special interests.
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Without prior IIT, in contrast, changes in the allocation of factors do increase the cost of reversal to the status quo ante. Indeed, even the creation of new IIT may present a problem given that IIT carries large fixed costs, as companies must invest in production facilities to capitalize on economies of scale and specialization (Gowa and Mansfield, 2004). Again, though, the key is to note that this is much less of a problem if such investments were already made prior to PTA formation. The second reason why IIT is less problematic is that it results in less domestic conflict than Ricardian trade (Krugman, 1981; Marvel and Ray, 1987). Given that IIT occurs on an industry level, no class conflict between capital and labor is expected, for example. This is very advantageous to the government of a small country because the risk of being trapped into a situation characterized by very high reversal costs and domestic backlash against the PTA is reduced. Such situations would make a small country very vulnerable to exploitation by a more powerful treaty member, and IIT mitigates this problem. Here, it is important to note that our focus is on behavior after PTA formation. Gilligan (1997) and Kono (2009) have correctly argued that liberalization of IIT may not be easier than the liberalization of Ricardian trade. If electoral institutions favor narrow special interests, influential industries find it easy to secure favorable trade policies from the government. IIT makes protection a private good, so this problem is particularly difficult. We agree with these points, but our focus is on the effects of IIT on the ex post outside options of a country. Neither Gilligan (1997) nor Kono (2009) theorizes this issue, and thus our argument does not contradict their analysis. The IIT index is built using the commodity-level dyadic trade data from COMTRADE based on 2-digit level digits according to the Standard International Trade Classification (SITC).3 Missing values of imports and exports are replaced with 0. The Grubel and Lloyd (1971) measure for each commodity is calculated using with the following formula: "P GLij = 1 − P
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where X and M are respectively exports and imports from country i to country j and g is the commodity. In the extreme case, with GL equal to zero, there is no intra-industry trade. Conversely, 3



Data can be downloaded at http : //comtrade.un.org/db/.
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if GL is equal to one, there is no inter-industry trade. Thus, if the bilateral GL index is relatively large for some set of bilateral trade data, it can be inferred that a relatively large proportion of trade is composed of differentiated products within an industry. We label this variable IIT . There are good reasons to use the Grubel and Lloyd index. First, it ensures that our operationalization of IIT is as close as possible to the new trade theory, which constitutes the basis of our theoretical framework. Indeed, Krugman (1981) employs this index to calculate the welfare effects of trade. As such, the theoretical relationship between this indicator and adjustment costs is straightforward. Moreover, important previous studies in political science rely on this index (Kono, 2009). How should one measure IIT for a k-ad? For a bilateral k-ad, one should clearly use the bilateral share of IIT. For a multilateral k-ad, we rely on the “weak-link” assumption that Oneal and Russett (1997) and Poast (2010) use. In the formation of multilateral treaty, any sovereign state can refuse to participate. Thus, if we are to understand why a treaty with k members was formed, we should focus on the state that has the most to lose from participation. A very practical benefit in applying the weak-link assumption to the coding of k-adic variables is that the weak-link assumption ensures that truly bilateral events will be coded in similar manner as multilateral events. Given that we use IIT as a proxy for relatively unchanged outside options, the weakest link is the state that has the lowest share of IIT with the state with the largest GDP in the k-ad. Therefore, the variable Intraindustry Trade is the smallest IIT score between the largest state in the k-ad and another k-ad member. One should note that, given our coding of Hegemony, the largest state in the k-ad need not be a hegemonic state (i.e. a k-ad may not contain a regional hegemon).



4.3.3



Regime Type



To test our hypotheses, we must also operationalize the extent to which the largest state in a k-ad has domestic institutions that are conducive to credible commitment. No obvious measure exists. One could turn to the concept of veto players (Tsebelis, 2002), but this only captures the presence of actors who can constrain the executive. Though surely a component, it does not capture the varied ways in which domestic institutions enable credible commitments. Another possible measure
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is the presence of constititional constraints on the executive’s power, such as rules specifying the functions that are carried out by the executive. Finally, the extent to which the executive is held accountable by the voters, and thereby punished for reneging on his or her promises, can determine the executive’s credibility. For these reasons, we use the Polity IV measure of regime type (Marshall and Jaggers, 2007). Following the literature on democracy and international cooperation, we thus use democratic regime type as an indicator for a government’s reliability (Lipson, 2003; Martin, 2000; Svolik, 2006). As Lipson (2003) puts it, democracies are “reliable partners” that can make more credible promises than autocracies. Thus, we expect a democratic regime to reduce concerns about exploitation. This variable summarizes, in a single score, each of these concepts: the presence of constraints on the executive’s power and the extent to which the executive must regularly compete with viable opposition to power. The polity IV score is a 21 point scale, running from -10 (complete autocratic autonomy on the part of the executive) to 10 (complete liberal democracy). The variable, Regime, records the polity IV score of the largest state in the k-ad.



4.3.4



Model Specification



Our hypotheses are stated such that we are interested in how the three variables of Hegemony, Intraindustry Trade, and Regime Type condition and modify one another. Therefore, we construct several interaction variables: Hegemony×Intraindustry Trade, Hegemony×Regime Type, Regime Type×Intraindustry Trade, and Hegemony×Intraindustry Trade×Regime Type. Combined, this
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gives us the following empirical model: Pr(F orm a P T Ai ) = β0 +β1 ∗ Intraindustry Tradei +β2 ∗ Hegemonyi +β3 ∗ Regime Typei +β4 ∗ Intraindustry Tradei



(2)



+β5 ∗ Intraindustry Tradei ∗ Hegemonyi +β6 ∗ Intraindustry Tradei ∗ Regime Typei +β7 ∗ Hegemonyi ∗ Regime Typei +β8 ∗ Hegemonyi ∗ Regime Typei ∗ Intraindustry Tradei P + nk=1 βk ∗ Controlk,i + i Our primary hypotheses pertain to the effect of hegemony. Most importantly, we expect the coefficient of the triple interaction term, β8 , to be negative. This captures the substitution effect between IIT and credible institutions. Similarly, we expect β5 to be positive: the positive effect of hegemony on cooperation should increase with IIT. Since our dependent variable is a dummy variable, we opt for a qualitative choice model. Specifically, we estimate a probit model P (P T A = 1) = G(β0 + xβ), where G is the standard normal cumulative distribution function. Using G this specification ensures that P (P T A = 1) lies between zero and one.4 Notably, while the statistical significance of a probit coefficient is readily assessed, the coefficient estimates tell us only the sign of the partial effects of changes in x on the probability of a PTA due to the nonlinearity of G. Therefore, the substantive effects require simulation.



4.4



Control Variables



As equation 2 indicates, we also include a number of control variables. Importantly, we code five control variables that apply the ‘weakest link’ principle. First, the variable Maximum Distance records the maximum capital-to-capital distance between any two k-ad members. Distance is com4



See Baier and Bergstrand (2004) for a similar approach.
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monly used in the gravity model, which explains trade flows between pairs of countries, as a proxy for transportation costs and obstacles to trade (Anderson and van Wincoop, 2003). Similarly, geographic proximity is an important driver of the probability of forming PTAs (Baier and Bergstrand, 2004). Moreover, geographically proximate countries with high levels of bilateral trade are also more likely to have high levels of intraindustry trade (Fontagne and Freudenberg, 1997). Second, the variable Low Trade records the minimum bilateral trade between states in the kad. Previous studies have shown that economic interdependence eases cooperation. For one, the conflict literature argues that states seek to protect wealth gained through international trade. Therefore, trade partners would fight less than nontrading countries (Polachek, 2002). Trade is also an important driver of the probability of forming PTAs (Baier and Bergstrand, 2004). For instance, if bilateral trade is high, companies have incentives to lobby their governments for an agreement to stabilize cooperation and reduce trade volatility (Mansfield and Reinhardt, 2008). Third, the variable GDP records the minimum GDP between states in the k-ad. Large countries cooperate more (Bergstrand, 1985), trade more (citepAndersonWincoop2003, and generally have higher levels of IIT (Bergstrand, 1990). There are two main explanations for this empirical regularity. First, a PTA between two large economies increases the volume of trade in a larger number of products than a PTA between two small economies (Baier and Bergstrand, 2004). Second, this increase of trade produces a larger expansion of demand, and therefore also a larger increase in real income, compared to a PTA between two small countries (Baier and Bergstrand, 2004). Put simply, absolute factor endowments determine the economies of scale that in turn affect the net welfare gain a PTA produces (Krugman, 1998). Fourth, the variable Capability Ratio records the ratio between the GDP of the largest k-ad member over the sum of the k-ad members GDP. This variable measure the level of eonomic similarity among k-ad. Why should economic similarity matter for forming a PTA? Baier and Bergstrand (2004) show that the more similar are countries market sizes, the larger the gains from a PTA. As economic similarity decreases, the loss of trade vis-a-vis the rest of the world for the larger country rises relative to its diminishing trade being created with a small partner. Since the welfare of the large country declines with economic dissimilarity, the probability of a PTA decreases
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as Capability Ratio increases. In other words, PTAs are less convenient among countries that are dissimilar than among countries that are similar in terms of economic size. Fifth, the variable GDP Growth records the minimum GDP growth between states in the kad. Two opposite predictions could be offered. First, since PTAs harm a part of the population, strong economic growth might increase the amount of resources that the government can allocate to compensate losers. Second, previous studies have shown that economic downturns could force reluctant governments to consider participation in a PTA despite the associated sovereignty cost (Mattli, 1999). Sixth, we include a variable that records the minimum number of veto players between states in the k-ad. PTAs produce distributional consequences. Thus, each country has interest groups favoring the status quo. If these interests are in a position to veto PTA formation, then PTA formation is less likely. Indeed, previous studies find robust empirical evidence that the larger the number of veto players, the lower the probability of PTA formation between countries is (Mansfield, Milner, and Pevehouse, 2008; Mansfield and Milner, 2010). We label this variable Veto Players. In addition, we include two other variables that could influence the probability of PTA formation. The variable Number records the number of states in the k-ad, as a larger number states can complicate negotiations (Sebenius, 1983; Koremenos et al., 2001) and reduce IIT within the group (?). The variable WTO uses data from Pelc (2011) to record the percentage of the states in each k-ad that are members of the General Agreement on Trade and Tariffs (prior to 1995) or members of the World Trade Organization (after 1994). Since WTO members tend to have more similar trade policies with each other than countries that do not participate in this international organization, dyads in which both countries are WTO members should be more likely to conclude an agreement. Table 3 summarize sthe descriptive statistics of the variables included in our model. Since k-ads are somewhat unusual as units of analysis, we provide the descriptive statistics for four subsets of the data: (1) hegemonic k-ads with a PTA; (2) hegemonic k-ads with no PTA; (3) non-hegemonic k-ads with a PTA; and (4) non-hegemonic k-ads with no PTA. This gives a better sense of the data than reporting one set of summary statistics for the entire dataset.
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The main message from these tables is that k-ads with a hegemonic power and a PTA show higher values of IIT , and more generally of trade, than k-ads with no PTA and k-ads with no PTA and no hegemony. This is what our theory predicts. Another key observation is that dyads with a PTA have higher democracy scores for the hegemon. This is also in line with our theoretical expectations. [Table 3 about here.]



5



Findings



We begin by analyzing a baseline model with our triple-interaction term, the three double-interaction terms, and a few important control variables (distance, capability ratio, and number of member countries). Although the substantive effect and statistical significance of different independent variables in a non-linear model with interaction terms need to be simulated, results shown for Model (1) in Table ?? seem to support our theoretical expectations. In particular, the sign of the β8 coefficient for the triple-interaction term is negative (as expected) and statistically significant at the conventional levels. Similarly, the β5 coefficient for the interaction between IIT and hegemony is positive. These findings suggest that hegemons engaging in IIT are able to achieve cooperation, but the importance of IIT declines as the credibility of the hegemon’s domestic institutions increases. Moreover, we expand the baseline model by including Maximum Distance, Number, and Capability Ratio (Model 2), Low Trade (Model 3), other economic variables, i.e. GDP and GDP Growth (Model 4), and other political variables, i.e. Veto Players and WTO (Model 5). Results of these models are similar and again in line with our expectations. Note that by including the Low Trade variable we lose almost half of our observations. Therefore, we do not include this variable in the other estimations.5 [Table 4 about here.] To assess the significance and the magnitude of the effect of the triple-interaction term on the probability of forming a PTA, we rely on graphical methods (Brambor, Clark, and Golder, 5



Results of our main variables are not sensitive to this decision.
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2006). In addition, the non-linear structure of the probit function means one can not discern the marginal effect by simply adding together the coefficients on interaction terms. Instead, one must compute the change in the predicted probability of PTA formation associated with the presence of a hegemonic state at different values of Regime Type and Intra-Industry Trade (IIT). Bennett and Stam (2004) suggest using the risk ratio to gauge the substantive impact of a change in the variable of interest. More precisely, if we are interested in the effect on PTA formation when a hegemon is present compared to when a hegemon is not present, one can compute the following equation: Pr(PTA Formation|Hegemon Present) Pr(PTA Formation|Hegemon Not Present)



(3)



Thus, for example, a risk ratio of 1.24 suggests that a hegemon will increase the probability of PTA formation by 24 percent. In contrast, a risk ratio of 0.9 suggests that a hegemon will decrease the probability of PTA formation by 10 percent.6 If both the upper and lower bounds are above (below) 1, then the risk ratio has a statistically significant positive (negative) effect. The risk ratio associated with a hegemon is reported on the vertical axis of Figure 1. Figure 1 plots three curves, where each illustrates, over the range of Polity values for the leading state in each k-ad, the extent to the leading state being a hegemonic state will impact the probability of the k-ad forming a PTA. Each curve corresponds to a set level of IIT. The thin sold line shows the effect of a hegemonic state on the probability of PTA formation over the range of leading state polity scores when IIT is set to it’s mean value (0.06). The thick solid line shows the effect of a hegemonic state on the probability of PTA formation over the range of leading state polity scores when IIT is set to one standard deviation above it’s mean value (0.17). The thick dotted line shows the effect of a hegemonic state on the probability of PTA formation over the range of leading state polity scores when IIT is set to its minimum value (0). The stars above each line shows where the 0.95 confidence intervals for the curve are either both above 1 or both below 1. First, consider how both of the solid lines are above 1 over nearly the entire range of the leading state’s polity score, while the dashed line is below 1 over the entire range of the leading state’s polity score. Since the dashed line corresponds to a lower level of IIT relative to the two solid lines, 6



Do Files for computing the confidence intervals are available upon request.
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this suggests that lower IIT, signifying worse outside options for the small states, corresponds to hegemony decreasing the probability of PTA formation. This finding supports hypothesis 1. Second, consider the line corresponding to the mean level of IIT. It shows that the presence of a hegemonic state increases the probability of PTA formation, but that this increase becomes smaller as the leading state’s domestic institutions become more credible. Next, consider the line coresponding to the higher value of IIT. Notice that it tells a similar story, in that hegemony increases the probability of agreement, but not when the domestic institutions of the leading state are most likely to enhance commitment credibility. Together, these curves support hypothesis 2. Third, return again to the dashed line. Notice that hegemony has its most negative effect on the probability of PTA formation when the leading state’s domestic institutions have lower polity scores, thereby indicating the institutions are unable to enhance commitment credibility. This supports hypothesis 3. [Figure 1 about here.] Previous results show that not only our main variable has the sign expected and is statistically significant at conventional levels, but also that the magnitude of the effect is important. What about the number of PTAs correctly predicted by our models? The sensitivity of Model 4 is 74 percent.7 That means that our model predict 200 PTAs, i.e. predicted values are higher than 0.5, on the total 271 PTAs for which data were available. Which PTAs does our model correctly predict? A large number of North-South PTAs are correctly predicted. For instance, all the PTAs signed by the EU and the US with developing countries. Interestingly, our model predict correctly all the ten PTAs signed by China in the last decade.



6



Conclusion



Hegemonic stability was a central analytical concept for classical international political economy and cooperation theory (Krasner, 1976b; Keohane, 1984). Recently, hegemonic stability theories have fallen out of fashion. 7



Sensitivity for the other models is similar though slightly smaller.
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Although international political economists have increasingly emphasized the domestic underpinnings of international economic policy, the fact remains that state power determines who gets what from international economic cooperation. Therefore, ignoring state power is unacceptable. However, formulating empirically falsifiable theories of the role of state power in international political economy has proven an elusive quest. In this article, we have attempted to return hegemonic power to the center of international political economy. Theoretically, we proposed that the effect of hegemonic power on international cooperation is highly contingent. The fundamental problem of hegemony is that it causes small countries to worry about exploitation. If a small countries engages in cooperation with a hegemonic power, the small country’s dependence on the hegemon increases. This aggravates the threat of exploitation. To mitigate this problem, we have proposed that hegemonic powers can reassure small countries whenever (i) the cooperation problem is such that small countries’ dependence does not increase much or (ii) the hegemon has domestic political institutions that enable credible commitment. Equally important is our empirical contribution. Hegemonic stability theories are notoriously difficult to test, but this is partly because previous scholarship has narrowly focused on global hegemons. We found a way out by focusing on regional hegemons. Our analysis of PTA formation, which accounts for the important role of multilateral treaties (Poast, 2010), shows that regional hegemons enable PTA formation whenever they already engage in IIT with surrounding small countries (no increase in dependence) or their domestic political institutions are democratic (credible commitment). Although international cooperation can be mutually profitable, it is also difficult to attain. Hegemonic power is a double-edged sword: while it can enforce cooperation and coordinate state policies, it also amplifies concerns about exploitation. Recognizing this dual effect of hegemonic power, we have proposed that hegemonic power has a contingent effect on international cooperation. The evidence supports this claim.
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Figure 1: Effect of Increasing Intra-Industry Trade on Probability of PTA Formation at different levels of Polity of the K-ads’s Largest Country
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Table 1: Distribution of Number of PTA Members at Time of Formation, 1950 to 2009 Number of Members 2 3 4 5 6 7 8 9 10=



Frequency



Percentage



Cumulative



257 10 15 30 15 16 11 5 50



62.84 2.44 3.67 7.33 3.67 3.91 2.69 1.22 12.22



62.84 65.28 68.95 76.28 79.95 83.86 86.55 87.78 100.00
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Table 2: Regional Hegemons, 1950 to 2009 Africa Europe Central Asia Central Asia Far East Asia, and Pacific Latin America and the Caribbean Latin America and the Caribbean MENA
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Hegemony South Africa Germany USSR Kazakhstan Japan Argentina Brazil Egypt



Year 1950-2007 1950-2007 1950-1991 1992-2007 1950-2007 1950-1980 1981-2007 1950-2007



Table 3: Summary Statistics Hegemonic k-ads, PTA formed Covariate IIT RegimeType MaximumDistance Low Trade GDP GDPGrowth VetoPlayers WTO Number CapabilityRatio



Mean .13 6.82 4.40 2.40 25.57 .05 .37 21.07 7.48 .81



Std. Dev. .14 5.15 3.99 2.13 3.78 .05 .24 12.85 10.96 .26



Min 0 -7 0 0 16.08 -.14 0 .42 2 .31



Max .66 10 9.42 7.8 35.76 .15 .73 33 66 1



Obs. 85 104 115 48 115 112 105 115 115 115



Max .64 10 9.42 8.04 35.28 .34 .68 33 66 1



Obs. 103 170 184 142 181 148 144 184 184 181



Hegemonic k-ads, no PTA Covariate IIT RegimeType MaximumDistance Low Trade GDP GDPGrowth VetoPlayers WTO Number CapabilityRatio



Mean .02 3.35 7.17 .69 22.31 .05 .27 15.77 10.03 .88



Std. Dev. .08 7.65 3.57 1.58 4.71 .05 .19 12.37 11.56 .17



Min 0 -10 0 0 15.39 -.09 0 .53 2 .34



Non-hegemonic k-ads, PTA formed Covariate IIT RegimeType MaximumDistance Low Trade GDP GDPGrowth VetoPlayers WTO Number CapabilityRatio



Mean .1 5.99 4.36 1.96 24.17 .03 .32 24.86 4 .80



Std. Dev. .13 5.68 3.79 2.19 3.08 .06 .22 10.88 4.44 .19



Min 0 -10 0 0 15.43 -.38 0 .76 2 .24



Max .64 10 9.40 8.04 32.93 .28 .69 33 49 1



Obs. 215 273 293 120 293 289 266 293 293 293



Non-hegemonic k-ads, no PTA Covariate IIT RegimeType MaximumDistance Low Trade GDP GDPGrowth VetoPlayers WTO Number CapabilityRatio



Mean .02 .63 5.13 .77 22.68 .04 .23 26.6 3.41 .90



Std. Dev. .08 7.53 4.18 1.56 3.77 .07 .21 10.01 3.23 34 .15



Min 0 -10 0 0 15.7 -.29 0 .69 2 .28



Max .81 10 9.42 7.39 32.99 .63 .67 33 49 1



Obs. 230 489 612 334 555 465 453 612 612 555



Table 4: Probit model with k-ad as unit of analysis. Covariates RegimeType IIT Hegemony IIT*RegimeType IIT*Hegemony RegimeType*Hegemony IIT*RegimeType*Hegemony



(1) Model 1



(2) Model 2



(3) Model 3



(4) Model 4



(5) Model 5



0.05*** (0.01) 7.06*** (1.69) -0.52** (0.021) -0.43** (0.18) 28.56*** (9.39) 0.03 (0.02) -2.79*** (0.95)



0.04*** (0.01) 5.85*** (1.73) -0.40* (0.24) -0.39** (0.19) 29.08*** (9.75) 0.04 (0.03) -2.86*** (0.99) -0.10*** (0.02) -0.02** (0.01) -1.60*** (0.33)



0.04*** (0.01) 1.85 (2.29) -0.86** (0.37) -0.25 (0.24) 32.16*** (11.48) 0.03 (0.04) -3.07*** (1.16) -0.21*** (0.05) 0.02* (0.01) -2.10*** (0.44)



0.04*** (0.01) 4.88*** (1.72) -0.46* (0.25) -0.38** (0.18) 28.10*** (10.04) 0.03 (0.03) -2.73*** (1.01) -0.09*** (0.02) 0.00 (0.01) -1.49*** (0.33) -0.34 (1.19) 0.08*** (0.02)



0.04*** (0.01) 4.97*** (1.76) -0.48* (0.26) -0.39** (0.19) 26.71*** (9.95) 0.03 (0.03) -2.59** (1.01) -0.10*** (0.02) -0.00 (0.01) -1.24*** (0.37) -0.24 (1.23) 0.11*** (0.03) -0.02* (0.01) -0.13 (0.33)



1.59*** (0.32)



0.13** (0.05) 2.50*** (0.55)



-0.57 (0.62)



-0.83 (0.68)



588



557



MaximumDistance Number CapabilityRatio GDPGrowth GDP WTO VetoPlayers Low Trade Constant



Observations



-0.46*** (0.09)



604 604 354 Standard errors in parentheses *** p
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