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Abstract This paper characterizes the second-best mechanism chosen by a benevolent planner under incentive compatibility constraints in queuing problems without monetary transfers. In the absence of monetary compensations, separation between types can only occur if jobs are processed with a probability strictly smaller than one for some configurations of the types. This entails a large efficiency cost, and the planner optimally chooses a pooling contract when types are drawn from a continuous distribution and when binary types are sufficiently close. In the binary model, a separating contract is optimal when the difference between high and low types is large, and results in a low probability of processing jobs when both agents announce high types. JEL classification numbers:
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Introduction



We consider a queuing problem where agents wait in line to have a job processed by a server. The server can only process one job at a time, and all jobs require the same time to process. Agents differ in their additive waiting cost, which is private information. The objective of the planner is to design the sequence in which jobs are processed in order to maximize efficiency. Suijs (1996) and Mitra (2001) analyze VCG mechanisms in this environment. They prove the existence of budget-balanced, efficient, incentive compatible mechanisms. The idea is that the special structure of the queuing problem – where agents only create externalities on the agents following them in the queue but not on the agents preceding them – allows for the design of Groves transfer rules satisfying budget balance at all states.1 There is also an important literature on compensation schemes in queuing problems, which does not focus on efficiency but on fairness and other axiomatic properties (See for example Maniquet (2003), Chun (2006), Kayi and Ramaekers (2010), Chun, Mitra and Matuswami (2014).) The design of efficient, budget-balanced and incentive compatible mechanisms relies heavily on the use of monetary transfers to compensate agents for being ordered at a later position in the queue. However, in many actual queuing situations, monetary transfers are not allowed: agents cannot bribe the planner or offer compensation to other agents to move up in the queue, and the planner can only select priority rules. Leading examples of queuing situations where transfers are not allowed are the assignment of organs for transplants and of subsidized housing recently studied in Bloch and Cantala (2017). Cr`es and Moulin (2001) and (2003) study queuing problems without monetary transfers. The designer selects a random priority rule, and agents decide whether to stay in the queue or opt out. The objective of the planner is not to achieve efficiency, but to respect a fairness criterion together with incentive compatibility. Cr`es and Moulin (2001) and (2003) analyze the properties of different rules, deterministic rules where each agent pays the average waiting cost, random priority rules where the designer chooses at random one of the n! possible sequences, and a probabilistic serial rule. Moulin (2008) also studies a sequencing problem without monetary transfer, where agents differ in their job sizes rather than their waiting cost. He focuses attention on the incentives to split a job into small pieces or merge different jobs into a single one, and characterizes the proportional rule as the single rule satisfying merge and split proofness and equity axioms.2 In this paper, we revisit the issue of mechanism design in queuing problems without transfers, considering a benevolent planner who designs incentive-compatible random priority rules to maximize efficiency. In the absence of transfers, the first-best implementability results of Suijs (1996) and Mitra (2001) cease to hold. There is an obvious tension between incentive compatibility and efficiency. Consider the binary setting where two agents can be of two types. In order to achieve efficiency, the mechanism must assign the low cost agent to the second position. But the low cost agent will never accept the second position if it can pretend to be a high cost agent and achieve the first position with probability one. In the absence of monetary transfer, 1



This result can be generalized to the case where agents have known waiting costs but different privately known job processing times by using generalized VCG mechanisms (Hain and Mitra (2004)). However, it does not easily generalize to non-additive waiting costs (Mitra (2002)). 2 The same model with monetary transfers is studied in Moulin (2007).
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the only way to induce separation between the two types is to lower the probability that the job is served when the agent announces a high waiting cost, namely to process the job with a probability strictly smaller than one when an agent announces a high waiting cost. However, processing the job with a probability strictly smaller than one results in an efficiency loss, as some of the surplus available to agents is wasted. Hence efficiency and incentive compatibility cannot simultaneously be achieved in the absence of transfers. We first characterize the second-best mechanism when two agents have costs drawn from a binary distribution. We show that the efficiency loss entailed by a separating contract is very high, so that the optimal contract is a pooling contract for a large portion of the parameter space. Separating contracts only arise when the benefit from separation – as measured by the difference between the high and low waiting costs – is sufficiently high. In a separating contract, either the planner chooses to process jobs with a low probability when the reported costs are high, and to pick the efficient sequence when the reported costs are different or, when the value of the low cost is too high, never to process the job when the reported costs are high, and assign a positive probability to the inefficient sequence when the reported costs are different. Furthermore, we show that the probability of waste in the separating contract is increasing in the value of the low waiting cost. We also characterize the optimal contract when the two agents draw their waiting costs from a continuous distribution with positive density on a compact support. We show that the optimal contract never entails separation, and that the planner always proposes a pooling contract. The intuition underlying this result is that the cost of separation for two types which are arbitrarily close is always higher than the benefit of separation, so that separation can never occur. The rest of the paper is organized as follows. The next Section introduces the model with binary cost and Section 3 the model with continuous costs. The last Section concludes.
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The model



We consider two agents queuing to access a server. Both agents have the same value for the job and the value is normalized to 1. Agents draw independently their additive waiting cost from the same distribution. In the binary model, we assume that the waiting cost θi is drawn in {θ, θ} with 0 ≤ θ < θ ≤ 1 and let λ denote the probability that the waiting cost is low, λ = Pr[θ = θ]. In the continuous model, we assume that θi is drawn from a continuous distribution F over [0, 1] with continuous positive density f (·) over the support. The planner uses a direct mechanism, receiving reports on the waiting costs of the two agents, (θˆ1 , θˆ2 ). The planner chooses the probabilities p1 (θˆ1 , θˆ2 ), and p2 (θˆ1 , θˆ2 ) of implementing the sequences (1, 2) and (2, 1). As the planner cannot use transfers, no other instrument is available to him. Let q(θˆ1 , θˆ2 ) = p1 (θˆ1 , θˆ2 ) + p2 (θˆ1 , θˆ2 ) denote the probability that any sequence is chosen, i.e. the probability that the job is processed when the agents report θˆ1 and θˆ2 . Clearly, q(θˆ1 , θˆ2 ) ≤ 1. We will show that, in the absence of transfers, in order to separate among the different types, the planner must sometimes select not to process the job, q(θˆ1 , θˆ2 ) < 1 for some reports (θˆ1 , θˆ2 ).The utilities of the two agents are given by
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U1 = p1 (θˆ1 , θˆ2 ) + p2 (θˆ1 , θˆ2 )(1 − θ1 ) = q(θˆ1 , θˆ2 ) − θ1 p2 (θˆ1 , θˆ2 ), U2 = p1 (θˆ1 , θˆ2 )(1 − θ2 ) + p2 (θˆ1 , θˆ2 ) = q(θˆ1 , θˆ2 ) − θ2 p1 (θˆ1 , θˆ2 ). We assume that the mechanism chosen by the planner is anonymous. Because agents are perfectly symmetric, the planner treats them symmetrically. This anonymity requirement implies that the probability with which the sequence (1, 2) is chosen when the agents report (θˆ1 , θˆ2 ) is equal to the probability with which the sequence (2, 1) is chosen when the reports are (θˆ2 , θˆ1 ), namely p1 (θˆ1 , θˆ2 ) = p2 (θˆ2 , θˆ1 ). As agents are symmetric, we can, without loss of generality, focus attention on the incentive constraints of one of the two agents, say agent 1. (The incentive constraints of agent 2 are obtained by a simple permutation of the indices of the two agents.) We consider a Bayesian setting, where agents do not know the waiting cost of the other agent. Hence, agents base their decision on the expected values of the mechanism, and it will be useful to define the expected values of p1 , p2 and q (as a function of the type of agent 1) as follows: P 1 (θ) = Eθ2 p1 (θ, θ2 ), P 2 (θ) = Eθ2 p2 (θ, θ2 ), Q(θ) = Eθ2 q(θ, θ2 ). With these notations in hand, the expected utility of agent 1 is given by U (θ) = Q(θ) − θP 2 (θ), and the incentive compatibility constraints are Q(θ) − θP 2 (θ) ≥ Q(θ0 ) − θP 2 (θ0 ) for all θ, θ0 . We consider a benevolent planner whose objective is to maximize the common expected payoff of the two agents: W = Eθ [Q(θ) − θP 2 (θ)] subject to the incentive compatibility constraints.
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Binary costs



When costs are drawn from a distribution with binary support {θ, θ}, symmetry implies that when the reported costs are identical, the probabilities of the two sequences are equal: p1 (θ, θ) = p2 (θ, θ) and p1 (θ, θ) = p2 (θ, θ). When the two agents report different costs, we must have 4



p1 (θ, θ) = p2 (θ, θ) and p1 (θ, θ) = p2 (θ, θ) which implies that q(θ, θ) = q(θ, θ). The probability that the server is accessed must be independent of the identity of the agent reporting the high and low cost. Expected probabilities are computed as P 1 (θ) = λp1 (θ, θ) + (1 − λ)p1 (θ, θ), P 2 (θ) = λp2 (θ, θ) + (1 − λ)p2 (θ, θ), Q(θ) = λq(θ, θ) + (1 − λ)q(θ, θ), P 1 (θ) = λp1 (θ, θ) + (1 − λ)p1 (θ, θ), P 2 (θ) = λp2 (θ, θ) + (1 − λ)p2 (θ, θ) Q(θ) = λq(θ, θ) + (1 − λ)q(θ, θ). and the two incentive compatibility constraints are: Q(θ) − Q(θ) ≥ θ[P 2 (θ) − P 2 (θ)] 2
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θ[P (θ) − P (θ)] ≥ Q(θ) − Q(θ)



(1) (2)



If jobs are always processed by the server, Q(θ) = Q(θ) = 1, and the incentive compatibility constraints could only be satisfied when P 2 (θ) = P 2 (θ) which implies, when the two agents are treated symmetrically, that p1 (θ1 , θ2 ) = p2 (θ1 , θ2 ) = 21 : the probabilities of the two sequences are uniform and the planner proposes a pooling contract. Hence, in order to separate among agents with high or low cost, the planner must choose q(θˆ1 , θˆ2 ) < 1 for some reports (θˆ1 , θˆ2 ). In the absence of transfers, the planner must accept to dissipate some of the surplus, by denying access to the server with positive probability, in order to induce separation among the types of agents. Adding up the two incentive compatibility constraints (1) and (2), we obtain (θ − θ)[P 2 (θ) − P 2 (θ)] ≥ 0, so that the expected probability of the sequence (2, 1) is higher when the cost of agent 1 is low, P 2 (θ) − P 2 (θ) ≥ 0. This result stems from the simple observation that the agent is more likely to accept to postpone access to the server when his waiting cost is low. By the incentive compatibility constraint (1), when P 2 (θ) − P 2 (θ) ≥ 0, we must have Q(θ) − Q(θ) ≥ 0. Agents with low waiting cost have a higher probability of accessing the server in any of the two periods. Figure 1 illustrates the two incentive compatible constraints in the space (P 2 (θ)−P 2 (θ), Q(θ)− Q(θ)). It shows the narrow range of random priorities for which the mechanism is incentive compatible. Notice that (0, 0) – the pooling outcome – is in the set of incentive compatible random priorities. Furthermore, the set of incentive compatible random priorities is contained in the positive orthant: a mechanism is incentive compatible if agents reporting low waiting cost have both a higher probability of waiting before being served, P 2 (θ) ≥ P 2 (θ), and a higher probability of being served overall, Q(θ) ≥ Q(θ). The objective of the planner is to maximize the welfare function 5



Q(θ)-‐Q(θ)



Q(θ)-‐Q(θ)  =  θP2(θ)-‐P2(θ)



Incentive compatible



Q(θ)-‐Q(θ)  =  θP2(θ)-‐P2(θ)



P2(θ)-‐P2(θ)



Figure 1: Incentive compatible priority assignments



W = λ[Q(θ) − θP 2 (θ)] + (1 − λ)[Q(θ) − θP 2 (θ)].



(3)



under the two incentive compatibility constraints (1) and (2). We first observe that the planner must process all jobs when the agents announce different waiting costs and that jobs are processed with probability one when the two agents announce low waiting costs. Lemma 1 In the optimal mechanism, the planner must choose q(θ, θ) = q(θ, θ) = 1 and q(θ, θ) = 1. Proof: We consider the following changes in the probabilities of sequences: let (θ, θ) denote an equal variation in p1 (θ, θ) and p2 (θ, θ), (θ, θ) an equal variation in p1 (θ, θ) and p2 (θ, θ) and (θ, θ) an equal variation in p1 (θ, θ), p2 (θ, θ), p1 (θ, θ) and p2 (θ, θ). Notice that these variations will leave Q(θ) − Q(θ) and P 2 (θ) − P 2 (θ) unchanged if and only if: 6



(1 − 2λ)(θ, θ) = (1 − λ)(θ, θ) − λ(θ, θ). In addition, this variation will increase the expected utility W if and only if



∆W



= λ[∆Q(θ) − θ∆P 2 (θ)] + (1 − λ)[∆Q(θ) − θ)P 2 ∆P 2 (θ)], = (1 − λθ)[λ(θ, θ) + (1 − λ)(θ, θ)] + (1 − (1 − λ)θ)[λ(θ, θ) + (1 − λ)(θ, θ)] > 0.



Now we first show that in the optimal contract either q(θ, θ) = 1 or q(θ, θ) = 1. Suppose not. Consider a simultaneous increase in probabilities where (θ, θ) = 0, (1 − λ)(θ, θ) = λ(θ, θ). This will clearly increase expected welfare W while leaving Q(θ) − Q(θ) and P 2 (θ) − P 2 (θ) (and hence the incentive constraints) unchanged. We now consider in turn all different possibilities to show that it is impossible to have q(θ, θ) < 1 and q(θ, θ) < 1. First suppose that q(θ, θ) < 1. Then q(θ, θ) = 1. If q(θ, θ) = 0 or q(θ, θ) = 1, the condition Q(θ) ≥ Q(θ) cannot be satisfied. Hence, we necessarily have 0 < q(θ, θ) < 1 and q(θ, θ) < 1. Now consider a variation where (θ, θ) = 0, (θ, θ) > 0 and (1 − 2λ)(θ, θ) = −λ(θ, θ). Notice that if 1 − 2λ > 0, this variation involves a reduction in q(θ, θ) and if 1 − 2λ < 0, an increase in q(θ, θ). When we compute the effect of this change on expected utility W we find ∆W = λ(θ, θ)[(1 − λθ) + (1 − (1 − λ)θ)] > 0. so that this change has increased the expected utility W while leaving Q(θ) − Q(θ) and P 2 (θ) − P 2 (θ) unchanged. Now assume that q(θ, θ) = 1 but q(θ, θ) < 1. Suppose first that 0 < q(θ, θ) < 1. Consider a change such that (θ, θ) = 0, (θ, θ) > 0 and (1 − 2λ)(θ, θ) = (1 − λ)(θ, θ). If 1 − 2λ < 0, this variation will induce a reduction in the probability q(θ, θ), if 1 − 2λ > 0 it will induce an increase in the probability q(θ, θ). The effect on expected utility is always positive: ∆W = (1 − λ)(θ, θ)[(1 − λθ) + (1 − (1 − λ)θ)] > 0 so that this change has increased expected utility while keeping the incentive constraints unchanged. Next suppose that q(θ, θ) = q(θ, θ) = 1 and q(θ, θ) < 1. Then, if 1 − 2λ > 0, reduce the probability q(θ, θ) and increase the probability q(θ, θ) by letting (1−2λ)(θ, θ) = −λ(θ, θ). This results in a change in expected utility: ∆W = λ(θ, θ)[(1 − λθ) + (1 − (1 − λ)θ)] > 0 while keeping the incentive constraints unchanged. If, on the other hand, 1 − 2λ < 0, reduce the probability q(θ, θ) and increase the probability q(θ, θ) by letting (1 − 2λ)(θ, θ) = (1 − λ)(θ, θ). This results in a change in expected utility:
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∆W = (1 − λ)(θ, θ)[(1 − λθ) + (1 − (1 − λ)θ)] > 0 while keeping the incentive constraints unchanged. Finally suppose that q(θ, θ) = 1 and q(θ, θ) = 0. We simplify notations by letting q = q(θ, θ) and p = p2 (θ, θ). The problem of the planner is to choose (q, p) to maximize



W



1 = λ2 (1 − θ ) + λ[(1 − λ)q − θ(1 − λ)p] + (1 − λ)[λq − θλp] 2 1 2 = λ (1 − θ ) + λ(1 − λ)[q(2 − θ) + (θ − θ)p]. 2



subject to the incentive compatibility constraints λ + p − λq] ≥ λ + (1 − 2λ)q 2 λ λ + (1 − 2λ)q ≥ θ[ + p − λq]. 2 θ[



and the feasibility constraints



0 ≤ q ≤ 1, 0 ≤ p ≤ q. We observe that the expected utility is increasing in q and p. Hence the unconstrained optimal choice is q = p = 1. If this choice satisfies the incentive constraints, namely (1 − λ2 )θ ≥ 1 − λ ≥ (1 − λ2 )θ, the problem is solved and q = 1. If (1 − λ2 )θ < 1 − λ, we claim that there is no choice of (q, p) which satisfies the incentive constraint. To see this note that



λ + (1 − 2λ)q − θ[



λ λ + p − λq] ≥ λ − θ + [1 − 2λ − θ(1 − λ)]q 2 2 λ λ ≥ max{λ − θ , 1 − λ − θ(1 − ) 2 2 > 0.



If (1 − λ2 )θ > 1 − λ, then to satisfy the incentive constraint λ + (1 − 2λ)q ≥ θ[ λ2 + p − λq], the planner must reduce q and/or p. Notice that the marginal effect of a reduction in q on the expected profit is −(2 − θ) which is larger (in absolute value) than the marginal effect of an increase in p (equal to −(θ − θ)). In addition, the marginal effect of reduction in q on the incentive constraint is either negative (if (1 − 2λ + λθ < 0) or equal to (1 − 2λ + λθ > 0) which is smaller than the marginal effect of a reduction in p (equal to q), as 1 − 2λ < 0 < θ(1 − λ).
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Hence, the planner always has an incentive to reduce p while keeping q constant. In addition, we check that the incentive constraint is satisfied at q = 1, p = 0 as λ 1 − λ ≥ −θ , 2 so that the optimal solution of the problem is to choose q = 1 and 0 < p < 1 to solve the incentive constraint. Hence, whenever q(θ, θ) = 1 and q(θ, θ) = 0, in all cases where the problem admits a solution, this solution satisfies q(θ, θ) = 1. This exhausts all possible cases and completes the proof of the Lemma. Given Lemma 1, whenever the planner proposes a separating contract, he must deny access to the server with positive probability only when both agents announce a high waiting cost. When both agents announce low waiting costs, the probabiilities of the two sequences are given by p1 (θ, θ) = p2 (θ, θ) = 21 . Furthermore, whenever agents announce different types, they access the server with probability one. A second-best mechanism is then characterized by two parameters only: the probability that any sequence is chosen when both agents announce high types, p1 (θ, θ) = p2 (θ, θ), and the probability that the agent with low waiting cost accesses the server first when the agents announce different types, p1 (θ, θ) = p2 (θ, θ), In order to economize on notations, we let π = p1 (θ, θ) and ρ = p1 (θ, θ) denote these two parameters. We now compute the optimal values of the two parameters. The expected probabilities are: λ + (1 − λ)ρ, 2 P 1 (θ) = λ(1 − ρ) + (1 − λ)π, λ P 2 (θ) = + (1 − λ)(1 − ρ), 2 P 2 (θ) = λρ + (1 − λ)π, P 1 (θ) =



Q(θ) = 1, Q(θ) = λ + 2π(1 − λ). The objective of the planner is to maximize λ + (1 − λ)(1 − ρ))] + (1 − λ)[λ + 2π(1 − λ) − θ(λρ + (1 − λ)π)], 2 subject to the incentive compatibility constraints W = λ[1 − θ(



(1 − λ)(1 − 2π) ≥ θ[1 − θ[1 −



λ − ρ − (1 − λ)π], 2



λ − ρ − (1 − λ)π] ≥ (1 − λ)(1 − 2π). 2



As W is increasing in π and decreasing in ρ, the binding incentive compatibility constraint must be the constraint of the low cost agent: 9



(1 − λ)(1 − 2π) = θ[1 −



λ − ρ − (1 − λ)π]. 2



(4)



so that π=



(1 − λ) − θ(1 − λ2 − ρ) . (2 − θ)(1 − λ)



Replacing in the objective function, we find that W is a linear function of ρ and is increasing in ρ if and only if: θ(2 − θ) ≥ λ(θ − θ). 2−θ If this condition holds, W is increasing in ρ, and the planner selects the maximal value of ρ such that the incentive constraint holds and 0 ≤ π ≤ 21 . We immediately see that π = ρ = 21 . The second-best mechanism is a pooling mechanism where all jobs are served with probability one and each of the two sequences (1, 2) and (2, 1) is selected with equal probability. If the condition does not hold, the planner selects the minimal value of ρ such that the incentive constraint holds and 0 ≤ ρ ≤ 1 and 0 ≤ π ≤ 12 . Using the incentive compatibility constraint (4), (1 − λ)(1 − θ) − θλ 2 , (1 − λ)(2 − θ) ρ = 0



π =



if (1 − λ)(1 − θ) −



θλ 2



≥ 0, and π = 0, θλ ρ = − (1 − λ)(1 − θ), 2



if (1−λ)(1−θ)− θλ 2 ≤ 0. In a separating contract, the planner wants to minimize the probability ρ that the low cost agent is served when the two agents announce different types. This is achieved by setting ρ = 0 and π > 0 as long as the incentive constraint is satisfied. At some point however, even when ρ = π = 0, the incentive constraint cannot hold. In that case, the optimal choice of the planner is to keep the probability π = 0 and increase ρ to a positive value, allowing for the fact that an agent with low waiting cost is served first when the two agents announce different types.We summarize our findings in the following Proposition: Proposition 1 The second-best mechanism is characterized as follows: 1. If θ(2−θ) 2−θ ≥ λ(θ − θ), then the optimal contract does not separate among the types of the agents, and selects p1 (θ1 , θ2 ) = p2 (θ1 , θ2 ) = 12 for all θ1 , θ2 . 10



1 1 2 1 2 2. If θ(2−θ) 2−θ < λ(θ − θ), in the optimal contract p (θ, θ) = p (θ, θ) = 2 , p (θ, θ) = p (θ, θ) = π and p1 (θ, θ) = p2 (θ, θ) = ρ = 1 − p2 (θ, θ) = 1 − p1 (θ, θ) where



(1 − λ)(1 − θ) − θλ 2 ,ρ = 0 (1 − λ)(2 − θ) θλ − (1 − λ)(1 − θ) π = 0, ρ = 2 π=



θλ ≥ 0, 2 θλ if (1 − λ)(1 − θ) − ≤ 0. 2 if (1 − λ)(1 − θ) −



Proposition 1 shows that, depending on the parameters, the planner either chooses to pool the two types, and offer a contract where jobs are processed with probability one, or chooses to separate the two types, reducing the probability that jobs are processed when both agents announce high waiting costs. In the separating contract, either the planner always chooses the efficient sequence when agents have different types, giving priority to the job of the agent with high waiting cost – but at the expense of reducing the probability that jobs are processed when both agents announce high waiting costs, or faces a stronger feasibility constraint, whereby he reduces the probability of processing jobs to zero when agents have high waiting cost, and chooses the inefficient sequence when agents have different types with positive probability. Figure 2 illustrates the regions of costs for which the planner chooses pooling and separating contracts when λ = 21 . The curve separating the two regions is a quadratic curve with equation: θ2 + θθ − 6θ + 2θ = 0. Not surprisingly, pooling contracts are preferred when the difference between the high and low cost is low, and separating contracts are preferred when the difference between the costs is high. The intuition underlying this observation is clear. Separation comes at a large efficiency cost as the planner must reduce the probability of processing the job in order to separate agents. If types are very close, the cost (as measured by the difference Q(θ) − Q(θ)) is larger than the benefit of separation (as measured by the difference θP 2 (θ) − θP 2 (θ)), and the planner prefers to pool. If types are very different, the benefit from separation may exceed the efficiency cost, and the planner prefers to separate. In addition, notice that, for fixed θ, θ, separation is more likely to occur when λ is larger. This is due to the fact that the benefit from separation is larger when there are more low waiting cost agents, as the expected cost of choosing an inefficient sequence when agents have different types becomes larger. We also note that two separating contracts may arise, depending on the value of θ. The objective of the planner is to minimize the probability that the inefficient sequence is chosen. To do so, when θ is low, he will select a positive probability of processing the job when both agents announce high waiting costs. When θ increases, this probability goes down and there exists a threshold value of θ for which this value equal zero. The planner is then constrained, and must increase the probability of choosing the inefficient sequence in order to guarantee separation. Notice that, when the two waiting costs are at maximal dispersion, θ = 0, θ = 1, the optimal choice of the planner is always to separate, and he will be able to do so without any efficiency cost by setting π = 12 and ρ = 0. If θ is too large, the probability reaches zero, the job is never processed when agents announce high types, and the inefficient sequence must be chosen with positive probability when agents announce different types. Finally, we note that the insights carry over to more general distributions with finite support. If types are sufficiently close, the cost of separation may be too high and the planner chooses a pooling contract. If types 11



are sufficiently dispersed, the benefit of separation exceed the cost and the planner’s optimal contract is separating.
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Figure 2: Separating and pooling contracts when λ =
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1 2



Continuous costs



We now consider continuous costs. We again focus attention on symmetric mechanisms assuming that p1 (θˆ1 , θˆ2 ) = p2 (θˆ2 , θˆ1 ). As before, we define, for agent 1, the expected probability that the different sequences are chosen as a function of his type:
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Z



1



1



p1 (θ, θ2 )f (θ2 )dθ2 ,



P (θ) = 0



Z



P 2 (θ) =



1



p2 (θ, θ2 )f (θ2 )dθ2



0 1



Q(θ) = P (θ) + P 2 (θ). and the expected utility of agent 1 when announcing θˆ is ˆ ˆ θ) = Q(θ) ˆ − θP 2 (θ). U (θ, The objective of the planner is then to maximize Z W



1



U (θ)f (θ)dθ,



= 0



Z =



1



[Q(θ) − θP 2 (θ)]f (θ)dθ



0



subject to Q(θ) − θP 2 (θ) ≥ Q(θ0 ) − θP 2 (θ0 ) for all θ, θ0 ∈ [0, 1]. Pick two values θ < θ0 . By the incentive constraint P 1 (θ) + P 2 (θ)(1 − θ) ≥ P 1 (θ0 ) + P 2 (θ0 )(1 − θ) P 1 (θ0 ) + P 2 (θ0 )(1 − θ0 ) ≥ P 1 (θ) + P 2 (θ)(1 − θ0 ), 2



so that P 2 (θ) ≥ P 2 (θ0 ) and dPdθ(θ) ≤ 0. As in classical models of adverse selection, we observe that the probability that the sequence 2, 1 is chosen must be weakly decreasing in the type of the agent. Assuming that the planner chooses a differentiable contract, we use the first order approach to write the incentive constraint as dQ(θ) dP 2 (θ) =θ (θ) for all θ. (5) dθ dθ Equation (5) shows that incentive compatibility implies a co-movement between the probability that the sequence (2, 1) is chosen and the probability that the sequence (1, 2) is chosen. 1 2 For any cost type θ, we have dPdθ(θ) = −(1 − θ) dPdθ(θ) ≥ 0. The two probabilities must be negatively correlated: for higher waiting costs, the planner puts a lower probability that the sequence 2, 1 is chosen, and hence a higher probability that the sequence (1, 2) is chosen. The incentive constraint (5) also shows that, in order to separate types and adapt priorities to serve agents with higher waiting cost earlier, the planner must give up surplus by reducing the expected 13



probability that jobs are processed. If the planner processes all jobs, then Q(θ) = 1 for all θ, dQ(θ) dθ = 0 and the planner must pool and offer the same contract to all types. Applying the envelope theorem, U 0 (θ) = −P 2 (θ), so that agents with higher waiting costs have a lower utility than agents with lower waiting costs and we have Z



1



U (θ) = U (1) +



P 2 (t)dt.



θ



so that the objective function of the planner can be rewritten as Z



1Z 1



W = U (1) + 0



P 2 (t)dtf (θ)dθ.



θ



Integrating by parts, Z



1



P 2 (θ)F (θ)dθ.



W = U (1) + 0



So that the problem of the planner can be rewritten as follows: Problem P: Select P 2 (θ) in order to maximize Z



1



W = U (1) +



P 2 (θ)F (θ)dθ.



0



subject to dP 2 (θ) ≤ 0, dθ p1 (θ1 , θ2 ) + p2 (θ1 , θ2 ) ≤ 1, p1 (θ1 , θ2 )



is symmetric



Lemma 2 The unique solution to Problem P is to select p1 (θ1 , θ2 ) = Proof: Let p = P 2 (θ). Because P 2 (θ)F (θ) ≤ pF (θ) so that Z



dP 2 (θ) dθ



1 2



for all θ1 , θ2 .



≤ 0, P 2 (θ) ≤ p for all θ ∈ [0, 1] and as F (θ) > 0,



1



Z



2



P (θ)F (θ)dθ ≤ p 0



1



F (θ)dθ. 0



Now, to choose the optimal value of p, notice that p = P 2 (θ) for all θ and hence
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Z



1



P 2 (θ)f (θ)dθ, 0 Z 1Z 1 p2 (θ1 , θ2 )f (θ1 )f (θ2 )dθ1 dθ2 . =



p =



0



0



Now separate the space of types into those types (θ1 , θ2 ) for which θ1 ≤ θ2 and those types (θ1 , θ2 ) for which θ2 ≤ θ1 : Z p=



Z



2



p (θ1 , θ2 )f (θ1 )f (θ2 )dθ1 dθ2 +



p2 (θ1 , θ2 )f (θ1 )f (θ2 )dθ1 dθ2 .



(θ1 ,θ2 )|θ2 ≤θ1



(θ1 ,θ2 )|θ1 ≤θ2



By symmetry, for each (θ1 , θ2 ) such that θ1 ≤ θ2 , we have (θ2 , θ1 ) such that θ2 ≤ θ1 for which p1 (θ1 , θ2 ) = p2 (θ2 , θ1 ). Hence Z [p1 (θ1 , θ2 ) + p2 (θ1 , θ2 )]f (θ1 )f (θ2 )dθ1 dθ2 . p= (θ1 ,θ2 )|θ1 ≤θ2



So that the maximal value of p is attained when p1 (θ1 , θ2 ) + p2 (θ1 , θ2 ) = 1 for all θ1 , θ2 and then Z 1 p= f (θ1 )f (θ2 )dθ1 dθ2 = . 2 (θ1 ,θ2 )|θ1 ≤θ2 R1 2 R 1 We conclude that 0 P (θ)F (θ)dθ ≤ 12 0 F (θ)dθ. To finish the proof, note that when p1 (θ1 , θ2 ) = 21 for all θ1 , θ2 , U (1) = 1 − 12 = 21 which is the maximal value that U (1) can attain. Hence Z 1 Z 1 1 1 2 W = U (1) + P (θ)F (θ)dθ ≤ + F (θ)dθ, 2 2 0 0 establishing that the solution to Problem P is to pool all agents and choose p1 (θ1 , θ2 ) = 12 . We thus establish that, when agents’ waiting costs are drawn from a continuous distribution, the optimal contract of the planner is to pool: Proposition 2 When agents have continuous distributions, the optimal contract is a pooling contract where p1 (θ1 , θ2 ) = p2 (θ1 , θ2 ) = 21 . Proposition 2 establishes that, when the distribution of types is continuous, separating contracts are too expensive to implement. The separation between two arbitrarily closed types involves an efficiency loss equal to the dQ(θ) dθ which is always greater than the expected gain due 2



to the separation in costs equal to θ dPdθ(θ) . In the continuous case as opposed to the binary case, in order to induce separation, the planner must be able to separate arbitrarily close types. This implies that separation will never occur and the planner always chooses to offer the pooling contract.
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5



Conclusion



This paper characterizes the second-best mechanism chosen by a benevolent planner under incentive compatibility constraints in queuing problems without monetary transfers. In the absence of monetary compensations, separation between types can only occur if jobs are processed with a probability strictly smaller than one for some configurations of the types. This entails a large efficiency cost. In the binary model, separation only occurs when the types are sufficiently different. In order to obtain separation, the planner will first distort the probability of service by denying access when both agents announce high waiting costs, while always choosing an efficient sequence of service. When this strategy is no longer possible, the planner will start choosing inefficient sequences of services, while setting the probability of service to high cost agents to zero. When the distribution of types is continuous, all types are arbitrarily close and the cost of separation exceeds the benefit, so that the planner always chooses a pooling contract. The pooling result obtained in the paper is striking, and stems from the fact that separation of types entails a large dissipation of surplus. In future research, I plan to study whether this pooling result holds in more general settings where the distributions of the types of the agents are not identical. I also would like to investigate whether the result obtains in more general models of allocation of indivisible goods with multiple servers and an arbitrary number of agents. It might also be interesting to study the second-best mechanism design when the planner has a different objective, for example when he has lexicographic preferences, aiming first at constructing efficient sequences, and then at maximizing the probability of service under the constraint of efficient ordering.
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