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The SOMN-HMM Model and Its Application to Automatic Synthesis of 3D Character Animations Yi Wang, Lei Xie, Zhi-Qiang Liu and Li-Zhu Zhou Abstract— Learning HMM from motion capture data for automatic 3D character animation synthesis is becoming a hot spot in research areas of computer graphics and machine learning. To ensure realistic synthesis, the model must be learned to fit the real distribution of human motion. Usually the fitness is measured by likelihood. In this paper, we present a new HMM learning algorithm, which incorporates stochastic optimization technique within the Expectation-Maximization (EM) learning framework. This algorithm is less prone to be trapped in local optimal and converges faster than traditional Baum-Welch learning algorithm. We apply the new algorithm to learning 3D motion under control of a style variable, which encodes the mood or personality of the performer. Given new style value, motions with corresponding style can be generated from the learned model.



I. I NTRODUCTION In recent years, some leading media researches have applied the learning techniques on 3D motion data captured from human actors to support automatic synthesis of realistic 3D character animations [3], [1], [2]. However, the highly varied dynamics of human motion, which may be caused by the mood or personality of the performer [1], makes it difficult using conventional hidden Markov model (HMM) to capture the complex distribution of motion sequences. In [6], Wilson and Bobick encodes the external effects to the motion by a style variable, and designed an extended HMM to model the distribution of 3D motions under control of the style variable. Their model, named Parametric HMM (PHMM), has a set of parametric Gaussian output densities, whose mean vectors are functions of the style variable. They modified the Baum-Welch algorithm, which is a typical EM algorithm, to learn the PHMM for gesture recognition. However, realistic motion synthesis requires learning fullbody 3D motion, which involves more joints than gestures and results in more complex distribution in higher dimensional space. Moreover, to ensure realistic synthesis, the learning algorithm fit the model very well with the training motions, where the fitness is usually measured by likelihood. So, in practices, for a given training motion, we usually have to execute the learning algorithm many times and select a one of the learned models with highest likelihood to be This work was supported in part by Hong Kong RGC Project No. CityUHK 1062/02E and CityU 1247/03E and National Science Foundation of China No. 60520130299. Yi Wang and Li-Zhu Zhou are with the Institute of Software, Department of Computer Science and Technology, Tsinghua University, 100084 Beijing, China [email protected] and
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1: The SOMN-HMM learned algorithm considers the parametric Gaussian mixture outputs of the PHMM as represented by SOMNs that are parameterized by the style variable θ. used for synthesis. This makes it critical for the learning algorithm to converge fast and less prone to be trapped by local optima. Unfortunately, the Baum-Welch algorithm, as an EM algorithm, is a deterministic ascent algorithm with high possibility of being trapped in local optima and is slow to converge [7], [4]. In this paper, we propose a new HMM learning algorithm, the SOMN-HMM algorithm, which is able to learn both traditional HMM and the parametric HMM [6]. By organizing the Gaussian (or parametric Gaussian) mixture that represents each output density by Self-Organizing Mixture Networks (SOMN) [7], our learning algorithm incorporates stochastic optimization techniques within the framework of Expectation-Maximization and achieves better tolerance to the trapping of local optima. Because the Maximizationstep (M-step) of our EM algorithm updates each Gaussian mixture output density as a whole, other than the BaumWelch algorithm that updates the individual component of the mixtures, the dimensionality of the hidden variables is reduced from two dimensions to one dimension, which can be computed by the Expectation-step (E-step) much faster. These advantages makes SOMN-HMM valuable for highlyrestrictive works such as 3D motion synthesis. In this paper, we based our discussion of the SOMNHMM algorithm on learning the PHMM with output densities represented by parametric Gaussian mixtures that are parameterized by a global vector style variable. We use the model to describe 3D human motion under control of the style variable, and then we describe synthesis of 3D motions by giving new style values. II. L EARNING THE SOMN-HMM The SOMN-HMM with N hidden states is defined by N ×N transition probabilities A = {aij }N i,j=1 and N output density functions B = {bi (x)}N , where each output density i=1



bi (x) is modeled by a mixture of parametric densities, like Gaussian or Laplacian. In this paper, we model bi (x) by a mixture of parametric Gaussian under control of the style variable θ as the PHMM [6] did, bi (x | θ) =



M X



  (c) (c) (c) (c) . wi N x W i θ + µi , Σi



M-Step. Given γktj , the updating rule for the transition probabilities aij can be derived similar as the Baum-Welch algorithm by solving the derivative equation ∂Q/∂aij = 0 as, X Tk Tk K X K X X aij = ξkt (i, j) γktj (4) k=1 t=1
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Let Z i = W i , µi bi (·) as, bi (x | θ) =



M X
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and Ω = [θ, 1] , we can rewrite



  (c) (c) (c) . wi N x Z i Ω, Σi



As illustrated in Fig. 1, bi (·) is represented by a two-layer neural network, where the lower layer is a self-organizing network (SOM) with each node representing a component (c) (c) (c) (c) ci = {wi , Z i , Σi }, whereas the upper layer has only one node that sums outputs from the lower layer weighted (c) by wi . A. The Learning Algorithm.



  ˆ ξkt (i, j) = P qk,t = i, qk,t+1 = j | X , Θ, Λ =
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k=1  T K N N k X XX X = γkti  γk,t−1,j log aji + log bi (xkt | θ k ) j=1



(2) by executing an E-step and an M-step, where, Θ = {θ k }K k=1 , Tk K Q = {Qk }K } = {{q } , and γ = P (q = i| kt t=1 k=1 kti kt k=1 ˆ is the distribution of hidden data. X , Θ, Λ) It is notable here that in traditional Baum-Welch algorithm and its variations, the hidden variable is define to indicate from which component c (1 ≤ c ≤ M ) of which state i (1 ≤ i ≤ N ) the observable okt is generated, so the definition would be γktic , which has one more dimension than our definition γkti . E-Step. By considering all components of the mixture output densities as a whole, γktj can be inferred by simplify the Forward-Backward algorithm [5] used by the BaumWelch algorithm, which computes the γktic .



αk,t (i)aij bj (xkt | θ k )βk,t+1 (j) . ˆ P (X k , θ k | Λ)



(5)



Updating the output densities bi (·) is quiet different with the Baum-Welch algorithm, which updates each component of bi (·) basing on the inference of γktic . Whereas, we update the mixture distribution of bi (·) as a whole basing on γkti and using the Robbins–Monro stochastic optimization algorithm. (c) (c) Taking derivative of (2) with respect to wi and Λi = (c) (c) {Z i , Σi } respectively, we have, ∂Q(·)



In this section, we derive a generalized EM algorithm to estimate the model from a set of K training sequences Tk K X = {X k }K k=1 = {{xkt }t=1 }k=1 with variable length, where Tk denotes the length of the k-th sequence. When used for learning motions under control of the style variable, these training sequences are captured motions with similar temporal structure, but different style. For example, a set of run motions at different speeds or a set of dancing with different rhythms. Each training sequence in the set X is coupled with a style value θ k . Our algorithm learns a Maximum-Likelihood solution by ˆ As iteratively updating Λ from the previous estimate Λ. required by the EM algorithm, in each iteration, we maximize the expected value of log likelihood (K ) X ˆ = Q(Λ; Λ) E log P (X k , θ k , Qk | Λ)
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PM (c) where, ζ is a Lagrange multiplier to ensure c=1 wi = 1. The Gaussian assumption on the mixture components of each HMM state makes it possible to solve (6) with the Robbins–Monro stochastic optimization method by the following iterative updating rules: (c)
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# (c) (c) wi bi (x | θ) c = + δ(n) γkti − wi (n) bi (x | θ) h i (c) (c) = wi + δ(n) γkti P (c | x, θ, i) − wi (n) (8)
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where, n denotes the iteration step, δ(n) is the learning (c) rate at step n, bi (x | θ) denotes the c-th component of the Gaussian mixture on state i, and P (c | x, θ, i) is the probability that sample x is generated by the c-th component of the i-th state. The partial derivative of the component (c) distribution in (7) with respect to Z i can be derived as shown in Fig. 2 Considering the Gaussian function P (c | x, θ, i) as the neighborhood function, (7) and (8) are the SOM updating al(c) gorithm. Although an updating rule of ∆Σi may be derived similarly, it is unnecessary in the learning algorithm, because



 Z(t + 1) = Z(t) + δ(t) γkti 1 = Z(t) − δ(t) γkti 2 1 = Z(t) − δ(t) γkti 2 1 = Z(t) − δ(t) γkti 2 1 = Z(t) − δ(t) γkti 2



 αi ∂N (x; ZΩ, Σ) bi (x | θ) ∂Z(t)   T  ∂ p(c | x, θ, i) x − ZΩ Σ−1 x − ZΩ ∂Z    ∂ T −1 T −1 T −1 T −1 x Σ x − ZΩ Σ x − x Σ ZΩ + ZΩ Σ ZΩ p(c | x, θ, i) ∂Z   ∂ T T −1 ∂ p(c | x, θ, i) −2 Ω Z Σ x+ (ΩT Z T Σ−1 )(ZΩ) ∂Z ∂Z   p(c | x, θ, i)Σ−1 xΩT − ZΩΩT (c)



(c)



2: Derivation of the updating rule of Z i . To make the derivation clear, Z i



the covariance of each component distribution implicitly corresponds to the neighborhood function P (c | x, θ, i), or the spread range of updating a winner at each iteration. As the neighborhood function has the same form for every node, the learned mixture distribution is homoscedastic. B. Discussion on Convergence Rate. As the comparison experiments described in Section IV, the SOMN-HMM learning algorithm achieves both improvement on convergence rate and better fitness to the data (measured by likelihood). We analyzed the experiments, and found that a major reason that makes SOMN-HMM superior to the Baum-Welch algorithm is that the latter has to infer higher dimensional hidden variables, γktic , in its E-step. On the contrary, the SOMN-HMM algorithm infers a lower dimensional hidden variable, γkti , and update all components of a output density as a whole using stochastic optimization technique similar with the SOMN updating algorithm [7]. The inference of hidden variables of HMM relies on the Forward-Backward algorithm, which has the computational complexity of O(N 2 M 2 T ) [5], where N is the number of hidden states, M is the number of components of each output density, and T is the length of training data, so computing γkti would be approximately M 2 times faster than computing γktic in the E-step. Moreover, inference of the hidden variables in fact to weight the contribution of each training sample to each updating unit, which, for the Baum-Welch algorithm is each individual component of each output density, and for the SOMN-HMM algorithm is each output density. Although theoretically, the Baum-Welch algorithm should monotonically increase the likelihood of the estimate during its execution, in practices, the convergence curve often drops downward somewhere. This is because in some iterations, too less training samples are assigned to some updating units to make sufficient statistics [4]. Such bad situation becomes more frequent when ratio between the number of updating units of the Baum-Welch algorithm, N M , and the number of training samples is large, because in such case, for many samples okt ’s, the value γktic are too small to be computable by the floating point unit of the CPU, so their contributions to
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is denoted as Z and Σi is denoted as Σ.



estimating the model are simply ignored and left the model more probable of insufficient statistics. However, for SOMN-HMM algorithm, there is only N updating units that are to be reestimated in the M-step and the value of γkti is less prone to be too small. Plus the self-organizing strategy that is used by the SOMN-HMM to update the output densities in fact uses all the allocated samples for the reestimating [7], the SOMN-HMM algorithm is more robust to numeric error and local optima than the Baum-Welch algorithm. III. L EARNING AND S YNTHESIZING 3D H UMAN M OTIONS WITH SOMN-HMM A. Learning 3D Motions We use a motion capture device to record the 3D positions of the reflective markers sticking on the joints of the performer. The raw captured motion is a sequence of frames, where each frame is a high-dimensional vector encoding the 3D positions of the joints. Given the skeleton information of the performer, including the connectivity between joints and the length of bones between joints, we can convert the joint positions into 3D rotations of the joints. In our work, the 3D rotations are parameterized by the exponential map, which encodes each joint rotation by 3 scalar values, thus we convert the captured motion into a sequence of frames, where each frame is a high-dimensional vector consisting of 3 scalar values of global body position and a set of 3-scalar values representing the joint rotations. Considering the sequences of training frames as a matrix, we do principle component analysis (PCA) on the matrix to filter out those dimensions with too small standard deviation that may cause the covari(c) ance matrices of the parametric Gaussian components, Σi , to be singular. B. The Synthesis Algorithm Because each output density of an SOMN-HMM corresponds to a prototypical pose modeled by a Gaussian mixture: M   X (c) (c) (c) (c) bi (x | θ) = wi N x W i θ + µi , Σi . c=1
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(b) 3: (a) The two training motion sequences with different style. (b) Three new sequences generated from the learned model. ˆ we can sample P (x) = bi (x | Given a new style value θ, ˆ ˆ i in two steps: first we sample the discrete θ) for a pose x distribution (c=1)
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for a component cˆ, and then we sample this component for x ˆ. To form the temporal structure of the synthesized motion, we sample the transition probabilities for a path of ˆ sampled hidden states {ˆ qt }Tt=1 . Because some hidden states have positive self-transition probability, i.e., aii > 0, some ˆ successive values of {ˆ qt }Tt=1 are the same. We collapse such successive qˆt ’s into one qˆt and label this qˆt with the number of time it has appeared in the original hidden state sequence as dt . From each qˆt of the collapsed hidden state sequence, ˆ t is sampled from the corresponding output a keyframe x ˆ density bqˆ (x | θ). t



Although we can consider the sampled frames {ˆ xt }t as a sequence of keyframes and use the conventional keyframing technique to synthesize the new motion, this approach will loss the information of {dt }t . So, in our experiments, we use {ˆ xt }t as a sequence of control points to construct a Bspline curve T (u) across the pose space, and interpolating T (u) to generate the new motion as a sequence of poses. Because constructing T (u) maps the time axis t to the B-spline parameter u, it becomes easy to generated more ˆ t for relatively larger frames from near the control point x dt . Compared with the keyframing technique, our pose space interpolating technique ensures the synthesized motion have the same rhythm as the training motion and thus is more realistic. IV. E XPERIMENTS A. Experiment Setup The learning algorithm is written in C++ and uses the arbitrary precision library MAPM 1 for high-precision numerical computing. All experiments runs on a computer with an Intel Pentium IV 2.8GHz CPU and 512MB memory. 1 http://www.tc.umn.edu/ringx004/mapm-main.html



Topology of HMM Gaussian shape Imp. on likelihood Imp. on convergence rate Topology of HMM Gaussian shape Imp. on likelihood Imp. on convergence rate



ergodic full diagonal 2.48% 1.39% 11.7% 22.40% left-to-right full diagonal 0.41% 3.95% 7.61% 14.0%



spherical 5.82% 12.5% spherical 7.06% 17.3%



I: Comparison of our GEM algorithm with the Baum-Welch variation. B. Comparison with the Baum-Welch Algorithm Although the SOMN-HMM model described in this paper has output densities modeled by parametric Gaussian mixture as the PHMM proposed in [6], but the SOMN-HMM algorithm presented in this paper can be easily simplified to learn traditional HMMs with Gaussian mixture outputs, which are usually learned by the Baum-Welch algorithm. To test the theoretical improvement of the SOMN-HMM learning algorithm over the Baum-Welch algorithm, we use these two algorithms and a same set of training data to learn the HMM. The training data sets are listed as follows: 1) Ballet performed by an actress, 4.3 seconds, captured under 66.6 frames-per-second, with complex dynamics (the actress rotates during about 80% of the performing time). 2) Ballet performed by an actor, 2 seconds, captured under 66.6 frames-per-second, with relatively less rotations but more jumping. 3) Cat walk performed by an actress, about 4 seconds, captured under 33.3 frames-per-second, with right arm raised (hold a rose). 4) Regular walk performed by an actor, about 4 seconds, captured under 33.3 frames-per-second. 5) Run performed by an actor, about 1.3 seconds, captured under 90 frames-per-second. 6) Three sets of modern dance, about 20, 25, 40 seconds respectively, captured under 66.6 frames-per-second, with limited global movement of the body but dynamical movement of upper body.



The comparisons are performed on 6 different configurations of the model. For each configuration and each training set, the model is trained 10 times with random initializations. Table I summarizes the average improvement of the SOMHHMM learning algorithm over the Baum-Welch algorithm on the convergence rate and the fitness measured in terms of likelihood. All training experiments set the number of components of the output densities to 35, a relatively large number to cover the complex distribution of 3D human motion. For all experiments, we use the PCA technique to select 30-dimensions from the 60-dimensional training motion data, containing the global movement and joint rotations, to train the model. Details about the preprocessing of the training motion is described in Section III. From the listed comparison data, we noticed that the SOMNHMM achieved obvious improvement on the convergence rate, averagely 14.3%. The improvement on the fitness of the model to the training data (measured by likelihood) is also obvious, averagely 3.51%. C. Experiments on Style-directed Motion Synthesis In order to synthesize motions automatically by giving new style values, we learn an SOMN-HMM from a set of training motions with similar temporal structure, which will be described by the transition probabilities of the learned SOMN-HMM model, and with different styles, which will be modeled by the style variable of the SOMN-HMM. Using the training motions as described above, we learned SOMN-HMM models from sets of Ballet, sets of walk and sets of modern dance. In this section, we present the result 3D animation of learning and synthesizing walks with variable style, because the walk motion has global movement evenly changing over the time, which can be illustrated in the 2D plane of this paper clearly. In this experiment, the training set X contains two motion sequences X 1 and X 2 as shown in Fig. 3 (a), where X 1 is regular walk captured from an actor, and X 2 is cat walk of an actress. One major difference between the style of X 1 and X 1 is that the actress had her right arm raised up but the actor has his both arms swinging naturally. Other differences includes that the regular walk seems muscular but the cat walk seems feminine. So we use a 2D style variable, θ, to describe the variation of styles, where the first dimension, denoted by θ(1) , is set to the ratio between the average height of the performer’s right arm and its body height, and the second dimension, denoted by θ(2) is used for distinguishing other style differences. From the captured training motion data, it is easy to calculate the average height of the right arm of the performer and the average height of the body. For the regular walk, the ratio, (1) (1) denoted by θ1 , is 0.43; for the cat walk, this ratio, θ2 , is 0.94. The sensuous difference on styles, such as muscular versus feminine, is difficult to quantize as the arm height. However, because we have exactly two training motions, we can simply use the value 0 and 1 for distinguishing. So we (2) (2) set θ1 to 0, and θ2 to 1.



Given X = {X 1 , X 2 } and Θ = {θ 1 , θ 2 }, we learn an SOMN-HMM model as discussed in previous sections to model the distribution of walk under the control of a 2D ˆ to describe style variable. By giving a new style value θ the desired arm height and the visual effects, for example, ˆ = [0.95, 0]T indicates muscular walk but with right arm θ raised as the cat walk, the user can synthesize new motion matching the desired style using the synthesis algorithm presented in Section IV. Fig. 3 (b) shows three synthesized walk motions, which, as presented from left to right, have the arm height in between of the two training motions and visual style changing smoothly from muscular to feminine. V. C ONCLUSIONS In this paper, we present our initial work on a new HMM learning algorithm, the SOMN-HMM, which, is an EM algorithm as the conventional HMM learning algorithm, the Baum-Welch algorithm, but, by considering the Gaussian mixture outputs of HMM as a whole, other than considering the each individual mixture component as the Baum-Welch algorithm does, the SOMN-HMM algorithm reduces one dimension of the hidden variable and thus achieves faster Estep. Moreover, by considering each Gaussian mixture output as a SOMN, the SOMN-HMM algorithm employs stochastic optimization in the M-step. Comparison experiments show that these differences makes the SOMN-HMM algorithm converges faster than the Baum-Welch algorithm, and is more tolerant to the numeric errors and the trapping of local optima during learning. Application experiments demonstrate the effectiveness of the SOMN-HMM algorithm on learning motions under control of style, and synthesizing motion by given new style values. R EFERENCES [1] Matthew Brand and Aaron Hertzmann. Style machines. In Proc. ACM SIGGRAPH, pages 183–192, 2000. [2] Keith Grochow, Steven L. Martin, Aaron Hertzmann, and Zoran Popovi´c. Style-based inverse kinematics. In Proc. ACM SIGGRAPH, pages 522–531, 2004. [3] Yan Li, Tianshu Wang, and Heung-Yeung Shum. Motion texture: A two-level statistical model for character motion synthesis. In Proc. ACM SIGGRAPH, pages 465–472, 2002. [4] D. Ormoneit and V. Tresp. Averaging, maximum penalised likelihood and bayesian estimation for improving gaussian mixture probability density estimates. IEEE Trans. Neural Networks, 9:639650, 1998. [5] Lawrence R. Rabiner. A tutorial on hidden Markov models and selected applications in speech recognition, pages 267–296. Morgan Kaufmann Publishers Inc., San Francisco, CA, USA, 1990. [6] Andrew D. Wilson and Aaron Bobick. Parametric hidden markov models for gesture recognition. IEEE Trans. Pattern Analysis Machine Intelligence, 21(9):884–900, 1999. [7] Hujun Yin and Nigel M. Allinson. Self-organizing mixture networks for probability density estimation. IEEE Trans. Neural Networks, 12(2):405–411, March 2001.
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