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Received 27 September 2012 Accepted for publication 9 November 2012 Published 21 January 2013 Online at stacks.iop.org/JNE/10/016014 Abstract Objective. Brains, like other physical devices, are inherently noisy. This source of variability is large, to the extent that internal noise often impacts human sensory processing more than externally induced (stimulus-driven) perturbations. Despite the fundamental nature of this phenomenon, its statistical distribution remains unknown: for the past 40 years it has been assumed Gaussian, but the applicability (or lack thereof) of this assumption has not been checked. Approach. We obtained detailed measurements of this process by exploiting an integrated approach that combines experimental, theoretical and computational tools from bioengineering applications of system identification and reverse correlation methodologies. Main results. The resulting characterization reveals that the underlying distribution is in fact not Gaussian, but well captured by the Laplace (double-exponential) distribution. Significance. Potentially relevant to this result is the observation that image contrast follows leptokurtic distributions in natural scenes, suggesting that the properties of internal noise in human sensors may reflect environmental statistics. S Online supplementary data available from stacks.iop.org/JNE/10/016014/mmedia



1. Introduction



a substantial source of variability that originates within the observer’s brain [1]; perhaps surprisingly, its magnitude is larger than the stimulus-driven choice variability [3]. In the words of two principal figures in the development of signal detection theory (SDT), ‘perhaps the single most pervasive characteristic of psychophysical data is the inconsistency of subjects when answering most questions we ask them about simple stimuli’ [4]. It may then seem surprising that relatively few efforts have been directed towards clarifying the properties and role of internal noise in human perception. The notion of an internally noisy representation is foundational to the classic textbook on SDT [5], yet the text devotes only 5 out of 500 pages (254–258) to the actual estimation of this quantity. In vision, it was not until 1988 that an influential article on internal noise was published [2], and the number of studies subsequent to that (e.g. [6–8]) is small in comparison with other topics that are arguably less relevant to a wider context. It seems legitimate to ask: Why? A possible answer is that internal noise, due to its very nature, is not under direct



The human sensory process is not deterministic: repeated presentations of the same physical stimulus do not necessarily lead to the same response [1]. In a typical laboratory setting this fact can be demonstrated by asking the human observer to choose, on every trial i of a long sequence of N trials, between two stimuli s[A] and s[B] i i presented on two successive intervals A and B (figure 1(C)), one of which (to be chosen by the observer) contains a target signal t (gray trace in figure 1(B)). The two stimuli are then corrupted by the addition of external noise n (black trace in figure 1(B)) roughly matched to the target signal in average energy content: if the target signal is presented in interval A (as in trial #2 in figure 1(C)), then s[A] = t + n[A] and s[B] = n[B] i i i i . Suppose we run 100 such trials, record the 100 corresponding binary responses returned by the observer, and then re-present the same 100 trials to the observer: on how many trials will he/she generate the same response to repeated presentations? This typically happens on 3 out of 4 trials [2], exposing the presence of 1741-2560/13/016014+13$33.00
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Figure 1. Visual stimulus and perceptual projection model. The stimulus (A) consisted of three regions; top and bottom were identical and displayed the target signal, a one-dimensional modulation of luminance along the horizontal dimension of space (gray trace in B). Only the central region (indicated by dashed outline in A) differed between ‘target-absent’ and ‘target-present’ intervals (presented in random order on each trial, see C); it contained one-dimensional noise (black trace in B) without (‘target-absent’) or with (‘target-present’) added target signal (for illustrative purposes, signal intensity has been increased by a ∼6× factor in this figure compared to typical threshold values in the experiments). The perceptual process is captured by the functional transformation H which maps the two stimuli presented on each trial onto a scalar value r plotted on the x axis in G (trial #n in C is mapped onto the value indicated by #n in G). The process selects interval A when r > 0 and interval B when r < 0 (randomly when r = 0). In the absence of internal noise the corresponding probability function for choosing A is shown by the gray line in G (unit step function). In the presence of an additive internal noise source (F) the function in G is the corresponding cumulative distribution: if internal noise is Gaussian (dashed trace in F) the corresponding probability of choosing interval A follows a cumulative Gaussian distribution, and similarly for Laplacian noise (solid lines). Notice that, due to the presence of external noise, r may take opposite signs even though the target was presented in the same interval (compare trial #1 with trial #3). In this study the transformation H is characterized via both first-order and second-order kernels [20], examples of which are shown in D and E respectively (aggregate estimates across observers from experimental series I for D and from experimental series III for E; see section 2).



2. Methods



control of the experimenter: it is a source of noise that sits inside the head of the human participant and acts largely independently of what is shown on the monitor [1]. This characteristic makes it relatively difficult to approach effectively. More specifically in relation to the current study, for several decades now it has been assumed that internal noise is normally distributed [2, 3, 5], however there has been no direct and systematic empirical validation of this assumption. It is difficult to tackle this problem because the internal response of the system consists of two sources: (1) a direct (deterministic) transformation of the stimulus carried out by the sensory circuitry (map from C to G in figure 1), (2) internal noise (figure 1(F)). Without direct access to the former, we cannot isolate the latter. In this article we describe a methodology whereby we make some minimal assumptions about the circuitry that carries out the transformation, we characterize the critical components of that circuitry, we project the stimulus onto its transformed value using this characterization, and finally extract the residual distribution of the noisy component. Our results indicate that internal noise is not Gaussian distributed, prompting reevaluation of a large portion of SDT models implemented so far.



2.1. Stimuli, tasks, observers 2.1.1. Experimental series I: Gaussian input, foveal bright target, temporal 2-interval-forced-choice (2IFC) presentation (figures 2 and 3(A)–(C), open symbols in figure 3(G)). Each trial consisted of two intervals, each lasting 50 ms, separated by a 500 ms gap (two interval forced choice design). A fixation cross was always present at the center of the screen. Each interval displayed a visual stimulus centered on the fixation cross. For descriptive purposes we can divide the stimulus into three square regions (each measuring 1.3 deg side): above, below and at fixation. Top and bottom regions displayed the target signal, which consisted of the smooth luminance modulation shown in figure 1(B) (gray trace). This modulation was only applied horizontally (luminance did not vary along the vertical dimension for a given region of the stimulus), so the stimulus was effectively one-dimensional. Because top and bottom regions were identical between the two intervals, they offered no useful information for performing the task; they served as reference markers to provide observers with a stable representation of the target signal they were asked to detect within the middle region. The latter region (indicated by dashed outline in figure 1(A)) contained the 2
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Figure 2. Kernel estimates and linear/nonlinear contribution. Three examples (from three different observers corresponding to symbols , ◦ and  in G,H) of first-order kernel estimates are shown in (A)–(C); gray color shows full kernel (shaded region comprises ±1 SEM), solid line shows target-present kernel, dashed line target-absent (see section 2.2.1). Corresponding examples of second-order kernel estimates are shown in (D)–(F); black line plots modulations along the diagonal direction (differential variance), white line plots marginal average along the orthogonal direction. Kernel SNR (see section 2.3) is plotted in (G) for target-absent (y axis) versus target-present (x axis) first-order kernels using solid symbols, and for second-order (y axis) versus first-order (x axis) kernels using open symbols. (H) plots model–human agreement (the percentage of trials on which the linear H1 projection returns the same response as the human observer) on the y axis versus human–human agreement (the percentage of trials on which the human observer generates the same response to repeated presentations of the stimulus sequence) on the x axis. Gray area shows region spanned by best possible model [27] (see section 2.6). Inset to H plots experimentally measured absolute efficiency on x axis versus efficiency predicted by the linear model [21]. Different symbols in (G)–(H) refer to different observers; error bars (smaller than symbol when not visible) plot ±1 SEM.



target signal in one interval (as shown in figure 1(A)) but not in the other one (randomly chosen on every trial); we refer to the two intervals with the terms ‘target-present’ and ‘targetabsent’. The middle region also contained a noisy luminance modulation; in the target-present interval, this modulation was added to the target signal. The noise modulation came from a Gaussian distribution with a standard deviation (SD) of 8.7 cd m−2 (background luminance was 35 cd m−2 ). At the end of the two intervals, observers were asked to indicate which interval (first or second) contained the target signal by pressing one of two buttons. They received trial-by-trial feedback on whether their response was correct or incorrect. Data collection was carried out in blocks of 100 trials; stimuli from the first 50 trials were identically represented during the last 50 trials but in randomly permuted order (double-pass technique [3]). At the end of each block, observers received feedback regarding their performance (percentage of correct responses) on the last block as well as on all blocks collected up to that point. We adjusted the intensity of the target signal for each observer to target threshold performance (sensitivity (d  ) across observers (mean ± SD) was 0.8 ± 0.2); this performance regime



corresponded to a target/noise ratio (ratio between the root mean square (RMS) of the signal and the SD of the noise) of 0.4 ± 0.1. We collected a total of ∼31K trials (∼3.9K per observer) on 8 naive observers with no knowledge of the goal and methodology of the experiments. Observers were paid 7 GBP h−1 for their participation. 2.1.2. Experimental series II: uniform-r-span input, foveal bright target, temporal 2IFC presentation (figures 3(D)–(F), solid symbols in figures 3(G) and (H)). The goal of these additional experiments was to deliver an external noise source that would span the projected output from the sensory process (r) uniformly rather than in a Gaussian fashion (as was done in experimental series I), so that an equal number of trials (and therefore experimental resolving power) would be allocated across r for the characterization of z versus r curves (see figures 3(D)–(F)). To achieve this goal we ran a computer simulation in which we generated stimuli for 100 000 trials without adding the target signal (only noise was used), and then projected each one of them onto a corresponding r value via the linear kernel experimentally derived from the first 3
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Figure 3. Shape estimates for the internal noise distribution. (A)–(F) plot empirical estimates of the quantity depicted in figure 1(G). These curves establish a probabilistic relationship between the scalar output r from the H projection (x axis) and the binary response z (choose interval A or B), hence we refer to them as z versus r traces (see section 2.4). (A)–(C) were derived from experimental series I (gray trace plots normalized number of trials as a function of r), (D)–(F) from experimental series II (trial allocation was uniform across r; open dots refer to estimates from trials with no added target signal, solid dots with added target signal; see section 2.1.2). Black solid lines in (A)–(F) show generalized Gaussian fits (see section 2.5); the corresponding scale (x axis) and shape (y axis) parameters are plotted in G for both experimental series I (open symbols) and experimental series II (solid symbols). Different symbols in G refer to different observers; error bars (smaller than symbol when not visible) plot ±1 SEM. Shaded region shows ±1 SD (across observers) around mean estimate from double-pass technique [3]. Distribution plots above and to the right of panel G refer to scale and shape estimates respectively; arrows indicate mean values. Solid line in (H) plots the probability density function corresponding to average (across observers) shape and scale parameters from experimental series II (shaded region shows ±1 SD across observers). Dashed line plots a Gaussian density with matched SD.



was potentially undefined), feedback was delivered by coding as ‘correct’ a response consistent with the linear projection.



experimental series (see section 2.2 for details on how the kernel was computed and section 2.4.2 for details on how the linear projection was applied). This sequence of 100000 r values was normalized to its SD; we then selected the subset of 25 trials with associated r values that spanned the ±4 range as close to uniformly as possible (minimum square difference). The stimuli associated with these 25 trials were presented to the human observers in randomly permuted order in blocks of 50 trials: the first 25 trials delivered the stimuli as returned by the simulation (i.e. without any added target signal); the second 25 trials delivered the same stimuli (in randomly permuted order) but with an added target signal to one of the two intervals. Except for small adjustments, we used the same target/noise ratio adopted for experimental series I (see above) which resulted in a sensitivity range of 0.9 ± 0.3 (mean±SD across observers). We collected a total of ∼59K trials (7.4K per observer) on the same 8 observers who participated in experimental series I. Trial-by-trial feedback was provided (as was done in experimental series I); for trials that did not contain the target (and for which correct/incorrect



2.1.3. Experimental series III: Gaussian input, foveal bright/dark target, temporal 2IFC presentation (figure 4). The goal of the third set of experiments was to prompt a nonlinear strategy on the part of the observers. This was achieved via the following simple modifications to the experiments detailed above: the bottom region of the stimulus contained a contrast-reversed (dark rather than bright) image of the target signal, to make observers aware that the target signal presented in one interval within the middle region could either consist of the positive (additive) modulation described above, or the negative image of this modulation (in other words the target could either be bright or dark, rather than just bright as in the previous experiments). Except for these minor changes, all other details were identical to those described above. As for the previous experiments, we adjusted target/noise ratio for each observer in the range 0.7 ± 0.3 to target threshold performance (d  range was 0.8±0.3). We collected a total of ∼78K trials (11.2K per observer) on seven naive observers; 4
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Figure 4. Shape estimates for the nonlinear case. Experimental series III was designed to prompt a nonlinear strategy on the part of observers (see section 2.1.3); the corresponding first-order and second-order kernels are shown in (A)–(C) and (D )–(F) respectively (same plotting conventions and same three observers as in figure 2(A–F)). (G)–(I) plot resulting z versus r traces (same plotting conventions as in figures 3(A)–(C)); solid symbols show reconstruction based on nonlinear projection H2 , open symbols based on linear projection H1 (see section 2.4). (J) plots kernel SNR using the same plotting conventions as in figure 2(G). (K) plots shape/scale estimates using the same plotting conventions as in figure 3(G).



of these, six also participated in experimental series I and II while one (symbol ) only participated in experimental series III.



2.2. Kernel estimation via cross-correlation 2.2.1. First-order. Following established methods [9, 10] first-order kernel estimates can be expressed as    (2δ[q − z] − 1)hˆ [q,z] , hˆ [q,z] = n[q,z] , (1) hˆ 1 = i 1 i



2.1.4. Experimental series IV: Gaussian input, peripheral bright target, spatial 2-alternative-forced-choice (2AFC) presentation (figure 5). The goal of the fourth set of experiments was to extend the results obtained with the two interval forced choice protocol (experimental series I–III) to the spatial two alternative forced choice protocol. All details were identical to experimental series I, except target-present and target-absent stimuli were presented simultaneously at 2.4 deg eccentricity to the left and to the right of the central fixation cross. Observers were asked to indicate which spatial location (left or right) contained the target signal by pressing one of two buttons. We adjusted target/noise ratio for each observer in the range 0.5±0.1 to target threshold performance (d  range was 1±0.3). We collected a total of ∼26K trials (4.3K per observer) on seven naive observers; of these, five also participated in experimental series I and II, one (symbol ) also participated in experimental series III, while the remaining observer (symbol ∗) only participated in experimental series IV.



q,z



was where q and z indicate whether the noise field n[q,z] i associated with the non-target (q = 0) or target (q = 1) interval and with an incorrect (z = 0) or correct (z = 1) response by the observer, and ·i is average across trials of the indexed type. Estimates obtained from ‘target-present’ and ‘target-absent’ stimuli are respectively defined as follows:  (2δ[z − 1] − 1)hˆ [1,z] and hˆ [1] 1 = 1 z



hˆ [0] 1 =







(2δ[z] − 1)hˆ [0,z] 1 .



z



The two estimates above are expected to be equal for a linear observer, but not necessarily for a nonlinear one [11–17]; they can therefore be exploited to test for linearity (or lack thereof). We offer an example of this application to the data in this study in section 3.1. 5
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Figure 5. Shape estimates for the spatial version of the forced choice experiment. In experimental series IV, target-present and target-absent stimuli were presented at two different spatial locations as opposed to different temporal intervals (see section 2.1.4). Same plotting conventions as in figure 4.



σn is the SD of the external noise source. For a decoupled process (output response is not a function of input stimuli) the expected value of SNRd is 0. For the second-order kernel (d = 2), the above prediction for RMS∗2 applies to the diagonal (variance) region of the differential covariance matrix hˆ 2 . √ The prediction for the offdiagonal region is scaled down by 2, so in order to compute SNR2 across the entire kernel we first multiply the off-diagonal region by this factor and then compute its RMS value.



2.2.2. Second-order. Second-order kernel estimates can be similarly expressed as [18, 19]:    hˆ 2 = (2δ[q − z] − 1) hˆ [q,z] − hˆ [q,z] ⊗ hˆ [q,z] , 2 1 1 q,z



  hˆ [q,z] = n[q,z] ⊗ n[q,z] . i i 2 i



(2)



Under this formulation hˆ 2 represents a differential covariance matrix [20]. The shape of hˆ 2 can be used for the purpose of reverse-engineering, i.e. to infer the cascade structure underlying the perceptual process [19, 20] (see section 4.2).



2.4. Derivation of z versus r curves via H projection 2.4.1. Volterra expansion formulation of H projection. We can approximate the perceptual projection to its second-order nonlinearity using the following expression [17, 20, 22, 23]: 1 r = H1+2 (s) = H1 (s) + H2 (s), (4) 2σn2 where the linear term is H1 (s) = hˆ 1 , s and the nonlinear term is H2 (s) = hˆ 2 , s ⊗ s (same feature mapping used by polynomial classifiers in machine learning [24, 25]). The linear kernel hˆ 1 and nonlinear kernel hˆ 2 are estimated from data using expressions 1 and 2. Equation 4 can be viewed as a generalization of the Taylor series to several variables ([23]). Its original formulation involves inner products rather than convolutions [22, 23] because, for the psychophysical observer, the latter formulation reduces to the former [19, 20].



2.3. Kernel SNR This metric evaluates kernel RMS against the expected RMS∗ for a kernel consisting of noise alone, i.e. originating from a decoupled input-output process [20, 21]. It is therefore not restricted to specific assumptions about the underlying process (e.g. linearity). First we define it as SNRd = log(RMSd /RMS∗d ),



where d is kernel order. We have



(3)







2N , N [1] N [0] where N is the total number of collected trials, N [1] and N [0] are the number of correct and incorrect trials respectively, and RMS∗d
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The PDF expression above was used to generate the solid curve in figure 3(H). The two free parameters σ and β are termed ‘scale’ and ‘shape’, respectively; a Gaussian distribution is obtained for β = 2, a Laplace distribution for β = 1, a uniform distribution for β → ∞. Fitting was weighted (by number of trials per estimate) for experimental series I, III and IV (number of trials was equal across estimates for experimental series II so weighting was ineffectual). We relied on the Nelder–Mead minimization algorithm as implemented by Matlab function fminsearch. The starting parameters were selected to favor √ the Gaussian hypothesis by setting shape to 2 and scale to 2 (corresponding to a normal distribution).



2.4.2. Linear projection (experimental series I–II). For experimental series II, where we only presented 50 distinct trial samples (25 with a target signal and 25 without), we computed the corresponding 50 r values under the linear projection:    [B]  = hˆ 1 , s[A] , (5) − s[B] ri = H1 s[A] i − si i i ˆ where h1 was estimated from experimental series I. Because this linear projection was used to select the 50 stimuli in the first place, we know that the projected values will span r uniformly. We then generated two separate z versus r traces (shown by solid and open symbols in figure 3(D)–(F)) for the two sets of 25 stimuli by simply estimating the probability of choosing interval A directly from the responses generated by the human observer for each specific sample (via averaging across the corresponding trials). For experimental series I, the same dataset supported hˆ 1 estimation and s → r projection. It was therefore necessary to use a cross-validated procedure [26]: we split the dataset into even and odd trials; we used the even trials to estimate hˆ 1 and projected the odd trials under H1 (equation 5); we then used the odd trials to estimate hˆ 1 and projected the even trials; finally we combined even and odd projected r values, binned them into 25 uniformly spaced intervals spanning the r range, and derived z versus r traces from the human trial-by-trial responses.



2.6. Model–human agreement and maximum achievable predictability (figure 2(H)) For each observer we split the dataset from experimental series I into two halves (even versus odd trials) as already explained in section 2.4.2. We used one half to estimate hˆ 1 and projected the remaining half onto z using this estimate combined with the linear projection H1 (equation 5) and binary conversion of r (choose interval A/B when r = r[A] − r[B] is greater/smaller than 0) to obtain a simulated sequence of binary responses. We then measured model–human agreement as the percentage of trials (from the latter half) on which the human response matched the simulated response [27, 19]. We repeated the process by swapping the two halves, and averaged the two estimates for human–model agreement from the two folds. The resulting quantity is plotted on the y axis in figure 2(H). Human–human agreement was simply computed as the percentage of trials on which the human observer generated the same response for the two passes from experimental series I. This quantity can be used to establish upper and lower bounds on the maximum achievable model–human agreement [27]: human–human agreement α itself sets the lower bound, while √ 1+ 2α−1 sets the upper bound. These two bounds define the 2 shaded region in figure 2(H). The reader is referred to [27] for a detailed analytical derivation of this result.



2.4.3. Nonlinear projection (experimental series III–IV). For experimental series III, the procedure was identical to the one described above for experimental series I except we used the nonlinear projection:     − H2 s[B] ri = H2 s[A] i i we omitted the linear H1 term because, under nonlinearity, the hˆ 1 estimate is generally biased [19, 20], and because the linear contribution was relatively small in these experiments (section 3.4). Our conclusions are not dependent upon this choice: we obtained virtually identical results when we implemented the full H1+2 projection (see equation 4), which we did for experimental series IV as in this case the linear contribution was substantial while the nonlinear one was relatively small (but significant, see section 3.5). For both experimental series III and IV, the same dataset supported hˆ 1 /hˆ 2 estimation and s → r projection; it was therefore necessary to adopt the cross-validated procedure already described in relation to experimental series I (see section 2.4.2).



2.7. Internal noise estimates from double-pass technique (shaded region in figures 3(G), 4(K) and 5(K)) The procedure adopted for double-pass estimates (from experimental series I, III and IV) has been detailed in previous publications [2, 3]. Briefly here, for a 2AFC task we assume that the internal response before the addition of internal noise follows a normal distribution for the ‘target-absent’ stimulus, and a normal distribution with mean din for the ‘target-present’ stimulus [5]. Each response is added to a Gaussian noise source with standard deviation σn ; only this noise source differs for repeated presentations and represents internal noise. On each trial, the model selects the stimulus associated with the largest response. Different din and σi values correspond to different percentages of correct responses ρ and percentages of same response to repeated presentations α. We selected the two values for din and σi that minimized the mean-square error between the predicted and the observed values for ρ and α. Notice that this procedure delivers an estimate of overall intensity for internal noise, but not its distribution.



2.5. Generalized Gaussian fit (figures 3(G)–(H), 4(K) and 5(K)) We fitted (via minimization of mean square difference) the following cumulative distribution function to the z versus r curves:  β 1 1 + sgn(x)γ |x| ,β σ , CDF(x, σ, β ) = 2 where the lower incomplete gamma function (γ (x, a) =



xγ −tis a−1 1 e t dt). The corresponding probability density (a) 0 function is   |x|



β



βe− σ  . PDF(x, σ, β ) = 2σ  β1



7
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randomly when ri = 0). This system generates an empirically measurable binary output zi . To capture the intrinsic variability displayed by real observers, we follow current literature (e.g. [29]) and insert a late additive noise source [5, 10] to obtain a new decision variable r˜i = ri + . The question now is: What is the distribution of the random variable ? We can directly manipulate/measure only s and zi , but suppose we could also access (or indirectly compute an estimate for) ri . Over many trials we could then derive an estimated probability function for z over r. For a noiseless system ( = 0) this function would be the unit step function (u(x) = 0 for x < 0 and =1 for x > 0, not analytic at 0), indicated by the gray line in figure 1(G). In the presence of a noise source with a specific probability density function (figure 1(F)), it would be its cumulative distribution (black lines in figure 1(G)). We could then use the latter to estimate the former, which is the strategy adopted here. However we must first gain access to ri , requiring adequate characterization of the underlying stimulus-response transformation H. As a first step we assume H to be linear (an assumption which we check below), allowing us to write r = H1 (s) = h1 , s and deploy established reverse correlation techniques to obtain an estimate hˆ 1 for the linear kernel [9] (see section 2.2.1). Figure 2(A)–(C) show 3 examples of such estimates from a pool of 8 observers (average of ∼4K trials per observer) in the presence of a Gaussian external noise source n. As expected [16, 17] these kernels broadly resemble the target signal (compare gray traces in figures 2(A)–(C) with gray trace in figure 1(B)).



Our primary implementation of the estimation procedure for double-pass estimates involved Gaussian noise (see above) in order to establish a link with existing literature (which has invariably relied on the Gaussian assumption), however we also implemented the Laplacian version and found that the discrepancy in estimated internal noise intensity was relatively small (in the order of 2–3%, the Laplacian estimates being larger than the Gaussian ones). 2.8. Simulation of the entire chain: hˆ 1 estimation, H1 projection, z versus r curve reconstruction, scale/shape estimation We implemented a simulated linear observer and applied the same estimation procedure that was employed for real observers in experimental series I. The resulting scale/shape estimates are plotted in the supplementary figure available at stacks.iop.org/JNE/10/016014/mmedia for a simulated observer corrupted by Gaussian (open symbols) or Laplacian (solid) internal noise. More specifically, the simulated observer applied the linear projection t, s (i.e. it used the target itself as template) to 4K trials of input stimuli s with the same characteristics used in experimental series I. Its output r√was corrupted by an additive noise source of SD equal to 2 (roughly matching the average estimate from a previous large-scale study [3]), resulting in near-threshold performance comparable to the average human value. We ran two separate sets of simulations for Gaussian and Laplacian internal noise with scale/shape values equal to 2/2 and√ 1/1 respectively (these values correspond to matched SD of 2). The simulated r output was converted into a binary response via the unit step function, and linear kernel estimation (equation 1) was applied to the resulting response sequence. The estimated hˆ 1 kernel was then used to re-project the s input onto r; the resulting r projection was used in combination with the binary sequence generated by the simulated observer (not the estimated kernel) to reconstruct z versus r curves using the same cross-validated procedure adopted for the human data (see section 2.4.2). We then applied the generalized Gaussian fit detailed above to obtain the corresponding scale/shape estimates. We ran 100 simulations for both Gaussian and Laplacian noise; each dot in the supplementary figure available at stacks.iop.org/JNE/10/016014/mmedia corresponds to one simulation.



3.1. Linearity checks Before proceeding further, we carried out a series of four independent checks to ensure that the linearity assumption was applicable to this experiment. A well-known prediction of the linear H1 model is that hˆ 1 should be the same regardless of whether it is computed from noise fields associated with the target-present or the target-absent stimulus [9, 10]; significant departures from this prediction are routinely used to diagnose the potential presence of substantial nonlinear processing [11–17]. As visible in figures 2(A)–(C), hˆ 1 estimates from target-present (solid) and target-absent (dashed) noise fields were similar; to quantify this effect across observers we plot kernel SNR (see section 2.3) for the two estimates on opposite axes in figure 2(G). Data points fall around the diagonal unity line (paired two-tailed Wilcoxon test between x and y values returns p = 0.46), consistent with the linear prediction. A related (but additional and independent) check involved estimating the relative contribution of second-order nonlinearities. For this purpose we approximate H to second order using the modified Volterra expansion [17, 20, 23] r = H1+2 (s) = h1 , s + h2 , s ⊗ s (⊗ is outer product and ·, · is inner product extended to matrices; see equation (4) in section 2). Using established techniques [20] we can recover hˆ 2 estimates for the nonlinear (second-order) kernel, three examples of which are shown in figures 2(D)–(F). These estimates do not appear to contain consistent structure, as confirmed by plotting kernel SNR for hˆ 1 (x axis) versus hˆ 2



3. Results Central to SDT is the decision variable assumption [5, 28]: regardless of the dimensionality of the incoming stimulation, each stimulus is mapped onto a scalar value which is meant to reflect how likely the corresponding stimulus is to contain the target signal. The observer then chooses the stimulus associated with largest estimated likelihood. The transformation of interest is therefore specified by the functional H : s → r, where r is the (scalar) decision variable [20]. The two stimuli delivered on each trial i are mapped [B] by this perceptual machinery; the onto r[A] = H(s[A] i ) and r observer chooses interval A when ri = r[A] −r[B] is greater than 0 (the observer chooses interval B when ri < 0 and chooses 8
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(open symbols): values for the former were ∼1.4 on average, while they were ∼0.15 for the latter. Because SNR as defined here is a logarithmic metric (see equation 3 in section 2.3), this difference means that the normalized RMS content of hˆ 1 estimates was two orders of magnitude larger than the corresponding hˆ 2 estimates, indicating that the second-order nonlinear contribution to the process was minuscule compared to the linear one. We performed two additional checks based on predictive power of the linear kernel [21, 27]. First, we measured trialby-trial agreement between the human responses and those returned by the H1 projection using a two-fold cross-validation technique (see section 2.6). The range for maximum predictive power of human–model agreement (y axis in figure 2(H)) can be established by measuring human–human agreement in response to two identical passes of the same set of stimuli [27] (see section 2.6); we plot this quantity on the x axis. The region of optimal prediction is shown by gray shading, and it can be seen that our dataset falls within this region. This result demonstrates that the H1 projection captures the human process adequately on a trial-by-trial level. A related (but additional and independent) check involved estimating absolute efficiency (an aggregate metric across trials) for the H1 projection using an established methodology which does not rely on human–human agreement but only on the hˆ 1 estimate (together with other easily accessible quantities; the reader is referred to [21] for details). Predicted absolute efficiency is plotted on the y axis in the inset to figure 2(H), versus its empirically measured values on the y axis; the two quantities are not significantly different (p = 0.46 on a paired two-tailed Wilcoxon test), providing further evidence for the suitability of the H1 formulation.



a Laplace distribution (horizontal solid line in figure 3(G)). More specifically, we reject the Gaussian hypothesis at p < 0.02 (two-tailed Wilcoxon test for shape values different from median of 2) and accept the Laplacian hypothesis at p = 0.74 (two-tailed Wilcoxon test for shape values different from median of 1). With relation to the scale parameter, the present estimates are in overall agreement with those obtained from the double-pass technique commonly adopted in the literature [2, 6, 3] (the range spanned by double-pass estimates for our dataset is shown by the gray shaded region in figure 3(G); see section 2.7 for further details on how they were obtained). 3.3. Linear projection with uniform span of decision variable A limitation of the above procedure is that, because the external noise source was Gaussian, the resulting linear projection onto r is also Gaussian and therefore allocates more data to the region near r = 0: estimates of z outside ±2 standard deviations (SD) of r are based on very few trials (see gray traces in figures 3(A)–(C) reporting trial allocation). It is therefore possible that our shape estimates were inaccurate due to inadequate sampling of the z versus r traces, a possibility which we wished to exclude. For this purpose we generated stimuli for 100K trials in software, projected them under H1 , selected 25 spanning the ±4 range (in units of SD of r) uniformly, and presented only those (for the same number of times each) to the human observers (average of ∼7K trials per observer; see section 2.1.2). This data mass, allocated uniformly to span the r range, allowed accurate reconstruction of the z versus r traces as shown by the three examples in figures 3(D)– (F) (open symbols refer to trials on which only noise was presented in both intervals while solid symbols refer to trials on which one interval also contained an added target (as in the previous experiments); the two reconstructions overlap, further corroborating the applicability of the linear projection). The corresponding shape/scale estimates (solid symbols in figure 3(G)) from the generalized Gaussian fit matched those obtained earlier (open symbols) and showed a reduction in scatter across observers (more specifically with relation to the shape parameter, we reject the Gaussian hypothesis at p < 0.01 (same tests as above) and accept the Laplacian hypothesis at p = 0.31). Figure 3(H) shows the aggregate (across observers) probability density function for internal noise inferred from these more accurate shape/scale estimates (solid line), together with a Gaussian distribution of matched SD (dashed line). It is clear that the human data departs from the Gaussian assumption. Incidentally, the experiments with uniform span of r not only confirm the results obtained earlier, but also establish that the characteristics of internal noise are robust to changes in ensemble statistics of the incoming stimulation.



3.2. Linear projection with Gaussian span of decision variable We then projected stimuli from individual trials onto ri using the H1 model and derived probability functions for z at 25 different binned values of r. Figures 3(A)–(C) show 3 examples of the curves obtained using this procedure; as expected they present a sigmoidal shape. Although these curves share similarities with standard psychometric curves [5], they differ in that the x axis does not plot stimulus intensity but the projected output from the perceptual machinery in response to the stimulus, which approximates more closely the correct dimension over which internal noise is defined [3, 5, 30]. We then fitted to these traces a generalized Gaussian cumulative distribution function characterized by both scale and shape parameters (see section 2.5), which we plot on opposite axes in figure 3(G) (open symbols). The two estimates present a mild tendency to covary positively (larger/smaller scale estimates tend to pair with larger/smaller shape estimates), which we expect for the procedure used here (see supplementary figure available at stacks.iop.org/JNE/10/016014/mmedia). Of particular interest for the present discussion is the shape parameter (y axis) which equals 2 for a Gaussian distribution (indicated by horizontal dashed line in figure 3(G)). Our dataset falls mostly below this value and is centered around 1, the value corresponding to



3.4. Nonlinear projection The results presented so far demonstrate the inapplicability of the Gaussian assumption under conditions of linearity, but it is unclear whether this result would extend to nonlinear projections. To address this issue we cannot rely on data obtained from the experiments detailed earlier, because the 9
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specific design of those experiments was optimized towards prompting linear behavior on the part of the human observers. We therefore redesigned the experiments to target nonlinear behavior, and collected ∼80K more trials in seven observers (average of ∼11K trials per observer). In the new version of the experiment, the target signal could be either t or −t (bright or dark; see section 2.1.3). A linear strategy fails under these conditions, because the average response to the targetpresent stimulus equals the average response to the targetabsent stimulus. As expected, the nonlinear kernels associated with this task (see figures 4(D)–(F) for 3 examples) were well structured, while the linear kernels (figures 4(A)–(C)) were 1 order of magnitude smaller than in the previous task (compare scale of y axis between figures 4(A)–(C) and figures 2(A)–(C)) and showed no consistent structure across observers. In line with expected indications of substantial nonlinear processing [16, 20], kernel SNR differed between target-absent and targetpresent first-order kernels (solid symbols in figure 4(J) tend to fall above diagonal unity line at p < 0.05, same tests as above) and second-order kernel SNR was no smaller than first-order kernel SNR (open symbols fall around unity line at p = 0.3). The above-detailed analysis indicates that our new task/design was successful in prompting nonlinear behavior on the part of the human observers. We then recovered z versus r traces as before, but this time under H2 projection (see section 2.4.3); the 3 examples in figures 4(G)–(I) show that the H2 reconstruction was sensible (solid symbols), while the open symbols show that the H1 was not. The corresponding shape/scale estimates (figure 4(K)) fell within similar ranges to those estimated under linear projection (figure 3(G)). More specifically, we reject the Gaussian hypothesis at p < 0.02 and accept the Laplacian hypothesis at p = 0.94 (same tests as above).



in the same interval; one stimulus was located to the left and the other one to the right of central fixation. Observers were asked to select which stimulus (left versus right) appeared to contain the target signal (see section 2.1.4). Except for this difference in presentation mode, all details were identical to those depicted in figure 1. Figures 5(A)–(F) show the corresponding first- and second-order kernels. Because the visual stimuli occupied peripheral as opposed to central vision, first-order kernels are broader than those obtained in the fovea (compare with figures 2(A)–(C)). The contribution of second-order nonlinearities was small as in the earlier experiments (see open symbols in figure 5(J)), however there was a measurable difference between target-present and target-absent kernel SNR: solid symbols fall above the diagonal unity line in figure 5(J) (p < 0.02). This result indicates that nonlinear effects, although small, were not negligible. We therefore implemented the full H1+2 linear-nonlinear projection to reconstruct z versus r traces (figures 5(G)–(I)). The corresponding shape/scale estimates (figure 5(K)) fell within the same range estimated from earlier experiments (figures 3(G) and 4(K)). More specifically, we reject the Gaussian hypothesis at p < 0.02 and accept the Laplacian hypothesis at p = 0.94 (same tests as above).



4. Discussion 4.1. Summary of results To summarize our results, we have demonstrated that the statistics of internal noise conform to a distribution more kurtotic than Gaussian under two substantially different projections (linear versus nonlinear) in four separate experiments involving different tasks (figures 2–3 versus figure 4) and presentation modes (figures 2–4 versus figure 5). Furthermore, our estimates were independent of the perturbation externally induced onto r (Gaussian versus uniform, compare open and solid symbols in figure 3(G)). When pooled across all 30 independent measurements, the shape index is estimated at (mean ± SEM) 0.95 ± 0.08 (median value 0.99), indicative of a Laplace distribution. A related result was obtained in a series of psychoacoustic experiments using a more indirect method: it was found that Laplace-distributed internal noise provided a better fit than its Gaussian equivalent to multi-category judgments in a four-way identification task [31]. We are not aware of any other study that carried out a direct comparison among different types of internal noise distributions. In relation to earlier literature, our results are opposite to those predicted by the neural quantum (NQ) theory proposed by Stevens [32] and heavily debated in the 1970s [33]: this theory assumed uniform noise spanning a range determined by the size of the NQ, corresponding to a large (→ ∞) shape parameter.



3.5. Spatial versus temporal interval choice In all the experiments detailed above, observers were asked to make a binary choice between two stimuli presented in successive temporal intervals; this protocol is termed two interval forced choice (2IFC). Our motivation for adopting this specific design was twofold: 1) kernel reconstruction is known to be more accurate under forced-choice paradigms as opposed to yes-no protocols in which only one stimulus is presented on a given trial [20]; 2) SDT was largely developed in the field of auditory psychophysics [5] where the 2IFC protocol is ubiquitous, and we wished to relate our results to this extensive literature. In visual experiments, however, forced-choice protocols are often implemented by asking observers to choose between two stimuli presented at two different spatial locations, rather than at two different times; this protocol is termed spatial two alternative forced choice (spatial 2AFC). We were interested in determining whether our results with the 2IFC protocol would extend to the spatial 2AFC protocol. This issue is relevant not only in relation to experimental design, but also to the possibility that internal noise may be Laplace distributed for temporal judgments and Gaussian distributed for spatial judgments. We therefore performed additional experiments in which observers were presented with both target-present and target-absent stimuli



4.2. Generalizability/specificity of results The distribution estimates reported here have been derived under the assumed model outlined in section 3 (see also section 2.4.1). It is therefore necessary to examine how general 10
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via SNR analysis, see section 2.3). If, as it was found for experimental series I–II (section 3.1), the contribution from the nonlinear component is negligible, we then proceed to model the system as linear (section 2.4.2). If, as it was found for experimental series III–IV (section 3.4), the contribution from the nonlinear component is substantial, the system is modeled accordingly (section 2.4.3). Does the representation outlined above encompass a sufficient variety of potential models underlying the deterministic (i.e. stimulus-driven) component of the system? It certainly does insofar as those models carry a substantial second-order nonlinear component [34]. Consider for example a model where the deterministic component of the decisional variable (i.e. the output from the system before adding internal noise and converting to binary decision) is generated by a linear filter followed by a static nonlinearity, as opposed to just linear filtering. Does the approach adopted here account in some way for the added nonlinearity preceding the internal noise source? It accounts for it because the proposed model structure, also known as a Wiener cascade system [35], makes a specific prediction for the shape of second-order kernels [22, 23], and we have explicitly estimated these objects in the present study. In experimental series I we established that modulations within second-order kernels were negligible (section 3.1), a result consistent with linear filtering alone; this result would not be expected had there been a substantial contribution from a static nonlinearity immediately following the linear filter [20]. Similar logic applies to other models, for example one where the deterministic component is generated by a static nonlinearity applied to the stimulus before linear filtering, a structure known as a Hammerstein cascade system [34, 35]. This model makes specific predictions for first- and secondorder kernels [17, 20], allowing our methodology to diagnose its presence and potentially incorporating its contribution (as was done for experimental series III–IV). The two models described above and their variants, no matter how complex, obviously represent drastic simplifications over the actual processing that occurs in the different visual areas operating inside the human observer. The question of interest here however is not whether these models are veritable representations of every aspect of the relevant physiological substrates: they most surely are not. The critical question is whether these models can represent all accountable variability in human behavioral responses under the conditions of our experiments. We have provided an explicit demonstration that the answer is affirmative in the context of experimental series I, where we have shown that the adopted characterization (based on first-order kernel estimates) is able to predict human trial-by-trial responses with an accuracy that falls within the maximum range theoretically possible (section 3.1). Further elaborations on the adopted model (which in the case of experimental series I was linear) would violate the principle of parsimony: given that the simplest conceivable model consisting of a linear filter (followed by noise and binary decision) accounts for all the variability in the data available for accountability (figure 2(H)), it would seem extravagant to equip it with additional elements. Finally, we consider the plausibility of the key assumption detailed at the beginning of this section, i.e. that the



this model is, and how critically our conclusions may depend on specific assumptions associated with it. There is in fact only one critical assumption underlying our model: that the bulk of internal noise can be adequately captured by a late additive noise source [3]. All other features of the assumed framework are either indispensable or sufficiently general to encompass any reasonable account of the underlying perceptual process (see below). For the purpose of discussing this issue at this stage in the article, it is more productive to examine the model in reverse order: from psychophysical response to stimulus, rather than the other way around. In all the experiments reported here, the system under study (the human observer) was forced to generate an unbiased binary choice between two alternatives: first interval versus second interval (experimental series I–III), left stimulus versus right stimulus (experimental series IV). Regardless of any processing assumed to occur before the decisional stage, there is only one plausible manner in which this stage can be modeled: two figures of merit are returned by the system for the two alternatives; the system chooses the alternative associated with the largest figure of merit [5, 28]. So far the term ‘figure of merit’ is used in the most general sense possible, i.e. it is a noisy estimate (generated by the system) of how likely that alternative is to contain the target signal, with no specific description of how that estimate is arrived at. In our framework, the decisional process is modeled by attaching a variable x to stimulus alternative A, a similar variable y to stimulus alternative B, and by choosing the largest of the two via the unit-step function [20] (choose A if x − y > 0, otherwise choose B). This formulation is merely an implementation of the ‘figure-of-merit’ concept: once the decisional variable assumption (detailed above) is accepted, the unit-step-function as a generator of the binary response is the only sensible choice for modeling the psychophysical observer. As for the decisional variable assumption itself [28], it underlies virtually all existing quantitative models of psychophysical performance under two alternative-forcedchoice conditions. It is less obvious how the decisional variable itself (the figure of merit) should be modeled. This variable represents the outcome of all the different processing stages carried out by the perceptual machinery together with any associated internal noise sources. The critical assumption we make here is that the final decisional variable is the summed outcome of two separate variables: a deterministic quantity generated by a noiseless implementation of the perceptual machinery, and a noisy quantity that captures all the intrinsic variability in the system (section 3). Our goal is to characterize the distribution of the latter quantity; given the assumption just stated, this can be achieved by adequately capturing the deterministic quantity (and essentially subtracting it out). We emphasize that we do not make restrictive assumptions about the deterministic output of the system, in that we model it using the very general framework afforded by the Volterra expansion (section 2.4.1). For example, we do not assume that this quantity is the outcome of linear filtering. Instead, we characterize both linear and nonlinear components of the underlying process (section 2.2) and determine their relative contributions (e.g. 11
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aggregate effect of internal noise throughout the system can be adequately captured by a late additive noise source (which does not imply that noise only exists in this form within the system when viewed with relation to its physiological substrate). This assumption is commonly adopted throughout the literature (e.g. [29]). There are several lines of evidence to support this notion. Internal noise estimated under this assumption is comparable across a wide range of tasks, stimuli and sensory modalities [3]. For a given set of stimulus/task conditions, experimental manipulations associated with substantial changes in perceptual strategy on the part of the observer (as well as changes in sensitivity) do not lead to appreciable changes in internal noise intensity [6, 17], i.e. when estimated under the assumption detailed above, internal noise is invariant across a remarkable range of conditions and manipulations. This result is also demonstrated by the data reported in the present study: figures 3(G), 4(K) and 5(K) all present remarkably similar characteristics for the internal noise source from experiments involving different tasks, stimuli and presentation modes, indicating that the assumption of late additivity is sensible, or at any rate parsimonious.



sensory process), it may to some extent reflect spontaneous ongoing activity [39, 40]. Recent physiological measurements in cortical preparations indicate that this activity is structured [41–43], and that its properties resemble the statistics of the environment where the sensor normally operates [44]. It is perhaps relevant in this context that the natural statistics of image contrast (as well as sound intensity [45–47]) is typically leptokurtic [48] (kurtosis greater than Gaussian) with a shape index close to Laplacian [49, 50], as we have found here for internal noise. This similarity may be coincidental; alternatively it may reflect the adaptive properties of the sensory process [44], thus offering a meaningful link between our measurements and the characteristics of natural scenes. The above interpretation is highly speculative and certainly not exclusive of others. For example, if we assume that the perceptual system can partially optimize noise distribution under the constraint of a fixed irreducible limit on its overall energy content, Laplace statistics may deliver (under general-purpose conditions and tasks) a more efficient z versus r transducer for a Laplace-distributed signal from natural statistics [51, 52]. Other interpretations are possible: a Laplacian distribution may reflect the presence of exponentially distributed noise that is added separately to r[A] and r[B] before they are combined (via subtraction) to generate the final output. Our results do not allow us to draw firm conclusions as to why internal noise may follow a Laplace (or quasi-Laplace) distribution; however they do allow us to challenge the long-held assumption that sensory internal noise is Gaussian distributed [5, 3], an assumption which we have falsified under a representative range of early vision experiments.



4.3. Relations to ideal observer theory For the majority of the experiments reported here (more specifically experimental series I–II and IV) the ideal observer is simply implemented by linearly matching the input stimulus to the signal [5]: t, s. For one set of experiments (experimental series IV) the ideal decisional variable is et,s + e−t,s (see [36, 37]). Both implementations can be subsumed under the Volterra formulation adopted here: the linear ideal observer simply corresponds to an H1 projection with h1 = t, while the nonlinear ideal observer with rule specified above is well approximated by an H2 projection (contrast energy detector). Previous authors have considered ideal or near-ideal observer models with a late additive internal noise source as potentially adequate representations of human observers [38]; as briefly explained above those models share similarities with the perceptual projections adopted in this article, however they differ in that the underlying kernels were solely or primarily constrained by the stimulus [38] (as opposed to our explicit empirical characterization), and the internal noise source was assumed Gaussian [29] (an assumption which we did not make, but rather set out to test). To summarize the above, ideal observer theory falls within the same family of modeling strategies to which the approach adopted here belongs, emphasizing the substantial relevance and impact of the results reported in this study to theoretical tools within and beyond SDT. At the same time, the strategy employed in the present study is more general and allows for empirical verification of facts that are merely assumed by ideal observer theory and its noisy variants [5, 38]. It is this additional degree of flexibility that allowed us to put to test the assumption of Gaussianity for the internal noise source.
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