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Abstract - This paper describes a software package used to simulate the OSI Network Layer of packet-switching networks. The need for such a tool is presented. Architecture, organisation, algorithms, and user’s view are described and explained.



I Introduction Packet-switching networks (PSNs) are communications networks where units of information called packets are individually switched between packet switches also referred to as routers. The global Internet, wireless communication systems, ad-hoc networks, and sensors networks are some of the examples of PSNs. They have experienced unprecedented growth that is going to continue in the foreseeable future. The evolution of PSNs and improvements in their design depend strongly on the ability to predict systems performance using analytical and simulation methods. For instance, the dynamics of large PSNs might significantly influence the performance of proposed new protocols and routing schemes. In general, protocol independent simulation tools are needed to better understand which characteristics the protocols should have. One of the authors has had extensive experience in this research and has supervised the development of four different generations of simulation environments. Results obtained using the first generation are reported in [1] and [2], while those obtained using the second and third generations are described in [3] and [9]. Some of the results obtained so far using the fourth generation software are reported in [4], [5], [6], [7], and [8]. This paper focuses on the description of second-generation software package called Datanetwork.exe. This package is a “digital laboratory” used to run “digital experiments” to test various hypothesis and to test the obtained results against real experimental data. An explanation of the mathematical algorithms employed to create Datanetwork.exe and a description of simulation results obtained by employing to simulate various network configurations can be found in [4] and [9]. DataNetwork.exe was developed to run under Microsoft Windows 95 and Microsoft Windows 98. No extensive test has been made under Microsoft Windows 2000 and Microsoft Windows XP, but it seems to operate correctly also under these



two operating systems. The primary aim of DataNetwork.exe was to provide an interactive, real-time, GUI-based tool to allow visualisation of the dynamics of the network being modelled. DataNetwork.exe has been very successful in achieving this goal. However, the intrinsic slow response of computer display technology and the large amount of data to be generated for some digital experiments, made it clear that to simulate relatively large size PSNs required to eliminate the real-time GUIs. In fact, Datanetwork.exe, as any program with real-time GUIs, is not optimal for running in batch mode large number of simulations. It can do it, but it requires very long time [9]. This consideration and the need to analyse the dynamics of the networks under multiple values of probability of packet creation at each network node created the need to utilise in batch mode the Linux-based computing facilities of the SHARCnet [10]. Since DataNetwork.exe cannot run under the Linux operating system. It was decided to modify and adapt DataNetwork.exe creating DataNetworkCore-1.0, a program without GUIs capable of running under Linux on the SHARCnet. DataNetworkCore-1.0 is the third generation software [3]. Subsequent research on flow and congestion of PSNs required further functionality and performance and led to the development of the fourth generation software package still running under Linux in batch mode, the package called Netzwerk-1. Architecture, organisation, and other details of Netzwerk-1 can be found in [8] and [10]. Datanetwork.exe remains unparalleled for allowing quick and intuitive verification, in visual terms, of one’s ideas about a particular PSN configuration. It is particularly well suited for small networks, with a square lattice of 25 x 25 nodes. Up to 50 x 50 nodes have been tested, but the response becomes very slow. Improved computer technology, both in terms of microprocessor speed and memory size, are expected to improve the response time for lattices of 50 x 50 nodes in the next three to five years. This paper describes Datanetworks.exe. The need for such a tool is presented. Architecture, organisation, algorithms, and user’s view are described and explained. In particular, the discrete time routing algorithm is explained, with attention to the update of routing information, the creation of new packets, and their routing.
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II. Architecture In the experiment to study flow and congestion of a PSN, the simulation model consists of a number of switching nodes that are interconnected by bi-directional communication links and its purpose is to transmit packets from nodes of origin to destination nodes. A packet is a capsule that carries the information payload and some additional information related to the internal structure of the network. One or more packets make up a message that a user wants to transmit over the network from a node of origin to a destination node. The simplifying hypothesis of messages consisting of one packet only allows neglecting issues such as message reconstruction at the destination node, an issue that does not contribute to the study of flow and congestion over the network. A further simplification is possible assuming that each packet carries only two pieces of information: time of its creation and its destination address. Each switching node can perform two functions: that of a host (source and destination of packets) and that of a router (message processor that can store and forward packets). To simulate a wide variety of traffic situations, packets are created randomly at each node and independently from the other nodes, with a probability called “source load”. Packets are stored in queues and buffers that are maintained by the nodes. We assume that each queue can be of unlimited length and that each buffer stores temporarily only one packet that is ready for routing. Packets are created and moved according to a discrete time parallel algorithm. A packet-switching network topology can be viewed in an obvious way as a digraph, where each network node corresponds to a vertex, and each communication link between two nodes corresponds to a pair of parallel edges, each carrying data in one direction. With each direction of a link is associated a cost of transmission of a packet. In the network models under discussion, each packet is transmitted from its source node through various links and packet switches to a destination node according to some routing decision. This is equivalent to finding a path (route) through the graph. Depending on the costs assigned to network links we consider routing decisions based on the following least-cost criterions: “minimum path distance” and “minimum path length”. We consider three types of link cost functions called “One”, “QueueSize” and “QueueSizePlusOne”. In the case of the link cost function ``One'' all links in the network are assigned a cost equal to one. Using the minimum path distance criterion for this link cost function, the number of hops from source to destination is minimised for each packet. The routing based on this criterion is called the “minimum-hop routing”. In the case of the link cost function ``QueueSize'' all links in the network are assigned a cost equal to the number of packets awaiting transmission in the node from which the link originates. In the case of the link cost function “QueueSizePlusOne” all links in the network are assigned a cost equal to the number of packets awaiting transmission in the node from which the link originates plus the cost of a single hop (which is equal to one). For these two types of link cost functions the minimum path length criterion selects for a packet in a buffer the next node on its path to its destination. This node is on a path with a



minimum sum of queue sizes or with the smallest sum of queue sizes plus the number of hops, respectively, from the packet's node to its destination, depending on the current state of the network.



III. The Algorithm Each node in our model of packet switching networks can perform two functions, of a host and of a router. As a router, each node ni maintains a queue q i of unlimited length for storing packets. Packets newly created or newly received from the neighbours of a router/host are placed at the end of the queue. At each discrete time only one packet is picked up from the beginning of the queue. This packet is stored temporarily in the buffer b i maintained by the same node n i and waits there for routing. In order to make a routing decision for a packet, we need to find a shortest walk from the current node n i of the packet to its destination node nd . The selection of a shortest walk depends on the assignments of link costs to the communication links. Nodes of a network maintain routing tables in order to perform routing efficiently. We assume that each node in a network stores estimates of the least path costs from itself to all destination nodes in the network. This type of the routing scheme is called “full-table routing”. Other types of table routings are considered [1] and [2]. For the link cost functions “QueueSize” and “QueueSizePlusOne” we need to keep the routing tables up to date with the state of the network. This type of routing is called “adaptive routing”. In this case we must update the tables on a regular basis. This is not necessary for link cost function “One” where edge costs remain constant during the time evolution of the network (“static routing”). Once the entries of the routing table are equal to the precise least path costs and not only estimate thereof, they do not change with time and subsequently require no updates. At initialisation time of the network, we compute the least path costs, not just estimates, between any ordered pair of nodes and store them in the routing table. A suitable algorithm for the computation of this initial routing table and for the computation of its centralised updates (a case considered [3] [6] and [9] is the Bellman-Ford algorithm [12]. In the case of a distributed routing table update a distributed version of the Bellman-Ford algorithm [12] is executed simultaneously and independently at every node in the network. After the completion of one distributed routing table update the newly calculated values of the routing table are not necessarily equal to the least path costs of paths connecting pairs of network nodes, they are only locally computed estimates of these least costs. In this type of update nodes exchange information about their link costs in time in order to determine the least-cost routes from one node to another one. The least path cost routing tables are not built up in one cycle as in the case of the centralised routing table update. They are built up gradually in time. Comparisons of network performance with distributed versus centralised update can be found in [3] - [6] and [9].
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We start the simulation of the network model with an empty queue at each node and the discrete time k set to zero. Then, the following actions are performed repetitively (see Figure 1). 1. Update: at each node the routing table is calculated. 2. Create : at each node, independently of the other nodes, a packet is created with probability λ called the “presented node load”. Its destination address is randomly selected among all other nodes in the network with uniform probability distribution. The newly created packet is placed at the end of the queue. 3. Route : at each node the packet from the buffer is forwarded, if there is one, to the next node along a shortest length walk (i.e. a least-cost route) to its destination. If there are several shortest length walks, then one of them is selected randomly with uniform probability. If the next node is the packet destination, then the packet is destroyed immediately. Otherwise, it is placed at the end of the queue of the next node. If several packets arrive to the next node at the same time, then the packets are placed at the end of the queue in the order determined by the addresses of the nodes from which these packets have arrived. The order of the packets corresponds to the increasing order of the network addresses of the packets. 4. Pop: at each node, if the queue is not empty, the first packet from the queue is picked up, and stored in the buffer. 5. Time k is incremented by 1.



considered in our research their algorithms are • Centralised Full Routing Table Update Algorithm, see



Figure 2 •



Distributed Full Routing Table Update Algorithm, see



Figure 3



Figure 2 - Procedure "Centralised Update"



Figure 1 - Simplified flow chart showing the discrete time network model algorithm



The purpose of the procedure “Update” is to calculate routing tables. For the two types of full routing table updates
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Figure 3 - Procedure "Distributed Update"



In the first case, one can interpret as if there is a central site responsible for all the calculations. In the network model algorithm, the function of the central site is realised by the procedure “CentralizedUpdate” which applies “shortest path backward tree algorithm” [12]. The flow chart of the procedure “CentralizedUpdate” is shown in Figure 2. Contrary to the centralised update algorithm, in a packet switching network using the distributed full routing table update, no central site is needed. Nodes exchange information to determine the shortest walk length. The distributed update algorithm is implemented in the network model by the procedure “DistributedUpdate” which applies the distributed version of “the shortest path backward tree algorithm” [12]. The flow chart of this procedure is shown in Figure 3.



Figure 5 - Procedure "Route"



Figure 4 - Procedure "Create"



The flow chart of the procedure “Create” used to randomly create a packet at each node is shown in Figure 4. The procedure “Route” is used at each node to route the packet stored in the buffer.. The flow chart of the procedure “Route” is shown in Figure 5. The procedure “Pop” is used at each node to pick up a packet from the beginning of the queue and store it in the buffer. The flow chart of the procedure “Pop” is shown in



Figure 6



Figure 6 - Procedure "Pop"
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IV. User’s View Datanetwork.exe, described in detail in [9], consists of a single executable file and is immediately started as soon as its icon is double-clicked. The main window of Datanetwork.exe



of the network. This is a grey scale display. Darker shades of grey indicate queues containing a larger number of packets. Lighter shades of grey show queues containing smaller number of packets. Where there is no grey square on a node, it means that the queue and the related buffer are empty. The grey scale provides qualitative information about the number of packets at each node. Global quantitative data is displayed on the right side of Main Window.



is displayed. Figure 7 - Main Window of Datanetwork.exe This window includes the following basic elements: Title Bar, Menu Bar and ToolBar. The network topology is displayed in the left side of the Main Window. The default network topology is the 25 x 25 square periodic lattice with 50 additional links added randomly. All additional links, which were added randomly to the network, are marked in red. A green square frame is placed at the node at the top left corner and a blue square frame is placed at the node at the bottom right corner. These two frames can be dragged to the location of any node in the network. We call the node marked by the green square frame “the green node” and the node marked by the blue square frame “the blue node”. The right side of the Main Window displays parameters and variables of a network. Note that the variable “Average Packets in Transit” is written in parenthesis in the same line as the variable “Packets in Transit”. Similarly, the variable “Filtered Queue Size” is written in the same line as the variable “Queue Size”.



Figure 8 - The Toolbar



By clicking the “Create” button on the Toolbar, it is possible to create a “new network configuration” to be simulated (see . Figure 8). The dialog box with title “Create a New Network” as soon as the “Create” button of the Toolbar is pressed (see Figure 9). In order to start a simulation for the newly created network or the default one, the Play Button on the Toolbar must be clicked (see Figure 8). When the simulation is running, the display looks like in Figure 10. Small squares of various intensity of grey shade are observed moving among the nodes



Figure 9 - Dialog box to "Create a New Network"



Figure 10 - Snapshot of Main Window while simulation is running. While running a simulation, the values of some variables shown in the right side of the Main Window change in time. Clicking the variable names written in blue will pop out the corresponding data windows which show dynamic behaviour of the related variables as a function of time as shown inFigure 11. The horizontal axis represents time expressed as simulation cycles. The range of this simulation cycles is as entered in the dialog box in Figure 9. The scale on each vertical axis is adjusted automatically as required by the data being displayed. The user can open all three data windows at the same time. The display of these three windows happens in real time with the running of the data network simulation. Figure 11 (a) shows the data window for “Number of Packets in Transit” as a function of time. “Average Number of Packets in Transit” are marked by the big red dots. Figure 11 (b) shows the data window for the “(Filtered) Queue Size” of
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the Green Node as a function of time. Blue dots and red dots show “Queue Size” and “Filtered Queue Size” respectively. Figure 11 (c) shows the data window for “Cost” from the Green Node to the Blue Node as a function of time.



V. Summary This paper has described a software package used to simulate the OSI Network Layer of packet-switching networks. The need for such a tool has been presented. Architecture, organisation, algorithms, and user’s view have been described and explained. This tool can be expanded further to accommodate more features of real networks.
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Figure 11 - Data windows as function of time for (a) “Number of Packets in Transit”, (b) “(Filtered) Queue Size” of the Green Node, (c) “Cost” from the Green Node to the Blue Node. As it can be seen from Figure 8, by clicking the relative buttons, it is also possible to “pause” and “single step” the running of the simulation. After the simulation is completed, all data are still in the memory. By clicking the Save Button in the Toolbar (see Figure 8), the user can save the data in a binary file for further analysis. MatLab scripts can be used to perform this processing. In order to analyse the performance of a network, the user must run it under a series of different situations, in particular under several different probabilities of packet creation at each node. Each value of probability is called “presented node load”. As discussed above, the user has to enter parameters, run the network and save data for each presented node load. However, the software provides an easy way to handle a series of node loads automatically. By clicking the “auto” button in the Toolbar (see Figure 8), the dialog box “Auto Set Node Load” is displayed (see Figure 12). Pressing the “OK” button causes the execution of the program for a number of times equal to the number of “presented node loads” satisfying the formula (“Up To” - “Start”) /“Increment”. The result of each execution run for a given “presented node load” is stored in a file having an automatically generated name given by the string entered by the user in the “Save To” field and by the “presented node load” used for that specific run.



Figure 12 - Dialog box "Auto Set Node Load"
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