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This study examined the temporal and dynamic nature of students’ self-regulatory processes while learning about the circulatory system with hypermedia. A total of 74 undergraduate students were randomly assigned to 1 of 2 conditions: independent learning or externally assisted learning. Participants in the independent learning condition used a hypermedia environment to learn about the circulatory system on their own, while participants in the externally assisted condition used the same hypermedia environment, but were given prompts and feedback from a human tutor during the session to facilitate their self-regulatory behavior. Previously published pretest–posttest shifts toward more mature understanding of the circulatory system indicate that the externally assisted condition leads to greater learning. The present article uses think-aloud data during learning to explore process issues in light of models of self-regulated learning and conditions of engagement that may affect those processes. Results indicate that access to a human tutor influences the deployment of regulatory processes, intervals of use, and temporal dependencies. For example, there is significantly more planning during the final time interval of the learning session in the externally assisted condition; students in both conditions deploy more learning strategies in the first and second time intervals, compared to the last two time intervals. Additionally, in the externally assisted condition participants were more likely to shift from planning to monitoring and less likely to shift from learning strategies to planning. We discuss theoretical, conceptual, and methodological issues pertaining to these results, as well as implications for future research and the design of adaptive hypermedia systems.



Learners using hypermedia systems to understand complex science topics can experience positive conceptual shifts, but many demonstrate great difficulty taking full advantage of these Correspondence should be addressed to Amy Johnson, Arizona State University, School of Electrical, Computer, and Energy Engineering, P.O. Box 875706, Tempe, AZ 85287-5706. E-mail: [email protected]
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environments, especially when prior knowledge is low (Azevedo & Witherspoon, 2009; Jacobson, 2008; Shapiro & Neiderhauser, 2004). Available empirical evidence indicates that learners often lack the ability to self-regulate their learning by setting and working toward appropriate learning goals, monitoring their varying levels of understanding, and deploying effective learning strategies (Azevedo, 2005, 2008; Azevedo & Cromley, 2004; Biswas, Leelawong, Schwartz, & TAGV, 2005; Shapiro, 2008; Winne, 2005; Winne & Nesbit, 2009). In order for learners to benefit fully from the learning opportunities afforded by hypermedia environments, it is essential that they engage in informed decision making about what they need to learn, how best to approach the learning situation, which content from the environment is most appropriate given their learning goals, and how their understanding of the topic is changing throughout the learning task. The theoretical frameworks that address these active learning processes are commonly referred to as models of self-regulated learning (SRL) (Pintrich, 2000; Zimmerman, 1998, 2000, 2006; Winne, 2001; Winne & Hadwin, 2008). Fuller benefit from hypermedia learning environments can be facilitated by having a human tutor externally regulate learning and guide the deployment of key self-regulatory processes (see Azevedo, Moos, Greene, Winters, & Cromley, 2008; Leelawong & Biswas, 2008). A program of research that begins to uncover means and issues surrounding externally mediated self-regulatory processes is important for many educational applications. For example, discourse communities supported by new Web 2.0 technologies represent an important form of externally assisted support for learning with Open Educational Resources (Rinderle, Scardamalia, & Thille, 2010). Increasingly sophisticated models of self-regulatory processes will depend on understanding ways in which self-regulatory processes are altered, with positive learning effects through various forms of input. Prior investigations demonstrate that external regulation by a human tutor increases the overall deployment of key self-regulatory processes (e.g., Azevedo, Cromley, Moos, Greene, & Winters, 2011). Our current analyses extend beyond exploring the aggregate effect of the external agent, to examining the dynamic and temporal nature of self-regulatory processes during independent and externally regulated hypermedia learning. Rather than endorsing the now common use of offline self-report measures, prominent SRL researchers have stressed the importance of focusing on the temporal dynamics of SRL because it allows us to treat SRL as an event (Azevedo, Moos, Johnson, & Chauncey, 2010; Azevedo, Johnson, Chauncey, & Graesser, 2011; Greene & Azevedo, 2009; Winne & Perry, 2000). These researchers are particularly interested in how SRL occurs as a temporal event that unfolds over time throughout a learning session (Azevedo, 2009; Azevedo, Moos, Johnson, & Chauncy, 2010; Greene, Muis, & Pieschl, 2010; Hadwin, Winne, Stockley, Nesbit, & Woszczyna, 2001; Perry, 1998; Perry, VandeKamp, Mercer, & Nordby, 2002; Winne & Perry, 2000; Zimmerman, 2008). For example, Hadwin et al. (2001, p. 486) note, “[if the] hallmark of SRL is adaptation, then data that consist only of self-report questionnaire data and scales that aggregate responses independently of time and context may weakly reflect, and may even distort, what SRL is.” Defining SRL as an event requires that researchers and creators of instructional materials remain attentive to the dynamic and recursive deployment of SRL processes throughout learning episodes. Rather than envisioning SRL as static, independent episodes occurring throughout a learning session, we ascribe to the notion that self-regulated learning is an ongoing dynamic process that should be captured online in order to reveal the ways in which it unfolds in response to contextual conditions (Azevedo, 2005, 2008, 2009; Azevedo & Witherspoon, 2009; Perry et al., 2002; Winne & Nesbit, 2009; White, Frederiksen, & Collins, 2009).
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Very few empirical studies have investigated the temporal or dynamic nature of SRL throughout lengthy learning episodes (e.g., Azevedo et al., 2011b; Jeong & Biswas, 2008; Jeong et al., 2008; Moos & Azevedo, 2008). Existing models of SRL involve assumptions about various processes and phases of SRL (Pintrich, 2000; Zimmerman, 1998, 2000, 2006; Winne, 2001; Winne & Hadwin, 2008); however, Winne’s model of SRL, from an information-processing standpoint, is the only model to expand on the cognitive and metacognitive processes involved in the learning phases and to treat SRL as an event. Given the critical need to examine SRL as an event, the current study aims to explore how learners engage in independent and externally regulated learning (Azevedo et al., 2008) at a micro level, by exploring the use of SRL processes in ten-minute episodes as well as the transitions among classes of SRL processes during learning sessions. In the section that follows, we discuss the various pre-existing models of SRL, present some of the previous research on facilitating SRL with hypermedia, and finally describe the research questions addressed in the present study.



MODELS OF SELF-REGULATED LEARNING Existing models of SRL assume that the best way for learners to self-regulate their learning effectively is by assessing the learning situation in terms of contextual conditions, setting meaningful learning goals, actively selecting which learning strategies to use, assessing emerging understanding of the content, deciding how useful previously selected strategies have been in meeting the learning goals, and revamping goals and strategies based on these assessments (Pintrich, 2000; Winne, 2001; Zimmerman, 2000, 2006). The models describe SRL as unfolding over phases, both within a learning session, and across several learning episodes. For the purposes of this article, we will discuss only the implications of each model toward how SRL progresses within a learning session, not across learning experiences. We describe each model individually and conclude this section by specifying the rationale behind our selection of Winne’s information-processing theory to guide the current investigation.



Pintrich’s Four-Phase Model Pintrich (2000) describes a four-phase model of self-regulated learning, which begins with the forethought, planning, and activation phase. In this phase, learners create plans for their learning sessions and activate relevant knowledge and perceptions about the specific learning task and the context in which they will be learning. In the second phase, monitoring, learners monitor various aspects of themselves, the task, and other contextual conditions. Judgments made during the active monitoring processes in the second phase inform the third phase, control. In the control phase, learners attempt to regulate facets of the self, task, or context that are perceived to impede progress towards learning goals. Finally, in the fourth phase, learners engage in reaction and reflection on the self, task, and context. Pintrich states that although these four phases suggest a time-ordered sequence, learners could be simultaneously engaged in monitoring, control, and reaction during a learning task and the information from these three phases can assist learners in updating previously created goals and plans from the first phase.
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Zimmerman’s Social–Cognitive Model
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Zimmerman’s (1998, 2000) social–cognitive model of SRL includes three main cyclical phases: forethought, performance/volitional control, and self-reflection. The forethought phase involves all the preliminary processes that occur before engaging in a learning task, including goal setting and strategic planning. The performance/volitional control phase is the phase in which various learning strategies are enacted during a learning episode in pursuit of goals set during the forethought phase. In the self-reflection phase, learners react to the performance phase and learning outcomes, and these reactions feed back into the forethought phase toward any continued effort on the task. Accordingly, the forethought phase directly influences the performance phase, which determines reactions that occur in the self-reflection phase, which feed back into the forethought phase, concluding one full cycle of self-regulation.1



Winne and Hadwin’s Information-Processing Model Winne and colleagues (Winne, 2001; Winne & Hadwin, 2008; Winne & Perry, 2000) propose that learners engage in three necessary phases, and a fourth, optional phase during SRL: defining the learning task, including the task and cognitive conditions that exist; setting goals and planning how to accomplish them; enacting tactics (strategies); and adapting metacognition. Winne proposes that these phases are enacted in a cyclical manner throughout a learning session and that there are several feedback loops that provide guidance for the performance of each phase (Winne, 2001). An essential element of Winne’s model of SRL is the impact of metacognitive monitoring on control processes. Monitoring is assumed to operate by comparing the current conditions of the learning task or the current cognitive conditions of one’s own cognitive system against pre-existing standards for the corresponding elements. For example, learners are assumed to have standards for how much domain knowledge they have on the topic they are studying. Through monitoring processes, learners can compare their current level of knowledge of the topic to the pre-existing standard of domain knowledge they have set for themselves. If standards do not match current conditions, learners are expected to enact control processes to reduce discrepancies. Once control processes have been enacted, monitoring can occur again, to compare the current conditions to the standards once more. Although monitoring processes are essential for effective self-regulated learning, not all learners deploy monitoring processes. Therefore, within Winne’s model, the monitoring phase is considered optional. This simply means that learners do not always monitor their learning. Winne and colleagues do not imply, through denoting monitoring processes as optional, that they may be omitted without inhibiting self-regulation. Quite the opposite, the model assumes that frequent monitoring is a critical element to subsequent self-regulation, facilitating learners’ ability to select appropriate information from learning material and select effective learning strategies. Monitoring and control processes, represented in our coding scheme as learning strategies, are hypothesized to be closely associated and the model allows us to predict that transitions will often occur between these two classes of SRL. 1Within a learning session, a learner might engage in one or more of these phases. It is still an empirical question as to what defines a full self-regulatory cycle. However, we assume that metacognitive monitoring, informing the status of goals, plans, and/or task conditions is necessary for self-regulation to have occurred.
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In our examination of the temporal and dynamic processes of SRL, we espouse Winne and colleague’s model because the information processing model is the only SRL model to clearly specify the cognitive and metacognitive processes involved in the learning process. Information processing operations (including searching, monitoring, assembling, rehearsing, and translating; SMART) are enacted on existing available information to create new information referred to as products. Products include internal mental representations and externally constructed representations or physical entities. Using monitoring processes, the products of learning are compared to the standards (qualities that products should have) and these evaluations update the existing conditions of the task and self. Taken together, these processes are referred to as COPES (conditions, operations, products, evaluation, and standards) in the information processing (IP) model. The elaborated processes offered by the IP model allow researchers to make more specific predictions concerning the dynamics of SRL. The models described above provide assumptions about the temporal dependencies between various classes of SRL (e.g., planning, monitoring, and strategies), but little work has been done to investigate the validity of assumptions regarding these transitions. Furthermore, to our knowledge, no research has been undertaken to examine the ways in which external regulation (i.e., access to a human tutor) impacts these temporal dynamics. The current study investigates the trajectory of SRL with hypermedia to compare the temporal (i.e. fluctuations across time intervals) and dynamic (i.e., transitional) patterns of SRL processes used by those learning alone to those used by learners with access to an external regulating agent (externally assisted learning). In so doing, we hope to shed light on not only how SRL unfolds across time and dynamically changes within a learning session with hypermedia, but also what impact an external regulating agent (i.e., human tutor) can have on the temporal dynamics of SRL processes. Fine-grained transitional analysis of SRL provides researchers the opportunity to discover triggers for various SRL processes. Only through close examination of patterns of SRL will it be possible to uncover the likely transitions among SRL processes. The discovery of likely transitions permits the prediction of a pending SRL process, given the current/previous process deployed. This ability to predict a learners’ subsequent SRL process would impart powerful input into a student model for an adaptive hypermedia system. Such predictions would facilitate decisions about providing guidance on SRL deployment, advice for hypermedia navigation, and tutorial assistance.



PREVIOUS RESEARCH ON FACILITATING SRL WITH HYPERMEDIA Several researchers have identified techniques that can be successfully employed to enhance learners’ use of effective self-regulated learning activities while using hypermedia to learn about various domains (Azevedo & Cromley, 2004; Azevedo, Cromley, & Seibert, 2004; Azevedo, Cromley, Winters, Moos, & Greene, 2005; Azevedo et al., 2008; Bannert & Mengelkamp, 2008; Jacobson, 2008; Shapiro, 2008). For example, Azevedo, Cromley, and Seibert (2004) demonstrated that adaptive scaffolding techniques facilitated college learners’ use of several key selfregulated learning processes, such as prior knowledge activation, judgment of learning, feeling of knowing, and help-seeking behavior. The study also showed that the adaptive scaffolding condition led to greater shifts in understanding the circulatory system. These findings were replicated in adolescents learning about the circulatory system (Azevedo et al., 2005). Azevedo and Cromley
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(2004) demonstrated that training learners on the use of SRL processes, prior to engaging in the learning task, led to an increased use of these processes during the learning session as well as to a shift to better learning outcomes at posttest. Even more recent work (Azevedo et al., 2008) has shown that access to a human tutor promotes adolescents’ ability to attain more sophisticated mental models of the circulatory system and more effectively regulate their learning throughout the session. Much of this research has examined the use of various SRL processes during learning and how learners’ use of these processes can be affected by different learning conditions, such as adaptive scaffolding, SRL training, and human tutoring (Azevedo & Cromley, 2004; Azevedo et al., 2004; Azevedo, et al., 2005; Azevedo, Guthrie, & Seibert, 2004; Azevedo, McLaren, Roll, & Koedinger, 2010). An initial investigation into which SRL processes were associated with greater shifts in conceptual understanding indicated that some processes related to planning, monitoring, learning strategies, and handling task difficulty and demands were positively correlated with learning gains (Azevedo et al., 2004). See the Appendix2 for descriptions of each SRL process. Planning processes such as prior knowledge activation and the generation of sub-goals occurred more often in protocols collected from high-shifts in conceptual understanding. Monitoring processes such as feelings of knowing and judgments of learning were also more frequent in high-shifters. High-shifters also deployed a greater number of effective strategies such as summarization, hypothesizing, and knowledge elaboration, when compared to low-shifters. Finally, the highshifters handled task difficulty and demands more often by deploying time and effort planning. More recently, Azevedo, Greene, and Moos (2007) showed that higher frequency of processes associated with various classes (planning, monitoring, handling task difficulty and demands) of self-regulatory behavior was associated with enhanced conceptual understanding and the acquisition of declarative knowledge. From this previous research, we can expect that learners demonstrating greater shifts in declarative and conceptual knowledge of complex science topics will deploy more self-regulatory processes during learning, either on their own (independent learning), or with assistance (externally assisted learning). However, to understand fully the process of SRL, it is important to examine the temporal unfolding and dynamic deployment of SRL processes during learning sessions. In order to achieve this goal, a closer look at the learners’ think-aloud protocols, with particular attention to how SRL changes across time, is necessary.



AIM OF CURRENT STUDY The present study examines the effect of independent learning and externally assisted learning on college students’ mental model shifts and the dynamic nature of the use of regulatory (SRL) processes throughout the sessions. Especially of interest in this investigation is how a human tutor (and potentially, a computerized tutor) can affect the temporal deployment of certain classes of self-regulatory processes. Analyses were conducted on think-aloud data from a study that demonstrated greater conceptual learning gains for externally assisted learners, as well as higher amounts of effective planning processes, monitoring processes, and deployment of learning strategies by the externally assisted learning group (Azevedo et al., 2007). This previous investigation indicated 2All



codes refer to what was recorded from the concurrent think-aloud protocols and video analysis.
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that learners who were externally regulated by a human tutor demonstrated greater learning gains from pretest to posttest. Additionally, the previously published work showed that the externally assisted learning group deployed several sophisticated SRL processes more often than the independent learning group. This previous publication included a sample of 82 undergraduate college students. We were able to re-analyze a subset of this sample (74/82 participants3) in the current work. Because we used a subset of the original sample, it was necessary to establish that the learning outcomes results from this previously published study were also present in this smaller sample; that is, we wanted to ascertain that the externally assisted learners outperformed the individual learners. Therefore, we re-ran the statistical analysis for learning gains and overall use of SRL processes during the learning session; results from this analysis mirrored the findings from the originally published study. In the current paper, we explore two new research questions— (1) How do different conditions influence the deployment of SRL processes at different time intervals within a learning session? and (2) How do different conditions influence the transitions among SRL classes throughout a learning session?



METHOD Participants and Research Design Participants included 74 non-biology majors enrolled in an educational psychology course at the University of Maryland during the fall 2003 and spring 2004 semesters. The mean age of the participants was 21 years (SD = 5 years), 81% were female, and the mean GPA for all participants was 3.3 (SD = 0.4). The participants were randomly assigned to experimental condition. Each participant received extra credit for participation. A pretest and posttest design methodology was used to measure learning gains. Pretest scores indicated low prior knowledge of the circulatory system across all participants. Concurrent think-aloud data were collected while students used the hypermedia learning environment (based on Azevedo, 2005; Ericsson, 2006; Ericsson & Simon, 1993). Materials



Paper and Pencil Learning Measures. Materials included an informed consent form, a demographic questionnaire, and identical circulatory system pretest and posttest. Please see Azevedo et al. (2007) for details on the demographic questionnaire and the knowledge tests. Hypermedia Learning Environment. Participants used Microsoft Encarta Reference SuiteTM (2003), a commercially based hypermedia learning environment, to learn about the circulatory system. The most relevant articles to the circulatory system, which were shown to the participants during a training phase, were “circulatory system,” “blood,” and “heart,” but all participants were also informed that they were free to browse the entire environment. These 3Seventy-four participants out of the original 82 participants from Azevedo, Greene, and Moos (2007) were used for this re-analysis, due to loss of video data incurred in relocation of experimental laboratory.
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three articles contained 16,900 words, 18 sections, 107 hyperlinks, and 35 illustrations. All of the features of the system, including the search functions, hyperlinks, table of contents, and multiple external representations of information (e.g., text, diagrams, pictures, animations) were available to the participants and they were allowed to navigate freely within the environment to any article or representation.
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Procedure Participants were tested individually over a 1.5 hour session. Participants were randomly assigned to either the independent learning (n = 37) or externally assisted condition (n = 37). They were given 20 minutes to complete the pretest and then immediately introduced to the learning task by the experimenter. Participants in both the independent learning group and the externally assisted group received the following instruction verbally from the experimenter and in writing on a sheet of paper that was available throughout the learning session: You are being presented with a hypermedia learning environment, which contains textual information, static diagrams, and a digitized video clip of the circulatory system. We are trying to learn more about how students use hypermedia environments to learn about the circulatory system. Your task is to learn all you can about the circulatory system in 40 minutes. Make sure you learn about the different parts and their purpose, how they work both individually and together, and how they support the human body. We ask you to ‘think aloud’ continuously while you use the hypermedia environment to learn about the circulatory system. I’ll be here in case anything goes wrong with the computer or the equipment. Please remember that it is very important to say everything that you are thinking while you are working on this task. After participants in the externally assisted condition received this instruction, they had access to a human tutor (independent from the experimenter) who scaffolded student self-regulated learning by prompting students to: activate their prior knowledge; create plans and goals for their learning; monitor their progress toward their goals; and deploy several important self-regulated learning strategies such as summarization, coordination of informational sources, drawing, hypothesizing, and using mnemonics. A tutoring script was used by the human tutor in the externally assisted condition to guide decision making for when prompts should be given and what kind of prompts to implement, given the current status of the learner (see Figure 1). The script was created based on literature on human tutoring (Chi, 1996, 2009; Chi, Siler, Jeong, Yamauchi, & Hausmann, 2001; Graesser, Person, & Magliano, 1995) and recent findings from empirical studies on SRL and hypermedia (Azevedo & Cromley, 2004; Azevedo et al., 2004, 2005, 2007, 2008). The tutor was instructed not to provide additional content information that was not contained in sections that the student navigated to. Additionally, the tutor was instructed to follow the same sequence of content for all participants. In other words, neither the content sequence introduced, nor the amount of time devoted to particular content was adaptive to the individual learner. In this way, particular prompts for SRL processes were coordinated with the sequence of instructional material (see Figure 1). The learning session lasted 40 minutes for all participants and the only difference between the independent learning and externally assisted condition was the presence of and tutoring support provided by the human tutor in the externally assisted condition. Think-aloud protocols (Ericsson, 2006; Ericsson & Simon, 1993) were collected from all participants during interactions with the hypermedia environment. Participants in both conditions
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FIGURE 1 Externally assisted scaffolding script used by human tutor (from Azevedo, Greene, & Moos, 2007, p. 72).



were reminded by an experimenter to continue verbalizing their thoughts if they were silent for more than three seconds (e.g., “Say what you are thinking”). Participants were also reminded of the overall learning goal when they were given the instructions on learning about the circulatory system (“Make sure you learn about the different parts and their purpose, how they work both



480



JOHNSON, AZEVEDO, AND D’MELLO



individually and together, and how they support the human body”). All participants had access to paper and pencil and were instructed that they could take notes or draw at any point during the learning session, but that their notes would not be available to them during the posttest. Immediately after the 40 minute learning session, participants were given 20 minutes to complete the posttest, which was identical to the pretest.



Coding and Scoring of Product and Process Data
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This section describes the scoring procedure used for the segmentation and coding procedures for learners’ SRL processes from the think aloud protocols collected from the participants.



Learners’ Think-Aloud Protocols and Regulatory Processes and Behavior. The raw data collected from this study consisted of 2,960 minutes (49.3 hours) of audio and video recordings from 74 participants, who gave extensive verbalizations while they learned about the circulatory system. During the first phase of data analysis, a graduate student transcribed the audio tapes and created a text file for each participant. This resulted in a corpus of 1,366 singlespaced pages (M = 18.5 pages per participant) and a total of 378,001 words (M = 5,108.1, SD = 1709.4, min = 2033, max = 8118 words per participant). Azevedo and colleagues (2006, 2007, 2008) developed a coding scheme for SRL processes and this coding scheme was used to code participants’ verbalizations in this study. Several recent theoretical models of SRL (Pintrich, 2000; Winne, 2001; Zimmerman, 2000, 2006) informed the coding scheme’s categorization of the following four classes of variables: planning, monitoring, learning strategies, and handling task difficulty and demands. Planning involves creating approaches to learning and setting goals, activating one’s knowledge of the task and contextual conditions, and activating information about one’s self in relation to the task and context. Monitoring involves metacognitive awareness and monitoring of the dynamic conditions of the task, context, and self. Learning strategies involve using methods to accomplish a learning goal (e.g., coordinating several informational sources by examining text about heart valves with a diagram of the heart with the valves labeled). Handling task difficulty and demands includes effort to control and regulate different aspects of the task and context. Descriptions of each SRL variable, the class that each variable belongs to, and examples of each variable can be found in the Appendix. Azevedo and colleagues’ SRL model was used to segment the think-aloud data for coding corresponding SRL variables to each segment. The coding scheme was identical to the original published work (Azevedo et al., 2007) in which a segment is marked by a coder when there is sufficient evidence for one of the SRL processes. This resulted in 11,037 segments (M = 149.1 per participant) to be coded in the next phase. A coder trained on Azevedo and colleagues’ coding scheme, and blind to experimental condition, then assigned a single SRL variable to each coded segment.



Temporal and Sequential Analysis From the Think-Alouds. In order to perform the time analysis on the SRL classes used by the participants, we divided the coded transcriptions into
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four 10-minute time intervals. The 10-minute episode length was selected for several reasons. First, a certain amount of time must elapse for students to create a deep conceptual understanding of the topic. During this time, students will traverse the dozens of topics, sub-topics, diagrams, and hyperlinks made available by the hypermedia learning environment. This learning behavior is accompanied with the deployment of several self-regulatory processes during which a student will attempt to construct a mental model of the biological system. This argument is in line with key phases of SRL that have been proposed by Pintrich (2000) and Zimmerman (2000, 2006); the phases include planning/activation prior knowledge, reflections, and so on. We acknowledge that the SRL can be analyzed at different levels of granularity (see Azevedo, 2009; Azevedo et al., 2010). Also, we acknowledge that a more meaningful division of verbal protocol data from learning sessions might derive from shifts in learning material rather than time intervals. However, within hypermedia learning, wherein learners are free to access any information source at any given time, this type of segmentation is not feasible. The transcriptions were divided into the following four time intervals: 0–10 minutes, 10– 20 minutes, 20–30 minutes, and 30–40 minutes. Three trained research assistants watched the video recordings of the learning sessions and noted on each coded transcript the beginning and end of each time interval. The sequence in which the SRL activities were coded on the transcripts, and the time interval in which they occurred were recorded. If an SRL process extended across 10-minute episode junctures it was credited in the time interval in which it originated. For example, participant 30 (in the externally assisted group), during the first time interval, had the sequence of codes displayed in Table 1. Each code within the sequence was also designated as one of the four SRL classes (planning, monitoring, learning strategies, handling task difficulties and demands) according to the associated class for each strategy. Table 1 displays the associated SRL classes for each code within the sequence from participant 30. It should be noted that the sequence of SRL processes analyzed in each learning session included participant regulatory behavior only (5,972 segments). Any prompts used by the tutor TABLE 1 Example Sequence of SRL Codes and Associated SRL Classes From Participant 30 Move 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15



Individual SRL Process



Associated SRL Class



Taking Notes Sub-goal Generation Prior Knowledge Activation Inference Generation Judgment of Learning Prior Knowledge Activation Identifying Adequacy of Information Summarization Help-seeking Behavior Summarization Content Evaluation Content Evaluation Identifying Adequacy of Information Feeling of Knowing Judgment of Learning



Learning Strategy Planning Planning Learning Strategy Monitoring Planning Monitoring Learning Strategy Task Difficulty and Demands Learning Strategy Monitoring Monitoring Monitoring Monitoring Monitoring
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to regulate externally assisted learners were not included in analyses on the four classes of self-regulatory processes. The inclusion of these prompts would skew the number of planning, monitoring, learning strategy, and handling task difficulty and demands codes for each externally assisted participant, due to the number of prompts delivered by the tutor during the learning session. Therefore, within all statistical analyses, we included only processes which were deployed by the learner, in order to compare only learner behavior between the externally assisted group and independent learning group.



Interrater Agreement. Interrater reliability for the coding of the learners’ regulatory behavior was determined by having a second, independent coder individually re-code 3,342 of the 6,187 protocol segments (54%). There was agreement on 3,316 out of 3,342 segments, yielding an interrater agreement of 99%. Any remaining disagreements were resolved through discussion between the two independent coders.



RESULTS In this section, we present the quantitative results that address the two research questions. These results focus on (a) temporal changes in deployment of SRL classes and processes based on the four 10-minute intervals and (b) transitions among SRL classes within the learning sessions.



Question 1: How Do Different Conditions (Independent Learning Versus Tutoring) Influence the Deployment of SRL Processes at Different Time Intervals Within a Learning Session? This section presents results from a series of 2 (condition) × 4 (time intervals) repeated-measures ANOVAs, with condition as a between-subjects factor and time interval as a within-subjects factor. The dependent variable was the proportion of SRL class use in each of the four 10-minute time intervals. Each individual’s proportion use of each class of SRL variables was calculated by dividing that participants’ raw frequency of coded processes in each time interval by the total number of processes coded for that participant within the particular class of SRL variables. For example, participant 43 had three planning processes in time interval two and 12 planning processes total, so that participant’s planning proportion for time interval two was 0.25 (3/12). One ANOVA was run on the proportion of each SRL class (planning, monitoring, learning strategies, and handling task difficulties and demands), yielding four ANOVAs in all. The proportion of class processes in each time interval for the independent learning and externally assisted conditions are presented in Table 2. See Figure 2a–d for graphs of the condition × time interval interaction.



Planning. A repeated measures ANOVA on the proportion of planning processes across time revealed no significant main effect for condition, F (1, 72) = 0, p = 1, a statistically significant main effect for time across both tutoring conditions, F (3, 216) = 5.88, p < .01, η2p =
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Independent learning (n = 37) Externally-assisted (n = 37) Total (N = 74)



Independent learning (n = 37) Externally-assisted (n = 37) Total (N = 74)



Independent learning (n = 37) Externally-assisted (n = 37) Total (N = 74)



Independent learning (n = 37) Externally-assisted (n = 37) Total (N = 74)



Monitoring



Learning Strategies



Handling Task Difficulties and Demands



Tutoring Condition



Planning



SRL Class



2nd Episode (10–20 min) M = 0.226 SD = 0.221 M = 0.184 SD = 0.173 M = 0.205 SE = 0.023 M = 0.223 SD = 0.228 M = 0.231 SD = 0.103 M = 0.227 SE = 0.021 M = 0.267 SD = 0.123 M = 0.303 SD = 0.108 M = 0.285 SE = 0.013 M = 0.197 SD = 0.178 M = 0.287 SD = 0.125 M = 0.242 SE = 0.018



1st Episode (0–10 min) M = 0.154 SD = 0.187 M = 0.221 SD = 0.145 M = 0.187 SE = 0.019 M = 0.190 SD = 0.209 M = 0.276 SD = 0.114 M = 0.233 SE = 0.020 M = 0.258 SD = 0.126 M = 0.292 SD = 0.126 M = 0.275 SE = 0.015 M = 0.250 SD = 0.213 M = 0.244 SD = 0.154 M = 0.247 SE = 0.022



M = 0.323 SD = 0.243 M = 0.186 SD = 0.135 M = 0.254 SE = 0.023 M = 0.195 SD = 0.171 M = 0.234 SD = 0.102 M = 0.214 SE = 0.016 M = 0.223 SD = 0.082 M = 0.186 SD = 0.097 M = 0.205 SE = 0.010 M = 0.242 SD = 0.201 M = 0.214 SD = 0.139 M = 0.228 SE = 0.020



3rd Episode (20–30 min)



M = 0.271 SD = 0.254 M = 0.382 SD = 0.175 M = 0.327 SE = 0.025 M = 0.311 SD = 0.279 M = 0.259 SD = 0.096 M = 0.285 SE = 0.024 M = 0.252 SD = 0.169 M = 0.220 SD = 0.105 M = 0.236 SE = 0.016 M = 0.284 SD = 0.257 M = 0.255 SD = 0.162 M = 0.270 SE = 0.025



4th Episode (30–40 min)



TABLE 2 Means and Standard Deviations of Proportional Use of Self-Regulated Learning Processes in Each SRL Class, by Time Episode and Condition
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FIGURE 2a Mean proportion of planning processes for each time interval by condition.



.08, as well as a statistically significant interaction between time and condition, F (3, 216) = 4.73, p < .01, η2p = .06 (see Figure 2a). Mauchly’s test of sphericity confirmed that the assumption of sphericity was met, χ 2(5) = 5.06, p = .41. Pair-wise comparisons revealed that when compared to the first and second time intervals, participants used a higher proportion of planning activities in the fourth time interval (p < .01). Also, participants tended to use a higher proportion of planning



FIGURE 2b Mean proportion of monitoring processes used in each time interval, by condition.
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FIGURE 2c Mean proportion of learning strategies used in each time interval, by condition.



processes in the third time interval, when compared to the first time interval (p < .05). None of the remaining main effect (time) pair-wise comparisons demonstrated statistical significance. The significant interaction between time and condition indicates that participants in the externally assisted condition used a higher proportion of planning processes in the fourth time interval



FIGURE 2d Mean proportion of processes related to handling task difficulty and demands used in each time interval, by condition.
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whereas participants in the independent learning condition used a significantly higher proportion of planning processes in the third time interval (when compared to the externally assisted condition). There were no significant differences for any of the remaining comparisons.
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Monitoring. Mauchly’s test indicated that the assumption of sphericity was violated for monitoring, χ 2(5) = 12.31, p < .05. Therefore, the Greenhouse-Geisser correction was used in determining degrees of freedom (ε = .90). An ANOVA on the mean proportion of monitoring processes across time revealed no statistically significant main effect for condition, F(1, 72) = 3.18, p = .08, no statistically significant main effects for time, F(2.69, 193.56) = 1.91, p > .1, nor a significant interaction between time and condition, F(2.69, 193.56) = 1.64, p > .1 (see Figure 2b).



Learning Strategies. Mauchly’s test indicated that the assumption of sphericity was violated for learning strategies, χ 2(5) = 19.20, p < .01. Therefore, the Greenhouse-Geisser correction was used in determining degrees of freedom (ε = .85). An ANOVA on the mean proportion of strategy use across time revealed no significant main effect for condition, F (1, 72) = 0, p = 1, a statistically significant main effect for time, F (2.55, 183.22) = 5.33, p < .01, η2p = .07 (see Figure 2c). Pair-wise comparisons revealed that, overall, when compared to the third time interval, participants used a higher proportion of learning strategies in the first time interval (p < .001) and the second time interval (p < .001). Also, when compared to the fourth time interval, participants used a marginally higher proportion of strategies in the second time interval (p = .056). There were no significant differences for any of the remaining comparisons and the results did not demonstrate a statistically significant interaction between time and condition, F (2.55, 183.22) = 1.54, p = .21. Task Difficulty and Demands. Mauchly’s test indicated that the assumption of sphericity was violated for task difficulty and demands, χ 2(5) = 12.78, p < .05. Therefore, the GreenhouseGeisser correction was used in determining degrees of freedom (ε = .89). An ANOVA on the proportion of task difficulty and demands processes across time revealed no statistically significant main effect for condition, F (1, 72) = 1.00, p = .32, no statistically significant main effect for time, F(2.68, 192.68) = 0.51, p > .1 (see Figure 2d), nor a significant interaction between time and condition, F(2.68, 192.68) = 1.36, p > .1. In order to more fully understand the fluctuation of SRL classes (i.e., planning and learning strategies) across time intervals, we present frequency counts for each of the individual SRL processes in each time interval, summed across participants and separated by learning condition (see Table 3). Additionally, the raw frequencies of tutor prompts for each process are included in parentheses for the externally assisted condition. Due to lack of statistical power necessary to run inferential statistics on the frequencies of individual processes, no statistical analysis of change across the time intervals was conducted. However, we discuss trends identified in the raw frequencies of SRL processes across the four time intervals. For both the independent learning and the externally assisted condition, the raw frequency of use for prior knowledge activation increases across the time intervals. In the externally assisted condition, during the third time
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Planning Planning Prior knowledge activation Recycle goal in working memory Sub-goal Monitoring Content evaluation Feeling of knowing Identify adequacy of information Judgment of learning Monitoring progress toward goals Monitoring use of strategies Self-questioning Learning Strategies Coordinate informational sources Draw Find location in environment Free search Goal-directed search Hypothesizing Inferences



46 5 15 2 24 117 24 39 7 38 0 4 5 325 10 10 1 7 2 0 9



0–10 Mins 49 2 22 6 19 138 33 44 7 30 9 5 10 339 20 5 3 8 2 1 16



10–20 Mins 65 4 28 7 26 133 19 57 5 37 6 2 7 273 16 6 2 10 6 0 15



20–30 Mins



Independent Learning (n = 37)



55 2 37 2 14 123 11 57 7 33 4 4 7 277 10 2 4 10 4 0 4



30–40 Mins



10–20 Mins (316) 137 (9) 2 (279) 121 (1) 2 (27) 12 (315) 277 (43) 10 (189) 167 (49) 5 (2) 84 (21) 9 (11) 2 (0) 0 (295) 407 (45) 56 (54) 69 (7) 8 (0) 0 (2) 4 (16) 9 (25) 28



0–10 Mins (239) ∗ 140 (29) 4 (177) 112 (2) 0 (31) 24 (297) 303 (23) 13 (186) 162 (70) 19 (1) 98 (1) 2 (16) 8 (0) 1 (237) 393 (70) 102 (27) 33 (4) 10 (0) 2 (1) 0 (10) 9 (15) 25



30–40 Mins



(291) 117 (406) 252 (10) 3 (18) 2 (243) 99 (349) 230 (1) 5 (4) 3 (37) 10 (35) 17 (335) 274 (286) 283 (52) 15 (40) 11 (162) 172 (140) 131 (77) 17 (51) 12 (5) 51 (6) 93 (36) 13 (44) 32 (2) 6 (5) 4 (1) 0 (0) 0 (208) 253 (188) 302 (20) 11 (6) 8 (10) 8 (1) 1 (3) 5 (0) 1 (0) 1 (0) 0 (0) 2 (1) 2 (2) 3 (1) 0 (12) 18 (15) 14 (Continued on next page)



20–30 Mins



Externally Assisted Learning (n = 37)



TABLE 3 Raw Frequencies of Learners’ Self-Regulated Learning Processes, by Time Episode and Condition
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4 1 2 0 45 9 18 0 107 98 65 55 2 1 3 4



10–20 Mins 5 8 6 1 25 18 15 0 73 67 84 58 11 5 4 6



20–30 Mins 8 13 7 0 55 24 26 1 75 34 92 63 5 0 4 20



30–40 Mins (32) 10 (2) 1 (6) 4 (13) 1 (6) 24 (0) 1 (1) 3 (0) 0 (46) 90 (4) 78 (89) 128 (35) 30 (20) 12 (1) 74 (27) 11 (6) 1



0–10 Mins (48) 16 (2) 3 (22) 10 (17) 1 (2) 40 (0) 4 (5) 9 (0) 0 (39) 101 (11) 49 (122) 159 (50) 22 (31) 7 (0) 118 (26) 7 (15) 5



10–20 Mins



(31) 11 (0) 2 (11) 3 (31) 1 (3) 21 (6) 0 (5) 20 (0) 0 (51) 65 (23) 82 (115) 121 (48) 23 (17) 5 (0) 84 (18) 4 (32) 5



20–30 Mins



(27) 17 (2) 5 (8) 7 (39) 1 (3) 20 (18) 99 (2) 9 (0) 1 (48) 57 (17) 60 (135) 149 (45) 16 (15) 9 (1) 107 (9) 9 (65) 8



30–40 Mins



Externally Assisted Learning (n = 37)



Note. ∗ Numbers in parentheses indicate the number of prompts provided by the tutor for each SRL variable during this time interval



Knowledge elaboration Memorization Mnemonic Read new paragraph Re-reading Review notes Select new information source Skipping Summarize Taking notes Handling Task Difficulty & Demands Control of context Expectation of adequacy of information Help seeking behavior Task difficulty statement Time and effort planning



0–10 Mins



Independent Learning (n = 37)



TABLE 3 Raw Frequencies of Learners’ Self-Regulated Learning Processes, by Time Episode and Condition (Continued)
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interval, tutor prompts for and learners’ use of prior knowledge activation slightly decreases (as compared to the second time interval), but then sharply increases again in the fourth time interval. Also, one can see an increase in sub-goal generation in the independent learning condition during the third time interval. The relevancy of these individual process frequency fluctuations to the first research question are examined in the discussion section. To clarify the effect of the human tutor on the externally assisted condition participants’ deployment of SRL processes throughout the learning session, we present Table 4, with the number of tutor-initiated SRL processes, learner-initiated SRL processes, and prompts for SRL processes that were not followed immediately by the learner. An individual deployment of an SRL process was considered tutor-initiated (TI) if the tutor presented a prompt and the next utterance/action on the part of the learner was deploying the SRL process which was prompted. If the learner deployed a process without a tutor prompt immediately preceding that particular process, the process was considered learner-initiated (LI). Finally, if the tutor prompted the student to deploy a particular SRL process, and the next utterance/action on the part of the learner was not deploying the SRL process prompted, the prompt was considered as “not followed” (PNF). Tutor-initiated (TI) and learner-initiated (LI) refer to the processes that are deployed by learners. Prompt not followed (PNF) refers to prompts delivered by the tutor. The following example sequence indicates when different coding is used: 1) Tutor prompts for Prior Knowledge Activation (PNF) → Student deploys Judgment of Learning (LI) → Tutor prompts Prior Knowledge Activation → Student deploys Prior Knowledge Activation (TI) → Student deploys Monitoring Progress Toward Goals (LI) From Table 4, it is evident that the learners often do not follow the tutor’s prompts for SRL processes. For example, during time interval 2 (10–20 minutes), the tutor delivered a total of 279 prompts for prior knowledge activation, and the learners followed these prompts only 35 times. However, the externally assisted participants self-initiated prior knowledge activation 86 times during this time interval. It appears that the influence of the prompts for SRL processes may not always be immediate, but the learners often consider the advice for deployment of particular processes and initiate them at their own discretion. These findings will be explicated further in the discussion section.



Question 2: How Do Different Conditions (Independent Learning Versus Tutoring) influence the Transitions Among SRL Classes Throughout a Learning Session? We utilized the transition likelihood metric (L) developed by D’Mello, Taylor, and Graesser (2007) as an analytical measure to compute the probability of any SRL behavior (PREV) transitioning into another SRL behavior (NEXT). L explicitly accounts for the base rate biases of the destination (NEXT) SRL behavior in assessing the likelihood of a transition from a source (PREV) SRL behavior to a destination SRL behavior. It also normalizes the score so that any two transitions
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Planning Planning Prior knowledge activation Recycle goal in working memory Sub-goal Monitoring Content evaluation Feeling of knowing Identify adequacy of information Judgment of learning Monitoring progress toward goals Monitoring use of strategies Self-questioning Learning Strategies Coordinate informational sources Draw Find location in environment Free search Goal-directed search Hypothesizing Inferences 2 79 0 17 13 84 13 98 2 7 1 81 31 9 2 0 3 21



0 78 6 0 0 1 0 21 2 1 0 0 6 4



LI



0–10 Mins



2 33 0 7



TI



49 25 3 0 1 4 11



23 108 64 1 1 15 0



27 144 2 24



PNF



5 7 0 0 0 5 5



2 66 1 0 0 0 0



1 35 0 4



TI



51 62 8 0 4 4 23



8 101 4 84 9 2 0



1 86 2 8



LI



10–20 Mins



40 47 7 0 2 11 20



41 123 48 2 2 11 0



8 244 1 23



PNF



2 1 0 0 0 2 1



2 84 4 1 2 0 0



2 43 1 4



TI



9 7 5 1 2 1 17



13 88 13 50 11 6 0



1 56 4 6



LI



20–30 Mins



18 9 3 0 0 0 11



50 78 73 4 3 2 1



8 200 0 33



PNF



0 0 0 0 1 0 2



1 58 2 1 1 0 0



0 82 1 4



TI



8 1 1 0 1 0 12



10 73 10 92 31 4 0



2 148 2 13



LI



30–40 Mins



TABLE 4 Raw Frequencies of Tutor-Initiated (TI), Learner-Initiated (LI), and Prompted but not Followed (PNF) SRL Processes, by Time Episode
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6 1 0 0 0 1 13



39 82 49 5 5 5 0



18 267 3 31



PNF
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9 1 4 1 22 1 3 0 80 76 24 10 74 8 1



1 0 0 0 2 0 0 0 10 2 6 2 0 3 0



29 18 1 24 6



31 2 6 13 4 0 1 0 36 2 4 5 0 0 0



1 1 1 0 2 0 1 0 12 2 18 2 118 7 5



15 2 9 1 38 4 8 0 89 47 46 26 0 26 15



47 1 21 17 0 0 4 0 27 9 4 2 0 1 1



0 0 0 0 0 0 0 0 9 6 19 3 84 3 4



11 2 3 1 21 0 20 0 56 76
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44 15 0 17 31



31 0 11 31 3 6 5 0 42 17



7 3 0 1 0



1 0 0 1 0 6 0 0 8 7



9 6 107 8 8



16 5 7 0 20 93 9 1 49 53



38 12 1 8 65



26 2 8 38 3 12 2 0 40 10
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can be compared. L is computed as: L=



Pr(NEXT | PREV) − Pr(NEXT) (1 − Pr(Next))
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A value of 1 indicates that the transition will always occur; a value of 0 means that the transition’s likelihood is exactly what it would be given only the base frequency of the destination state. Values above 0 signify that the transition is more likely than it could be expected (given base rate), and values under 0 signify that the transition is less likely than what could be expected by chance alone.



For the analyses on transitions of SRL classes, transitions among the four classes of SRL behavior (planning, monitoring, learning strategies, and handling task difficulty and demands) were considered, resulting in a total of 16 possible transitions. It is important to note that the transitional model developed from our coding scheme represents one of many possible models, and does not take into account increased probability for a particular transition based on prior activity. Other researchers use different SRL coding schemes and might, therefore, attain different results. Additionally, reducing self-regulation to a set of four macro-level classes consequently reduces the degrees of freedom in trajectories. However, it should also be noted that with few observations of learning behavior, a reduction in categories is necessary. Analyses were run separately on the independent and the externally assisted learning data to determine which transitions within each group were more (or less) likely to occur than base rate of that group only. For a given transition, likelihood scores were computed for each individual learner and then aggregated across learners to obtain a mean score. Separate one-sample t-tests were run on the likelihood metrics to determine which transitions had likelihoods that were significantly different from zero. Due to the number of tests run in each analysis, the Bonferroni correction was used, resulting in a p-value threshold of .003 (.05/16). This analysis revealed six significant transitions for the externally assisted group’s SRL behavior, and five significant transitions for the independent learning group (see Table 5). Both conditions evidenced a greater likelihood of transitioning from monitoring to learning strategies and for transitioning from learning strategies to monitoring (above base rate for monitoring). More specifically, these transitions are the most likely to occur, according to the TABLE 5 Likelihood Scores for Each Significant Transition Between SRL Classes, by Condition



SRL Class Transition



Independent Learning Likelihood Mean (SD)



Externally Assisted Likelihood Mean (SD)



Planning → Monitoring Monitoring → Planning Monitoring → Learning Strategies Learning Strategies → Planning Learning Strategies → Monitoring Learning Strategies → Handling Task Difficulty and Demands Handling Task Difficulty and Demands → Learning Strategies



—∗ — 0.422 (0.353) 0.081 (0.090) 0.230 (0.228) 0.155 (0.268) 0.411 (0.468)



0.155 (0.255) 0.114 (0.129) 0.278 (0.194) — 0.335 (0.174) 0.084 (0.116) 0.174 (0.273)



Note. ∗ Empty cells indicate this transition was not significantly different from zero within this condition.
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strong transition likelihood scores between these classes of self-regulatory behavior. Additionally, both conditions were likely to transition from learning strategies to handling task difficulty and demands (above base rate for handling task difficulty and demands) and to transition from handling task difficulty and demands to learning strategies (above base rate for learning strategies). In addition to these major patterns that were significant in both conditions, there were three transitions that were significant in one of the two conditions. First, the independent-learning group demonstrated a greater likelihood (than base rate of planning) of transitioning from learning strategies to planning. Next, the externally assisted group demonstrated a greater likelihood (than base rate of monitoring and planning, respectively) of transitioning from planning to monitoring and from monitoring to planning. As indicated by the absence of significant likelihood metrics between several classes of self-regulatory behavior, the following transitions appear to occur at approximately base rate of the destination (next) class: planning → learning strategies; planning → handling task difficulty and demands; monitoring → handling task difficulty and demands; handling task difficulty and demands → planning; and handling task difficulty and demands → monitoring.



DISCUSSION Our results demonstrate differences between independent and externally assisted learning in the SRL processes used within time intervals across a session and the transitions between classes of SRL processes during a session. We begin this section by summarizing the major findings from the research questions and providing interpretations of our data, with particular emphasis on how the findings relate to information processing models of self-regulated learning (Winne, 2001; Winne & Hadwin, 1998, 2008) and the human tutoring literature (Azevedo et al., 2004, 2007, 2008; Azevedo, Greene, Moos, Winters, Cromley, & Godbole-Chadhuri, 2006; Chi, de Leeuw, Chiu, & LaVancher, 1994; Chi et al., 2001; Graesser et al., 1995; Graesser, McNamara, & VanLehn, 2005; VanLehn et al., 2007). Next, we discuss potential limitations of the current study. Finally, we conclude with implications from this research toward design of adaptive hypermedia systems and suggestions for future research aimed at understanding the dynamic properties of self-regulated learning with hypermedia.



Question 1: How Do Different Conditions (Independent Learning Versus Tutoring) Influence the Deployment of SRL Processes at Different Time Intervals Within a Learning Session? The findings from the first research question demonstrated significant main effects for time for both learning strategies and planning processes. Generally, these findings indicate that overall, learners used more planning processes later in the learning session, and fewer learning strategies as the session progressed. Although these findings generally challenge traditional predictions concerning initial stages of self-regulation (Pintrich, 2000; Winne, 2001; Zimmerman, 2000), we attribute the increase in planning processes to the increased activation of knowledge throughout the learning session (see Table 3). This conclusion is further supported through evidence of greater use of learning strategies initially within the session. During the initial stages of learning, all learners
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are focusing on knowledge acquisition, especially those with low prior knowledge. During these early time intervals, learners in both conditions engage in a high rate of summarization and taking notes and throughout the learning session, the frequency of these two processes (across conditions) tends to decrease (see Table 3). As the learning session progresses, the learners have gained more knowledge of the topic which can now be activated as “prior” knowledge during the later part of the learning session. In order to integrate new incoming information into long-term memory more effectively, these learners are activating their prior knowledge surrounding the current content. The pattern of results is in line with the results of other research on low-prior domain knowledge students (e.g., Moos & Azevedo, 2008; Shapiro, 2008). Our study provides micro-level, event-based data on coded concurrent think-aloud protocols, thereby contributing to the macro-level theories and models of SRL. We emphasize that prior knowledge activation is coded as a planning SRL process within our coding scheme. The interaction revealed that learners in the externally assisted condition deployed a significantly larger proportion of planning processes during the last time interval, likely indicating that these learners had more prior knowledge encoded throughout the learning session to be activated in later stages. Table 4 shows that although the rate of prompts for prior knowledge activation within the fourth time interval does have an impact on this sharp increase, the externally assisted condition participants provided over 64% of the prior knowledge activation statements during the fourth time interval in the absence of a tutor prompt. The externally assisted condition’s better learning performance can be attributed to the prompts for SRL processes throughout the learning session. The increase in prompts for prior knowledge activation during the fourth time interval provided the externally assisted participants the opportunity to review for the upcoming posttest, seemingly contributing to better learning outcomes for this group. Table 4 furthermore provides support that externally assisted learners were not simply following the tutor’s lead or mimicking the tutor’s behavior. The high frequencies of “prompts not followed” (see PNF columns in Table 4) indicate that the majority of tutor prompts are not immediately followed by the learner deploying the prompted process. For example, although the tutor prompted for prior knowledge activation 243 times in time interval three, the learners only immediately enacted this planning process 43 times. Conversely, in time interval four, although the tutor only prompted the learner to review notes 18 times, the learners enacted the process 99 times (compared to 24 times in the independent learning condition). The impact of the prompts appears to persist, with learners initiating the processes at moments of their own choice. Ultimately, this enduring effect of tutor prompts results in greater deployment of sophisticated SRL processes and superior shifts in mental models (Azevedo et al., 2007). We can see from Table 3 that although the decrease in number of strategies across time was not mediated by experimental condition (as demonstrated through the absence of interaction between time and condition on strategies), certain learning strategies do seem to be more impacted earlier in the learning session than later. For example, the raw frequency of coordinating informational sources in time interval one is nearly 10 times as high as in time interval three in the externally assisted condition (102 vs. 11), whereas the raw frequency of the same process is actually less in time interval one compared to time interval three for the independent learning condition (10 vs. 16). We found no statistically significant time effect for monitoring processes during hypermedia learning. Theoretically, this finding supports Winne and Hadwin’s (1998, 2008) model as well as others (Dunlosky, Hertzog, Kennedy, & Thiede, 2005; Nelson & Narens, 1990). Monitoring
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processes play a critical role in self-regulated learning. According to Winne and Hadwin’s (1998, 2008) model, monitoring allows a learner to enact control processes whenever there is a discrepancy in the system, such as not achieving the sub-goals (e.g., monitoring progress toward goals), failing to understand the instructional materials (e.g., judgment of learning), or developing an awareness that the deployment of certain strategies are ineffective in supporting the construction of knowledge (e.g., copying information verbatim) (see Azevedo et al., 2008; Azevedo & Witherspoon, 2009; Winne & Nesbitt, 2009). Our results indicate that the level of monitoring remains fairly consistent throughout a learning session. However, we propose that valences associated with these monitoring instances might not be as consistent. For example, one could hypothesize that learners would generally shift from expressing negative feelings of knowing or judgments of learning to positive feelings of knowing or judgments of learning as a learning session progresses. As a learner makes his or her way through learning content, the content may appear to be more familiar, thereby leading to high (and often over-confident) assessments of understanding. As such, future research should combine multiple sources of evidence such as log-file data, think-aloud protocols, and other computational methods and analytical techniques (e.g., Azevedo et al., 2010, 2011b; Biswas, Jeong, Kinnebrew, Sulcer, & Roscoe, 2010; Greene & Azevedo, 2010; Greene, Robertson, & Costa, 2011; Jeong et al., 2008; Jeong & Biswas, 2008; Witherspoon, Azevedo, & Lewis, 2008) to analyze the micro-level temporal unfolding of monitoring processes during hypermedia learning.



Question 2: How Do Different Conditions (Independent Learning Versus Tutoring) influence the Transitions Among SRL Classes Throughout a Learning Session? The results from the transition analysis lend support to the information processing theory of self-regulated learning (Winne & Hadwin, 2008). Across groups, participants are highly likely to transition from learning strategies to monitoring and from monitoring to learning strategies. These classes of self-regulatory processes are hypothesized to be the hub of self-regulated learning, so high likelihood of transitions between the classes is to be expected. The results provide evidence that learners are indeed often vacillating between control (learning strategies) and monitoring processes within learning about complex science topics with hypermedia (Winne, 2001; Winne & Hadwin, 1998, 2008). The central theories surrounding self-regulated learning would further hypothesize that planning processes would often be succeeded by learning strategies. Unfortunately, our analyses do not provide evidence that learning strategies follow planning processes above the base rate for learning strategies. It appears that other SRL processes intervene between planning and the deployment of learning strategies. Both monitoring and handling task difficulty and demands demonstrated a heightened likelihood of transitioning into learning strategies. It should also be emphasized that our data provide micro-level descriptions of SRL processes that are not traditionally found in the macro-level descriptions found in current models of SRL. For example, while Winne and Hadwin’s model provide macro-level descriptions of the role of monitoring and control, our data actually provides evidence of several dozen monitoring and control strategies used by participants during learning with hypermedia. As such, our data and analyses contribute to existing models and frameworks of SRL by providing micro-level details regarding the actual deployment of SRL processes during learning with hypermedia (see also Greene & Azevedo, 2009).
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The independent learning group showed significant likelihood of transitioning from learning strategies to planning, whereas the externally assisted group demonstrated high likelihood of oscillations between planning and monitoring. Recall that the likelihood metric applied in the transition analyses explicitly accounts for the base rate biases of the destination (subsequent) SRL behavior. Accordingly, this finding indicates that within the externally assisted group, immediately following a planning process, monitoring processes are more likely to be deployed, above the base rate for monitoring. These findings can be attributed to the tutor’s prompts for prior knowledge activation followed by or preceded by prompts for monitoring activities. The learners in the independent learning condition might also be engaging in metacognitive monitoring before and after planning processes (such as prior knowledge activation), but this monitoring might be covert (i.e., not verbalized) in this condition, whereas access to a human tutor might lead learners to overtly express metacognitive monitoring in relation to planning activities. Other research has indicated that concurrent think-aloud techniques might be an imperfect methodology for capturing metacognitive information (van Gog, Paas, van Merrienboer, & Witte, 2005). Nonetheless, more explicit monitoring seems to advance learning, and so identifying that the most powerful SRL process can be produced through prompts represents an important finding. Further work is needed to determine if the findings demonstrated in this study regarding SRL transitions will extend to other learning contexts. For example, can we expect the same pattern of transitions to exist in intelligent tutoring systems as in human to human tutoring or with different tutoring approaches or with different tutoring scripts (e.g., Aleven, McLaren, Roll, & Koedinger, 2010; Azevedo et al., 2010)? How might transitions change with greater exposure (i.e., multiple learning sessions) to a human tutor or after more experience with the learning context (without a human tutor)?



Limitations of the Study The conclusions drawn from this study are limited by the participants’ low prior knowledge and the nature of the hypermedia learning environment. It is possible that students with varying levels of prior knowledge would have benefited differentially from our tutoring conditions. These questions should be explored in future research. It should also be noted that the commercial software used in this study did not include all of the multiple representations of information ideally needed to learn about the circulatory system. We further note that even though an experimenter was present in both conditions, the results for the externally assisted condition may have been due to some aspect of social desirability due to the additional presence of the human tutor and the complex nature of the externally assisted condition. Both the product and process data in the externally assisted condition are a reflection of the metacognitive prompts and individualized instruction provided by the tutor; future research should empirically test the effectiveness of various types of externally regulated learning on students’ self-regulated behavior and learning of complex science topics. The results from our investigation indicate differences between the independent learning and externally assisted condition in the likelihood of transitions between classes of SRL. Although the externally assisted condition resulted in better learning outcomes as reported in the previous paper, it is impossible to state with certainty that the transitions occurring within the externally assisted condition are somehow better than those which occur in the independent learning condition.
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Rather, we can conclude that the human tutor affects the frequency and sequence of SRL processes deployed. Future investigations should experimentally manipulate sequences of SRL prompts to associate particular transitions with shifts in understanding in science domains. An ideal investigative technique would be inclusion of online assessment coupled with a within-subjects design to determine the effect of different sequences of SRL processes.
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Implications for the Design of Adaptive Hypermedia Systems and Future Directions Our results indicate that not only do learners deploy differential amounts of planning and learning strategies at different periods throughout a learning session, but also that a human tutor can affect the rate at which these activities are deployed at different times. A human tutor, using strict guidelines in prompting students to engage in these processes, proves effective at eliciting the use of certain SRL activities at different times throughout the session. This suggests that a computerized tutor developed to foster students’ learning about complex science topics, with capabilities to track students’ level of understanding, could potentially provide effectual prompts to students as well. In general, the results indicate that learners use a greater amount of planning activities in the later part of their learning session. In contrast, they appear to use more learning strategies at the beginning of the learning session. This could be due, in large part, to participants’ overall low prior domain knowledge of the circulatory system. Learners may experience difficulty planning for a topic they have very little background in, prior to exposure to the hypermedia environment. Instead, learners attempt to use several strategies (e.g., summarizing, re-reading, taking notes) they believe might help them develop their knowledge about the topic. As the learning session progresses, and learners acquire knowledge of the topic, they become more capable of using planning activities such as prior knowledge activation. These findings also have implications for the design of an adaptive hypermedia system intended to respond adaptively to a learner’s developing understanding of a domain. One design principle that these findings suggest is that adaptive environments should include the built-in assumption that learners will probably use more planning activities toward the later portions of the session. In addition, an adaptive hypermedia system can capitalize on learner’s developing understanding by prompting the use of planning and learning strategies more often toward the end of the learning session. Although in this experiment it was shown that learners use strategies more often toward the beginning of the session, it might be preferable that the deployment of effective strategies, for example, coordination of informational sources (Azevedo et al., 2010, 2011a, b), be sustained throughout a learning session. This research indicated that certain transitions are more likely to occur than others. For example, the transitions from learning strategies to monitoring and from monitoring to learning strategies are highly likely to occur in a similar hypermedia learning environment. An adaptive hypermedia system might take this into account in predictions of future learner behavior following an occurrence of one of these classes of self-regulatory behavior. An example of a constructive intelligent adaptation based on this prediction would be to scaffold the use of an appropriate, sophisticated learning strategy following a monitoring event instantiated by the learner. However, the intelligent hypermedia environment would also need to take into account the learners’ skill
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in various learning strategies in determining the most useful strategy to prompt for the particular learner. The results of the study contribute to our developing understanding of how learners utilize open learning environments and can support the development of effective scaffolds within such environments. Attaining the full potential of open learning environments requires the implementation of metacognitive scaffolds to promote self-regulated learning (Land, 2000; Hannafin, Land, & Oliver, 1999). The timing of such scaffolds should be based on a detailed student model, which would include predictions for subsequent SRL processes. For example, if the prediction model indicates that there is a high likelihood that a learner will engage in monitoring at a particular time, and the learner neglects to monitor at that point, the environment may prompt the learner to do so.



Directions for Future Research Future research aimed at exploring the dynamic nature of self-regulated learning in hypermedia should continue to investigate the transitions among SRL processes. First, theoretical advances that integrate micro-level, event-based processes are needed to enhance our understanding of the temporally unfolding of self- and externally regulated processes. Integrating micro-level processes will allow researchers to make more accurate predictions regarding the deployment, sequencing, and feedback loops associated with cognitive and metacognitive processes during hypermedia learning with complex topics. For example, theoretical models should begin to address specifically how negative and positive feedback loops from monitoring processes impact the subsequent deployment of learning strategies. Are more sophisticated learning strategies deployed when a learner feels that he or she does not understand the material? Perhaps the effects of negative evaluations of learning depend on the characteristics of the learner (e.g., motivation, prior knowledge, affect). If self-efficacy is low and a learner has a low evaluation of learning, she may decide to avoid the task and invest less effort (i.e., less or lower quality learning strategies). Whereas if a learner has high self-efficacy toward the task but low evaluations of learning, she may invest more effort. SRL consists not only of cognitive components, which were the emphasis of the current study, but motivation and affect also play a pivotal role in the way learners regulate their own cognition, environment, and task conditions (Dinsmore, Alexander, & Loughlin, 2008; Winne & Hadwin, 2008). Also, in order to understand how SRL unfolds dynamically throughout a learning session, we need to delve into how adaptations are made to the learners’ conditional metacognitive knowledge (Winne, 2001; Winne & Hadwin, 1998) and what impact these adaptations have on learners’ cognitive, metacognitive, affective, and motivational processing in later parts of learning sessions. Methodologically, we need to devise new methods to explore how learners change their SRL behavior across learning episodes and how the task conditions (including resources such as environment and tutor) impact changes that are made across learning sessions. How does the correspondence or dissimilarity of learning situations impact learners’ SRL functioning across various learning episodes? Time-series and microgenetic studies, in which learners would engage in very similar (or varying) learning tasks several times across a short window of time, may assist us in expanding our understanding of the dynamic nature of SRL. From an analytical perspective, we need to use complex statistical and modeling techniques from various disciplines



DYNAMIC NATURE OF SRL



499



Downloaded by [99.34.131.159] at 16:29 28 September 2013



in order to understand the complex nature of the cognitive and metacognitive SRL processes that are deployed by learners during real-time learning with advanced learning technologies. For example, Biswas and colleagues (2010) are using hidden Markov modeling to analyze students’ SRL behaviors which provide a concise representation of students’ learning strategies and how they approach learning tasks. In addition, mixed-methods are required in order to determine the quantitative and qualitative nature of these processes and how they unfold in real-time and in response to changing internal (e.g., prior knowledge, learners’ standards, monitoring accuracy, self-efficacy) and external conditions (e.g., adaptations to external events, contextual changes, access and relevance of feedback mechanisms, and different roles played by human and artificial agents).
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APPENDIX Classes, Descriptions, and Examples of the Variables Used to Code Learners’ Self-Regulatory Behavior (Based on Azevedo et al., 2007) Self-Regulatory Process [Abbreviation] Planning Planning
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Prior Knowledge Activation



Recycle Goal in Working Memory Sub-Goal



Description



Stating two or more learning goals Searching memory for relevant prior knowledge either before beginning performance of a task or during task performance Restating the goal (e.g., question or parts of a question) in working memory Articulating a specific sub-goal that is relevant to the experiment-provided overall goal



Monitoring Content Evaluation



Stating that just-seen text, diagram, or video is either relevant (or irrelevant) Evaluate content as answer Statement that what was just read and/or to goal seen meets a goal or sub-goal Feeling of Knowing Stating that there is an awareness of having (or having not) read or learned something in the past and having some understanding of it Identify adequacy of Assessing the usefulness and/or adequacy information of the content (reading, watching, etc.) Judgment of Learning Indicating that there is (or is not) an understanding of what was just read/seen Monitor Progress Toward Assessing whether previously-set goal has Goals been met Monitor Use of Strategies Commenting on usefulness of strategy Self-questioning



Learning Strategies Coordinate Informational Sources Draw Find location in environment Free Search



Goal-directed search Hypothesizing



Posing a question and rereading to improve understanding of the content



Coordinating multiple representations (e.g., drawing and notes) Making a drawing or diagram to assist in learning Statement about where in environment learner has been reading Searching the hypermedia environment without specifying a specific plan or goal Searching the hypermedia environment after specifying a specific plan or goal Asking questions that go beyond what was read, seen, or heard



Student Example



“First, I want to learn about the different parts of the heart, and then the blood vessels.” “Gamma globulin is composed of tens of thousands of unique antibody molecules. I think they, um, they are like part of the immune system.” “I need to learn about all the parts and their purposes . . . ” “I want to learn more about plasma. I’m going to click on that.”



[Learner reads about red blood cells] “This is just was I was looking for.” [Learner reads text] . . . “So I think that’s the answer to this question.” “Oh, I already read that.”



“Structures of the heart . . . here we go . . . ” “Okay, this makes sense.”



“Those were our goals. I accomplished them.” “Yeah, drawing really helped me understand how blood flow throughout the heart.” Learner spends time reading text and then states, “What do I know from this?” and reviews the same content. “I’m going to put that [text] together with the diagram.” “ . . . I’m trying to draw the diagram as best as possible.” “That’s where we were.” “I’m going to the top of the page to see what is there.” Learner types blood circulation in the search feature. “ I wonder why just having smooth walls in the vessels prevent blood clots from forming. . . . I wish they explained that . . . ” (Continued on next page)
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APPENDIX Classes, Descriptions, and Examples of the Variables Used to Code Learners’ Self-Regulatory Behavior (Based on Azevedo et al., 2007) (Continued) Self-Regulatory Process [Abbreviation] Inferences
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Knowledge Elaboration Memorization Mnemonic Read new paragraph



Re-reading Review Notes Select New Information Source



Skipping Summarization



Taking Notes Task Difficulty and Demands Control of context



Expectation of Adequacy of Information



Help Seeking Behavior



Task Difficulty



Time and effort planning



Description



Student Example



Drawing a conclusion based on two or more pieces of information that were read within the same paragraph in the hypermedia environment.



“Hypertension is elevated blood pressure, develops when the blood- body’s blood vessels narrow, causing the heart to pump harder, Which I’m guessing could cause a heart attack.” Elaborating on what was just read, seen, or “Heat dissipates through the skin, effectively heard with prior knowledge lowering the temperature. Like a car radiator.” Memorizing text, diagram, etc. “I’m going to try to memorize this picture.” Using a verbal or visual memory “Arteries—A for away.” technique to remember content “OK, now on to pulmonary.” The selection and use of a paragraph different from the one the student was reading Re-reading or revisiting a section of the “I’m reading this again.” hypermedia environment Reviewing notes “Let me read over these notes now.” [Learner double-clicks on the blood vessel Using features of the hypermedia section] environment to access a new representation and/or a new section of the environment Learner skips over content within the “I’m just going to skip down to the third hypermedia environment paragraph.” “This says that white blood cells are involved in Verbally restating what was just read, destroying foreign bodies.” inspected, or heard in the hypermedia environment Writing down information “I’m going to write that under heart.” Using features of the hypermedia environment to enhance the reading and viewing of information Expecting that a certain content (e.g., section of text, diagram, video) will be adequate or inadequate, given the current goal [EAI] Seeking assistance regarding either the adequacy of their understanding or their learning behavior, regardless of whether the instructions indicate that the experimenter/tutor will provide assistance Indicating one of the following: (1) the task is either easy or difficult, (2) the questions are either simple or difficult, (3) using the hypermedia environment is more difficult than using a book Attempts to intentionally control behavior



Learner double-clicks on the heart diagram to get a close-up of the structures. “ . . . the video will probably give me the info I need to answer this question.”



“Do you want me to give a more detailed answer?”



“This is harder than reading a book.”



“I’m skipping over that section since 45 minutes is too short to get into all the details.”
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