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Abstract This paper presents a novel learning scenario which combines dimensionality reduction, supervised learning as well as kernel selection. We carefully define the hypothesis class that addresses this setting and provide an analysis of its Rademacher complexity and thereby provide generalization guarantees. The proposed algorithm uses KPCA to reduce the dimensionality of the feature space, i.e. by projecting data onto top eigenvectors of covariance operator in a kernel reproducing space. Moreover, it simultaneously learns a linear combination of base kernel functions, which defines a reproducing space, as well as the parameters of a supervised learning algorithm in order to minimize a regularized empirical loss. The bound on Rademacher complexity of our hypothesis is shown to be logarithmic in the number of base kernels, which encourages practitioners to combine as many base kernels as possible.
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Introduction



In this paper we propose and analyze a hypothesis class for an algorithm that simultaneously learns a projection of data points onto a low-dimensional manifold as well as selects a discriminative function defined over the low-dimensional manifold. There are many well known techniques of non-linear manifold learning, such as Isometric Feature Mapping [11], Locally Linear Embedding [9] and Kernel Principal Component Analysis [10]. The setting suggested here is different from the standard dimensionality reduction setting in two ways: first we use KPCA in a supervised setting, i.e. coupled with a discriminative algorithm, and second we also learn the kernel function used by KPCA in a supervised manner. Our hypothesis set is built around the KPCA algorithm, which learns a manifold by projecting onto top eigenvectors of a sample covariance operator in a reproducing kernel Hilbert space. We choose this particular dimensionality reduction technique, since existing literature has shown that several other manifold learning methods essentially reduce to KPCA, given the appropriate choice of kernel function. It has been shown [6] that most of popular dimensionality reduction techniques are equivalent to Kernel PCA with a specific kernel matrix. Thus, choosing a dimensionality reduction method is equivalent to choosing a kernel for KPCA. However, one can come up with numerous different kernels to do dimensionality reduction, where every kernel could potentially be better than others for certain data sets and problems. The question of which kernel to use for a particular problem is not easy to answer and often involves trial and error. Our suggested algorithm improves upon this situation by considering a set of many base kernels, instead of only a single kernel, and learns a final kernel which is a non-negative linear combination of base kernels. Thus, one does not need to commit a priori to single kernel appropriate for the task, instead a kernel will be learned. We show Page 1
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that the Rademacher complexity of the resulting hypothesis set is logarithmic in the number of base kernels. Thus, one can potentially combine a very large number of kernels and still be guaranteed that our algorithm will no over-fit. Our algorithm is supervised in the sense that it uses a training sample to learn an optimal weighted sum of kernels that gives “best” KPCA projection. Here, best means the smallest loss when the projected data is used as features for classification. Traditionally manifold learning was viewed as an unsupervised procedure, mostly used for exploratory data analysis or visual representation. However, it is shown in recent papers [4], [5], [8] that tuning manifold construction to directly benefit the classification algorithm used on with the reduced features gives considerably better performance. Treating the dimensionality reduction problem and the classification problem, which uses the reduced data, as a joint problem is usually called a “coupled” problem [5]. Thus, the novelty of this work is in analysing the learning kernel problem in the context of coupled dimensionality reduction and classification problem. This short paper is focused on theoretical analysis of the algorithm: we provide a rigorous definition of the hypothesis set and its properties via operators in Hilbert spaces and derive a bound on the Rademacher complexity. We also present the form of the suggested algorithm, while investigating efficient implementations and empirical results are left for a longer version of this work.
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Preliminaries



Since the algorithm we propose is learning a projection in reproducing Hilbert space, we will be explicitly using the algebra of operators on separable Hilbert spaces. Our notations are in line with [2], readers are encouraged to refer to that paper for more detailed description of relevant theorems. p



Let {Kk }k=1 be a set of base kernels and µ ∈ Rp be a vector with nonnegative coordinates. Let K p P be a weighted sum of base kernels K = µk Kk . Denote Hµk KK the reproducing space of kernel k=1



function µk Kk and H the reproducing space of K. Assume that data is sampled from a manifold X. Let Φµk Kk : X → Hµk KK be the feature map corresponding to kernel µk Kk , in particular Φµk Kk (x) = µk Kk (·, x) and Φ is the feature map corresponding to kernel K. By H0µk Kk we denote the subspace of Hµk Kk spanned by ΦKk (x01 ), ..., ΦKk (x0m0 ). For the purpose of the numerical we only need information about H0µk Kk . If data x is sampled from X according to some distribution D, then Φ(x) is a random element in Hilbert space H. Let C be the true covariance operator with respect to Φ(x) defined as hf, CgiH = E {hf, Φ(x)iH hg, Φ(x)iH }. Ideally we are interested in learning the projection onto the top r eigenfunctions of C. To estimate C we use an unlabeled sample S 0 = {x01 , ..., x0m0 } and m0 P define a sample covariance operator CS 0 by hf, CS 0 giH = m10 f (xn )g(xn ). As shown by [12] n=1



both eigenvalues and eigenspaces of CS 0 converge to those of C. Thus our algorithm will learn a projection onto top r nonzero eigenfunctions of CS 0 within the space H generated by kernel K. We will denote this orthogonal rank r projection by PSr0 . Learning is done by fitting weights µ of base kernels. We use a labeled sample S = {x1 , ..., xm } for learning. Since we are considering two samples S and S 0 , we need to distinguish between kernel matrices, their eigenvalues and eigenvectors on different sample. Let Kk be the kernel matrix of Kk on sample S and vk,j with γk,j be its eigenvector(normalized)-eigenvalue pair, ordered by 0 eigenvalues in decreasing order. The same objects built on unlabeled sample S 0 are K0 k ,vk,j and 0 γk,j respectively. P 0 We regularize µ by bounding sup µk γk,j ≤ Λ, where | I |= r means that the cardinality of |I|=r (k,j)∈I



index set I is r. To put it more rigorously, define a set ∆γ 0 ,Λ as follows: n X  o 0 0 ∆γ 0 ,Λ = µ : µk ≥ 0∧ sup µk γk,j ≤ Λ∧µk = 0 if µk ∈ / top r coordinates of µk γk,j |I|=r



(k,j)∈I
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Our algorithm learns projection by optimizing µ subject to µ ∈ ∆γ 0 ,Λ . To ensure that the relation between µ and eigenfunctions of CS 0 is explicit, we impose a mild assumption on base kernels, which we call orthogonality. p



Definition 1. Orthogonal Kernels. Let {Kk }k=1 be a finite set of PDS kernels, then this set is called orthogonal with respect to sample S = {x1 , ...xm } if and only if H0i ∩ H0j = 0 for any i 6= j. Where H0i and H0j are the subspaces of Hi and Hj spanned by ΦKi (x1 ), ..., ΦKi (xm ) and ΦKj (x1 ), ..., ΦKj (xm ) respectively. Orthogonality essentially means that reproducing spaces Hµk Kk of base kernels restricted to span of sample points are disjoint, thus by [1], section 6, they are orthogonal components of H. Orthogonality typically holds in practice, e.g. for polynomial and Gaussian kernels on Rn . In case orthogonality is not satisfied, we can easily modify the support of base kernels to make this condition hold. Let Ck,S 0 be the restriction of CS 0 to Hµk Kk and uk,j be the j−th eigenfunction of Ck,S 0 with eigenvalue λk,j . Orthogonality of kernels ensures that uk,j is also an eigenfunction of CS 0 . Throughout the paper we will assume that base kernel functions {Kk } are bounded and orthogonal as in Definition 1 with respect to samples S and S 0
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Learning scenario



Our formulation of the hypothesis, HΛ , set is derived from [3], where they learn Pp an optimal sum of kernels for SVM-style classification: HΛ = {x → hw, PSr0 Φ(x)iH : K = k=1 µk Kk } s.t. µ ∈ p ∆γ 0 ,Λ , kwkH 6 1 and {Kk }k=1 are orthogonal. The notation HΛ stresses that Λ is an important parameter of the hypothesis set, however one should keep in mind that HΛ is also parametrized by the number of base kernels p, the projection r and the unlaballed sample S 0 . In order to P rank of 0 regularize µ we control sup µk γk,j , which is in fact a seminorm on Rp,+ , we denote it by |I|=r (k,j)∈I



kµkγ 0 . Thus, our algorithm learns µ subject to kµkγ 0 ≤ Λ. This norm has a direct connection r P to the spectrum of sample covariance operator CS 0 , namely kµkγ 0 = m10 λi (CS 0 ). Therefore, i=1



bounding kµkγ 0 means bounding the spectrum of covariance operator. The hypothesis set is described in terms of projection in H, however for numerical computations only 0 0 eigenvectors vk,j and eigenvalues γk,j of sample kernel matrices K0 k on sample S 0 are available. The following lemma shows how to compute the value of our hypothesis using the information about K0 k . Lemma 2. Computation of hypothesis. For each x ∈ X, every h ∈ HΛ is described as follows √ p m X m X X  0  µk q αk,i vk,i Kk (x0n , x)sk,i h(x) = n 0 γk,i n=1 i=1 k=1 s.t.



p P m P k=1 i=1



(1)



n o 2 0 0 αk,i sk,i ≤ 1, µ ∈ ∆γ 0 ,Λ as well as sk,i = 1 if µk γk,i belongs to top r from µk γk,i



and sk,i = 0 otherwise. Here µ ∈ Rp , αk,i ∈ R and sk,i ∈ {1, 0} are variables. A heuristic algorithm naturally follows from the expression for h(x) in the theorem above: minimize a convex loss function subject to kµkγ 0 ≤ Λ
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Generalization Bound



We derived a bound on sample Rademacher complexity of HΛ , which is used together with the results of [7] to provide a generalization guarantee. 0 Theorem 3. Generalization bound Let γmin be the smallest nonzero eigenvalue of {K0 k } and γmax be the largest nonzero eigenvalue of {Kk }. Let δr = 12 (λr (C) − λr+1 (C)). Assume supK(x, x) = x∈X
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ˆ ρ (h) be the margin loss of h. Then for any M and denote the rank of Kk by rk . Let ρ > 0 and R δ > 0 with probability at least 1 − δ for any h ∈ HΛ the error R(h) is bounded by v  s s ! u p 3 X u γmax log log 6δ 2 4M 4M δ t ˆ ρ (h) + 1 + R 2Λ log 2p + log 2 r + 3 + k 0 ρm γmin δr δr 2 2m



(2)



k=1



is a quantity that is similar to a condition number. We conjecture the dependency The term γγmax 0 min of generalization bound on γγmax can be improved significantly in subsequent research. For the 0 min purposes of this discussion we treat the ratio as a constant. In the  worst case,when kernel matrices √ Λ log pm . Since there is only have full rank, the sample Rademacher complexity is order of O m a logarithmic dependency on number of base kernels p, our generalization bound encourages the use of large number of base kernels. Moreover, it suggests an algorithm for supervised Kernel PCA that consists of minimizing the empirical while controlling the upper bound Λ on semi-norm kµkγ 0 , which is equivalent to controlling the spectral radius of covariance operator.
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Conclusion



In this paper we have defined a novel learning algorithm that combines nonlinear dimensionality reduction and classification. A rigorous learning scenario has been provided together with generalization bound based on Rademacher complexity. That bound tells us that if we use as many base kernels as we want, we still do not overfit due to logarithmic dependency on the number of kernels. The next step in this research is to analyze the empirical performance of the algorithm.
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