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ABSTRACT OF THESIS WIDEBAND DIRECTION-OF-ARRIVAL ESTIMATION METHODS FOR UNATTENDED ACOUSTIC SENSORS The problem of direction-of-arrival (DOA) estimation for multiple wideband sources, such as ground vehicles, using unattended passive acoustic sensors is considered in this thesis. Existing methods typically fail to detect and resolve DOAs of multiple closely spaced sources in tight formations, especially in the presence of interference and wind noise. This thesis presents wideband extensions of several existing DOA estimation algorithms. The incoherently averaged MUltiple SIgnal Classification (MUSIC) and Weighted Subspace Fitting (WSF) methods are signal subspace-based algorithms that have been applied with some success to acoustic data sets. The Steered Covariance Matrix (STCM) algorithm, which is based on coherent averaging of the narrowband covariances matrices, is also applied to wideband DOA estimation. Following frequency focusing, STCM uses Capon beamforming to provide high resolution DOA estimates. In this work, we present different incoherent wideband averages of the Capon spectrum across frequency bins and benchmark their performance with the wideband MUSIC, WSF, and STCM algorithms. Problems other than wind noise and interference such as sensor position error or wavefront perturbations caused by near-field effects or distributed sources commonly occur in realistic situations. A type of error specific to the randomly distributed wireless array occurs when the data from a sensor is missed or received unusable, thus resulting in useless or unreliable DOA estimates. The WSF and MUSIC algorithms show resilience to these errors. However, both of these algorithms are
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computationally expensive. The STCM algorithm also maintains poor DOA estimation performance because its spectral focusing decreases its angular resolution, a great disadvantage when attempting to estimate the DOAs of multiple closely spaced sources. The previously proposed incoherently averaged wideband Capon algorithms using the arithmetic, geometric, and harmonic mean operations do not provide better performance but they do offer lower computational cost. It is shown that geometric mean incoherent averaging provides an excellent method for estimating the DOAs of closely spaced sources. This result stems from the product of the low and high frequency bearing responses in the geometric average, which provides a narrow main beam width and a low side-lobe level. A study is carried out to better understand the effects of array uncertainties and source mismatches in order to develop or choose an optimal algorithm for combating these sources of error. To accomplish this, a study of non-ideal signal models along with conclusions regarding how these models overlap are presented. From an understanding of these models, appropriate narrowband robust algorithms are extended to the wideband case to combat such errors. More specifically, a robust wideband Capon method is studied to account for some of these inherent problems in the array that can be caused by sensor position uncertainties and wavefront perturbations. Additionally, to improve the resolution within a region of interest and to provide robustness to channel data loss, the beamspace method is extended and applied to the wideband DOA estimation problem. These methods are then tested and benchmarked on two real acoustic signature data sets that contain multiple ground sources moving in various formations. The first data set consists of calibrated data from a circular array of five microphones. The acoustic signatures of several different types of military vehicles are recorded in each run. The second data set was collected using a randomly distributed wireless sensor network. This data contained acoustic recordings of one or two light wheeled vehicles in each run. Results show that better overall performance is obtained with the MUSIC and WSF
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algorithms, especially on the distributed sensor data set. However, on the baseline circular array data set, the wideband robust Capon and wideband beamspace Capon algorithms provide more robust and accurate DOA estimation with the simple structure of the Capon algorithm, which maintains a less demanding computational cost.
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CHAPTER 1



INTRODUCTION 1.1



Background



General DOA estimation [1] addresses the problem of locating sources which are radiating energy that is received by an array of sensors with known spatial positions. It was the desire to locate and track enemy aircraft using radar that initiated the concept of sensor array processing as a sub-discipline of electrical engineering in the 1940s [1, 2]. In this early application, the parameters to be found were the direction, range, and velocity (i.e. range gate or Doppler shift) of the target. These were all to be estimated from a single multi-element radar antenna. The direction to the target was the most important estimate to be made, since it had to be known for the range or velocity to be determined accurately. The problem of direction finding or direction-of-arrival (DOA) estimation has become important in many other fields besides radar [1]. For example, acoustic signals received by an array of hydrophones are used in underwater applications to detect and locate submarines and surface vessels. In oil drilling endeavors, explosives are detonated below the earth’s surface in order to create acoustic reflections off the various layers of the earth’s crust which, along with earthquake and nuclear test activity, are analyzed with seismic arrays [3]. Estimation of the DOAs of these reflections help determine the positioning and thickness of these layers. A common problem in both ground-based and satellite-based communications is the cancellation



1



of undesirable interference signals from one direction in favor of a desired signal arriving at a different angle. Effective attenuation of the interference is directly dependent on knowledge of its DOA. The wide range of applications for source localization has induced a correspondingly large amount of research and refinement of techniques for estimating source locations. Over the years, these array processing techniques have become more essential for battlefield and situational awareness. So much so that the types of applications now include not only those of radar and sonar sensing, but also acoustic detection and localization of different sound emitters on the ground. The systems for this application are made up of passive acoustic arrays and are meant to be left in the field unattended. Unattended ground sensors (UGS) fulfill a variety of military applications including battlefield surveillance, and situation awareness and monitoring [4–7]. They are rugged, reliable, and can be left in the field for a relatively long period of time after deployment. They can be used to capture the acoustic signatures of a wide variety of sources including ground vehicles, airborne targets, acoustic transients such as gunshots and RPGs (rocket propelled grenades), or personnel in urban areas. The problem of detection and localization of multiple ground sources using unattended acoustic sensors is complicated due to various factors. These include: variability and nonstationarity of acoustic source signatures, signal attenuation and fading effects as a function of range and Doppler, coherence loss due to environmental conditions and wind effects, near-field or multipath effects, other non-plane wave effects due to array geometry or calibration errors, and a high level of acoustic clutter and interference. In addition, the presence of multiple closely spaced sources that move in tight formations, e.g. staggered, abreast, or single-file, further complicates the detection, DOA estimation, data association, and localization processes. Clearly, optimum sensor performance for detection, tracking, and classification of multiple sources is highly dependent on terrain, weather, and background noise.



2



1.2



Literature Review on Wideband DOA Estimation Using Passive Acoustic Sensors



Previous work [4–8] includes the development of array signal processing algorithms using baseline acoustic arrays to perform DOA tracking and classification of moving sources from their recorded acoustic signatures. These baseline arrays typically have regular circular or linear structures consisting of several microphones [4, 7] although, recently, studies of wideband DOA estimation performed using arrays of randomly scattered microphones have been carried out [9–11]. Owing to the structural and size limitations of the baseline arrays, high-resolution DOA algorithms are needed to resolve multiple sources. Incoherent and coherent wideband extensions of MUSIC (MUltiple SIgnal Classification) algorithm [12] have shown some promise for detection and DOA tracking of multiple ground vehicles. In [6], by exploiting the multi-spectral content of the sources, better results have been reported using wideband signal subspace DOA estimation algorithms. Experimental results using a circular array of six sensors, with a diameter of 8 ft indicated the advantages of the wideband incoherent MUSIC over the delay-and-sum algorithm. In [7], focused wideband adaptive array processing algorithms are employed for the high-resolution DOA estimation of ground vehicles. Several methods including Steered Covariance Matrix (STCM) [13–15] and spatial smoothing [13] using array manifold interpolation were considered in this study. In addition, experimental analysis of DOA accuracy of incoherent and coherent wideband MUSIC algorithms for a circular array of acoustic sensors was provided. It was shown that incoherent wideband methods yield more accurate DOA estimates than the coherent methods for highly peaked spectra (e.g. ground vehicles) while for sources with flat spectra the coherent wideband methods generate more accurate DOA estimates. More recently, Damarla [16] addressed the problem of DOA tracking of multiple vehicles by using the leading (typically loudest) vehicle’s initial DOA estimate 3



to resolve the vehicles that follow it in a single-file convoy. The algorithm uses a template for the DOA track of the leading target to generate DOA tracks for the remaining vehicles. These DOA estimates are obtained from incoherent MUSIC. This method also utilizes estimates of the differences in vehicles’ speeds to obtain better tracking estimates for each vehicle in the convoy. Heuristic rules are used to build the templates of the leading and trailing vehicles. The work in [17] uses an adaptive beamforming algorithm at a fixed look angle with enhanced directivity and reduced side-lobes. Using this algorithm the number of targets in a convoy and their class can be determined. New methods are being developed [10, 11] to generate DOA tracks of multiple closely spaced sources moving in various formations such as single-file, staggered and abreast. This is critical in realistic battlefield scenarios and difficult environmental conditions, especially in the presence of clutter and wind noise. Recently, a study was carried out in [8] to compare different wideband DOA estimation algorithms and evaluate their applicability to this problem. Among the methods carefully studied were the STCM [14,15] and the Weighted Subspace Fitting (WSF) [18–20] algorithms. The original version of STCM uses a diagonal focusing matrix which can only resolve a group of closely spaced sources when all the DOAs are within one beamwidth of the focusing angle. Other choices of the focusing matrix [21, 22] were also found to be incapable of providing accurate and unbiased estimates of multiple closely spaced DOAs. As far as WSF method is concerned, it requires a computationally demanding multi-dimensional search to find the DOAs. Additionally, the accuracy of DOA estimation in this method is highly dependent on the choice of the initial conditions for the search process. Clearly, this limits the usefulness of the WSF method for realistic applications.



4



1.3



Objectives of Present Study



In wideband DOA estimation for localizing closely spaced sources, high resolution algorithms are sought to separate and identity each source. This problem becomes increasingly challenging when there are sensor position errors (or other array calibrations errors), difficult environmental conditions, coherence losses, or other source mismatches due to multipath or near-field effects. The objective of this thesis is to develop computationally efficient algorithms for wideband DOA estimation which localize acoustic sources of interest using arrays in the presence of these array or signal mismatches. In this thesis, we review the three newly developed and explored wideband DOA estimation algorithms in [4, 10]. The subspace-based algorithms, i.e. MUSIC and WSF, have had previous use in some acoustic array processing applications [6, 15, 20] for localizing ground sources. As a consequence, they will form a benchmark set of effective DOA estimation algorithms with which to compare the methods developed in this thesis. These algorithms resolve some of the issues with the focusing process utilized in the STCM algorithm [14, 23], which will also be a part of the benchmark, and improve the accuracy and maintain simplicity of DOA estimation over STCM and subspace-based methods. The newly developed algorithms are based upon wideband extensions of narrowband Capon beamforming [1]. Three different methods are reviewed for combining individual power spectra at different frequency bins, namely, the arithmetic mean, geometric mean, and harmonic mean operations [4]. These algorithms are benchmarked on the two acoustic data sets and their performances analyzed. To provide a better background for the choice of algorithms that are robust to array and signal mismatches, a review of different signal models which take into account the aforementioned errors is presented. The primary types of errors considered here include array mismatch caused by sensor position uncertainties, gain/phase errors, 5



miscalibration [2, 24], and coherence loss effects due to atmospheric effects and distributed sources. Several coherence models for distributed sources are reviewed and unified. The models include the cases of multipath for local scattering [25,26] as well as general coherent and incoherent sources [27–32]. An investigation of the structure of the signal covariance for each type of error is given, along with the previously developed algorithms that are designed for source localization in the presence of each type of error. From these models appropriate algorithms are selected to combat the error which exists in the acoustic databases of this work. As a part of the objective of improving the robustness of wideband Capon DOA estimation methods to the aforementioned errors, the robust Capon beamforming method in [33] is extended to the wideband case. This particular method provides robustness to array manifold mismatches and wavefront perturbations which result in rank one data covariance matrices. Error of particular concern in the acoustic sensor data processing are: near-field sources, sensor position errors, and sensor nodes non-uniform gain/phase errors or inconsistent sensor data. To overcome the latter problem, the beamspace method [1] is also extended and applied in conjunction with the wideband Capon beamformer in order to further enhance the DOA estimation resolution and provide robustness to sensor data loss. The beamspace method has found many applications in high resolution DOA estimation of moving sources [34– 38], and to wideband array processing [39], though very few in the ground source localization problem [10, 11, 40]. The bearing responses of the wideband Capon beamformers over a frequency band of interest are also studied along with those of the benchmark algorithms in order to evaluate their ability to resolve multiple closely spaced sources. The developed wideband methods are tested against the benchmark algorithms on two different real acoustic signature databases. The first data set was collected using baseline circular arrays of five microphones and contains acoustic signatures of multiple light or heavy,



6



wheeled or tracked, vehicles. This data set is used to demonstrate the usefulness of the proposed methods for resolving multiple closely spaced sources. The second data set was collected using distributed wireless acoustic sensor nodes. This data contains acoustic signatures of one or two light wheeled vehicles. This data set was used to show the promise of the wideband beamspace method in presence of sensor failure.



1.4



Organization of Thesis



The organization of this thesis is as follows: Chapter 2 reviews the two acoustic data sets, the array configuration (either baseline uniform or randomly distributed), and source movement patterns in each of the runs. The types of sources are characterized by their positions with respect to the array during data collection and their frequency spectra. Chapter 3 introduces the basic wideband signal model for DOA estimation and presents previously developed benchmark algorithms for both incoherent and coherent frequency combining methods. This chapter also contains a bearing response analysis of each algorithm and results of the implemented methods on the two real acoustic data sets. In Chapter 4, models of different types of array errors and mismatches are reviewed. A summary of the models and the types of error covariance they induce is given in Section 4.4. Chapter 5 introduces the wideband robust Capon and the wideband beamspace Capon as solutions to the problem of high resolution DOA estimation in the presence of array errors, source mismatches, and sensor data loss or failure. The bearing responses of these algorithms are also analyzed. The new methods are applied to the two acoustic signature data sets and analysis of their performance as compared to the benchmark set of algorithms is given. Finally, conclusions and ideas for future work are given in Chapter 6.
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CHAPTER 2



ACOUSTIC SIGNATURE DATA SETS 2.1



Introduction



In this chapter the data collection process, the properties of the collected data, and the significance of the frequency spectrum of the signals of interest are discussed. There are two sources of data on which the algorithms presented in thesis will be tested and analyzed. The first data set was collected by the Government research laboratory using baseline circular microphone arrays and contains signatures of such ground sources as armored wheeled and tracked vehicles of heavy and light engine structure. The number of vehicles varies in each run, from one to several. The second data set was collected by Information System Technologies Inc.1 (ISTI) using randomly distributed sensor nodes and contains sources numbering at maximum two, which are moving trucks (e.g. U-Haul and Ryder), which do not have the same acoustic properties as military vehicles (e.g. signal amplitude, wider frequency spread of engine harmonics). The distance of the vehicles to the sensors and their separation, as well as their acoustic signature and the number of vehicles in each run are all important factors in how well any wideband beamforming algorithm can estimate DOA. To perform good DOA estimation requires creating an adequate bearing response after each observation period, from which the largest peaks are used to estimate the directions of arrival (DOAs). This requires that the data be sufficiently stationary, 1



Information System Technologies Inc. is a Fort Collins, Colorado-based small business.
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not so much in the frequency spectrum, but in frequency-wavenumber spectrum. Thus, the angular position needs to change slowly over the observation period. This means that a good sampling rate must be maintained, relative to the velocity of the vehicles, if the vehicles are to be accurately detected and located. A good signal-tonoise-ratio (SNR) is also necessary to maintain DOA estimation performance. Both the baseline circular wagon-wheeled array and the distributed array data sets were collected at a sampling rate of 1024Hz. The uncalibrated baseline array data has 1024 samples per observation period of 1 second, while the calibrated data has 2048 samples per 1 second observation period. The distributed array data used 876 samples per averaging period of 1 second. The reduced number of samples for the distributed wireless array is because of the time needed for each node to send its collected data to the base station for DOA estimation. Other differences in the two data sets include unique terrain and environmental conditions as well as the types of vehicles and their corresponding acoustic signatures, as mentioned before. The organization of this chapter is as follows: Section 2.2 describes the data sets collected using the baseline array, as well as the factors related to their collection process, the positions of the acoustic sources and different properties of the individual runs. Section 2.3 reviews the configurations of the distributed sensor network and the properties of the collected data for different runs. Finally, in Section 2.4, conclusions and discussions on the collected data sets are given.



2.2



Data Set Collected Using Baseline Uniform Arrays



The baseline array data was collected with the Textron2 ADAS (Air Deployable Acoustic Sensor) circular array, as shown in Figure 2.1(a). This uniform array has four elements (microphones) in a circular structure with a 2f t radius around a center 2



http://www.textron.com/
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North



(a) Baseline Array



(b) Structure of Baseline Array



Figure 2.1: Textron ADAS array used for collecting Baseline array data and its structural layout. microphone, as shown in Figure 2.1(b). The data was collected using three identical five-element baseline arrays located around a road. The relative positions of these arrays is shown in the vehicle path-position diagrams in the next sections, (see for example Figure 2.2(a)). Different vehicles, of wheeled or tracked and light or heavy structure, were used in the data collection to give diversity in the frequency signatures for testing the detection and DOA estimation algorithms in realistic situations. T72, T62, M1, and M60 heavy tracked tanks, ZIL and BTR heavy-wheeled transport vehicles, BMP light-tracked tank, M2 Bradley light-tracked tank, M113 (Armored Personal Carrier) light-tracked transport, a light-wheeled (5 ton) truck, HMMWV (High Mobility Multipurpose Wheeled Vehicle), and BRDM and BDRM-2 (wheeled amphibious scout vehicle) are among the types of the vehicles used in collecting this database. Clearly, there are many frequencies specific to each vehicle due to the differences in the engine and its harmonics, the exhaust frequencies, whether it has tires or tracks, the condition of the lubrication of each vehicle, etc. However, the detection, DOA estimation, and tracking algorithms must not make any prior assumptions about such properties, 10



i.e. they should be developed for any type of ground sources. 2.2.1



Calibration Process



To account for the errors caused by differences between the nominal values of array parameters, namely gain, phase, and sensor positions, and the values of these parameters after the array is deployed, the baseline array data was calibrated before beamforming. The time series recorded by each microphone is first windowed using a sliding Hamming window of size 2048 (corresponding to 2 seconds of data) with 50% overlap. The phase and gain calibration is then performed in the frequency domain within the range of 50 − 250Hz using the calibration data that was provided by the Government Lab. The reason for not considering frequencies higher than 250Hz is that the aliasing frequency for the array used in collection of baseline data array is approximately 277Hz. Since the sampling frequency for baseline array data is 1024Hz and the size of the sliding Hamming window is 2048, the resultant calibrated data has twice the length of the uncalibrated data. Therefore, in the DOA estimation, a time window of size 2048 samples is considered as one observation period for the calibrated data. In order to report a DOA estimate every second, a 50% overlap is considered between the time windows. It should be noted that this calibration is done before the data is processed, although the uncalibrated data has also been used for other data scenarios to analyze different DOA estimation methods. The baseline data presents several challenging issues for DOA estimation. Among them are wind noise, long range of some of the sources with respect to the array, and data collection problems that have caused a intermittently spiked spectrogram. Now, we describe some of the specific runs used in this work together with their properties. (a) Run 1 This run contains six sources that move in three separate groups. The first group contains a single BRDM which started from 1.5km away, came to 50m at the Closest
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Figure 2.2: Vehicle movement paths and spectrograms for baseline data on node 1, (a) & (b) Run 1, and (c) & (d) Run 2. Point of Approach (CPA) in the middle of the run, and then went back out to 2km. The second group is formed of three single-file T72 tanks that moved from 2.2km up to 50m CPA from the array and back out to 1.5km. Lastly, the third group was formed of a single-file convoy of two heavy wheeled ZIL vehicles which moved from 3km into 50m CPA and back out to 0.8km. An important part of this run is that it contains vehicle positions very near and very far away from the arrays, both very important scenarios to consider in DOA estimation. It is very evident from the spectrogram of the run in Figure 2.2(b)
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(collected with the center node) that the rapid amplitude decay of the high frequency spectra will affect the ability of the estimation process to obtain good DOA estimates. The vehicle path for this run is shown in Figure 2.2(a). In this run the source signatures have low SNR for the first 100 seconds because of the long range to the sources. As they get closer (at approximately 150 seconds) the higher frequency harmonics become more visible. Between 200 and 260 seconds some of the sources move into the near-field of the array, as evident in the spectrogram in Figure 2.2 (b). The results in later chapters show how this near-field situation affects the DOA estimation performance. After about 375 seconds the sources again move to far distances, becoming less distinguishable in the spectrogram. (b) Run 2 The number (six), formation, and type of the vehicles in this run are similar to those of Run 1. However, the tracks that sources make are somewhat different from those in Run 1. The first lone vehicle moves in from < 1km while the second group of 3 vehicles starts > 1.5km away and the third group of two vehicles starts from 2.5km. All the vehicles move to with 50m of the array before moving back out to distances of 1.5km through 4.5km, still in their respective groups. The vehicles’ paths are shown in Figure 2.2(c). The spectrogram of this run shows a very similar source signature (frequency bands of largest amplitude) to that of Run 1. The spectrogram of the data collected by the array center microphone of node 1 for this run is shown in Figure 2.2(d). (c) Run 3 This run contains four moving and two stationary sources. The sources are two HMMWV’s, two M113’s, one Bradley vehicle, and one light-wheeled 5-ton truck. Unfortunately, we do not have the information as to which track corresponds to which source in this run. The sources started from 1 − 2km, came to CPA of 50m and went back out to 2 − 4km. This run was chosen to determine the effectiveness of
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the developed algorithms in situations where the wind noise is relatively high. Figure 2.3(a) shows the movement paths of the vehicles. Figure 2.3(b) shows the spectrogram of the data collected by the center microphone of the node 1 for this run. The effects of wind noise are clearly evident in this spectrogram.
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Figure 2.3: Vehicle movement paths and spectrograms for baseline data, (a) & (b) Run 3, and (c) & (d) Run 4. This run contains the most wind of any of the baseline data runs, as well as a relatively large number of sources. The level of wind noise is evident in all frequencies of interest even when a source signature is not present. This is especially true when comparing spectrogram of Run 3 in Figure 2.3(b) to that of Run 1 in Figure 2.2(d).



14



There are also appear to be near-field sources between 150 and 200 seconds, and between 250 and 270 seconds. (d) Run 4 To benchmark the algorithms in terms of DOA accuracy, a single source run (Run 4) was used to compare the estimated DOAs to the actual ones. This particular run contains a heavy-wheeled ZIL vehicle that moved from 1.5km away to 50m CPA at approximately 150 seconds, then went away from the array to about .75km. Its movement path for this single source case is shown in Figure 2.3(c). This run is ideal because it is collected in good conditions with only a single source and no competing interference. A clear signature frequency can be seen throughout the entire run. The frequency of the source is around 140Hz, one of the primary frequencies of a heavy wheeled vehicle, as can be seen in the spectrogram of Figure 2.3(d). The variation of this primary frequency is likely because of acceleration or deceleration and a Doppler shift of the source signal due to these changes in velocity of the moving vehicle.



2.3



Data Collected Using Distributed Sensor Arrays



Randomly distributed wireless sensor arrays have shown promise in the application of vehicle detection, DOA estimation and track forming [4,10,11,40]. These unattended passive acoustic sensors are becoming increasingly important in a variety of military surveillance applications. These sensors are small-sized, low-cost, stealthy, and are capable of capturing the temporally and spectrally overlapping sources. A randomly distributed network of these sensors offer numerous benefits when compared with the baseline arrays [9]. These include: simplicity and ease in deployment in battlefield or urban areas, larger coverage area, substantially better spatial resolution for separating multiple closely spaced sources, less hardware complexity and hence significantly lower
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costs, more flexibility in configuring different dynamic sensor array configurations, and potential widespread applications in urban warfare, homeland security, industrial monitoring, etc. It has also recently been shown [9] that randomly distributed acoustic sensor arrays, because of their lack of a side-lobe structure, are optimal choices when trying to localize scattered or near-field sources, or if there are array manifold mismatches, sensor location uncertainties, or other coherence losses due to the environment. The distributed configuration also provides a narrow main beam in its response with which to localize tightly grouped sources. Effective source localization with a distributed array requires adequate spatial diversity, which is dependent on the spectral content of the source, its distance from the array, and other factors. This reduces the side-lobe structure and guarantees more robust performance to the above-mentioned problems. The distributed array data used in this thesis was collected using sensor networks consisting of 15 wireless sensor nodes, each capable (among other features) of analogto-digital conversion (ADC) and wireless radio transmission and reception. These Telos-B “motes” were developed by Crossbow Technology, Inc.3 , which are ZigBee compliant and use the IEEE 802.15.4 standard communication system. To maximize the bandwidth, a TDMA approach was used. The radio supports 16 non-interfering frequency channels. This allows for time synchronization to be scheduled on one channel while data transmission occurs on the additional channels. This capability is particularly useful in the wireless sensor array application. Using direct memory access, the ADC is able to write directly to the onboard memory at 1kHz. With minor adjustments, higher sampling rates are possible, if necessary. The microphone chosen for each sensor node is the Knowles Acoustics WP-3502. An amplifier circuit is also built to offer a fixed gain. The amplified recorded signal is then sampled at 1024Hz since most ground vehicles contain useful frequencies in the range of 10 − 250Hz. 3



http://www.xbow.com/Products/
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Figure 2.4(a) shows a wireless sensor node. The two configurations of the distributed arrays are found in Figures 2.4(c) and 2.4(d). The first configuration (in Figure 2.4(c)) has better spatial and frequency diversity, while the second configuration (in Figure 2.4(c)) offers better separation of close vehicles due to more uniform spreading of the sensors. The sensor locations were obtained using a relatively accurate GPS unit to within an average error radius of .1m. The worst case localization error radius was about .25m for some sensors. It was shown in [9] that the sensor position error only began to dramatically affect the DOA estimation performance when the location error became > .2m for a randomly distributed array of 5 elements. It is expected that this threshold would increase with increasing number of sensors. The data was collected in April of 2006 in an area where the terrain is somewhat homogeneous (flat, uniform, small shrubs but no large obstructions, etc.) field in Fort Collins near the foothills where wind could sometimes be moderate. An aerial view of this area which is near Hughes football stadium is found in Figure 2.4(b). The different paths were driven by the trucks in loops around the near and then middle roads, and loops from the middle road to the far road. The distances to the roads ranged from 50m for the closest pass on the near road to 250m and even 350m when the vehicles were at the far end of the far road. There are a few issues specific to the type of configuration used to collect the data. Among these: bad or missing sensor data, packet losses, near-field situations due to the aperture of the array being too large for the distance of the array to the source, and the time required for the sensor nodes to send the recorded data. In our wireless data, although a sample rate of 1024Hz was used, only 876 samples were recorded and transmitted within the remaining time in the sampling period of 1 second. This is done to allow proper synchronization of the 15-mote data collection and to minimize packet collision or loss. In the following discussion anything pertaining to the spectrograms of the distributed data runs will consider microphone 0 (reference node)
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unless otherwise noted. There are several diverse types of data collection scenarios that were encountered. There are single versus two vehicle cases, moderate to high wind noise scenarios, segments of time where vehicles are near-field to the array, and missing/bad data cases in one or more motes. These will be used later to demonstrate the robustness of the developed algorithms to these types of inconsistencies. Additionally, there
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Figure 2.4: Distributed array configuration details: (a) A typical wireless sensor node with a mote, microphone and battery pack, (b) Aerial view of data collection site. Randomly distributed sensor (c) Configuration I (red), and (d) Configuration II (yellow) with 15 mote-based nodes.
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is a case that contains not only the vehicle signatures, but also that of an aircraft flying overhead during the data collection. The vehicles used in this distributed array data are low noise, well-muffled with 6 cylinder engines, as opposed to those in the baseline database which are all large military vehicles with large engines and possibly assemblies of external moving parts (tank treads, etc.). The two types of vehicles used in the these runs are a U-Haul small-sized moving truck and a Ryder moving truck of a comparable size (but somewhat louder). (a) Run 1 This run is interesting because it had aircraft flying by array Configuration I during the data collection. The aircraft as well as the single U-Haul vehicle in this run can be resolved. The U-Haul drove a loop starting in the middle road, and stopped after looping back around on the far road. The aircraft was flying along the array on the opposite side of the array from the ground vehicle. The consistent lower frequencies (100Hz and below) throughout the spectrogram in Figure 2.5(a) of this run can be attributed to the ground vehicle, whereas the broadband, highly Doppler shifting spectra (estimated to contain frequencies from 50Hz to 450Hz) between 60 and 150 seconds belongs to a low-flying aircraft.



(a) Run 1 Spectrogram



(b) Run 2 Spectrogram



Figure 2.5: Spectrograms for distributed wireless sensor data: (a) Run 1, (b) Run 2.
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(b) Run 2 This run contains one bad data node (node 2) and was collected with array Configuration I for a single U-Haul vehicle. A principle part of the results of this study is to analyze the ability of the algorithms to compensate for missing or bad data from one or more sensor nodes and still be able to perform accurate DOA estimation. The only alternative is to manually remove the bad data from the beamforming process. This can not likely be done in automatic and real-time implementations of these beamforming algorithms. The vehicle path for this run followed the near road, looped back around on the far road, and came up the middle road where it stopped. The spectrogram of this run is shown in Figure 2.5(b). The bad data of this run (node 2) stems from the microphone amplifier being tuned incorrectly, thus scaling the output incorrectly. The time series of this node is shown in Figure 2.6(b), while that of the reference node (node 0), which recorded good data, is in Figure 2.6(a). This is one type of sensor node failure observed in this distributed array data set. (c) Run 3 Data of this run was collected using Configuration II for a single U-Haul vehicle moving into the near-field of the array. This is an important situation to consider, as most cases assume the far-field scenario, or planar wavefront assumption as opposed to the actual near-field or wrinkled wavefront. Each algorithm tested on this run is analyzed for its ability to perform accurate DOA estimation for the near-field scenario. In this run the vehicle started on the close road and made a forward and backward pass along the array. The effect of the single vehicle moving into the near-field of the array can be seen in the spectrogram of Figure 2.7(a). Clear source signature frequencies can be seen throughout the entire run.
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Figure 2.6: Time series of different sensor nodes: (a) a normal time series for Run 3, node 0, (b) time series of a bad sensor (node 2) of Run 2, where the amplifier was not working, (c) a time series with missing data for Run 5, node 7, and (d) a detail view of (c), where missing data has been replaced by the last known sample. (d) Run 4 This run contained two vehicles collected using Configuration I and is used to analyze multiple source separation for the different DOA estimation algorithms. The Ryder truck started on the far road and looped around onto a path farther than the far road; whereas the U-Haul started on the middle road and looped around onto the far road. The spectrogram is shown in Figure 2.7(b). Consistent frequency spectra can
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be seen throughout the entire run, although from 40 to 115 seconds and 150 to 250 seconds the spectrum is much better. It can be expected that better DOA estimation results will occur in these sections of the data. There were also small anomalies at 40, 210, 240 seconds that are caused by the base station not receiving any data from the mote for that fraction of time. Thus, the base station must “fill-in” each missing sample with the last good sample received to keep all the data synchronized. If this missing data occurs for long periods of time, it results in the missing data situation in Run 5. When the data is missing for a fraction of a second, it does not cause a significant problem when performing the DOA estimation. (e) Run 5 This is an important run because there are two failed motes in the collected data. In this run there is a single vehicle and array Configuration II was used to collect the data. This run is ideal to further test the different algorithms’ ability to perform in situations with multiple failed nodes. The single Ryder truck started South of the array, moved perpendicular to the roads then turned North onto the middle road for a pass, after which it returned to its position just South of the array. The time series of the bad data from node 7 is shown in Figure 2.6(c), and a zoom-in on seconds 14 to 18 in Figure 2.6(d). The spectrogram of the run in Figure 2.7(c) shows that the fact that node 7 has missing/repeated data from 50 to 90 seconds and from 110 to 155 seconds. (f) Run 6 This run contains two sources (both moving vans) and a lot of wind noise and was collected with array Configuration II. This is an important situation in DOA estimation, i.e. separating multiple sources in the presence of high amplitude noise. The Ryder truck started on the far road and went forward and then backward, whereas the U-Haul truck started on the middle road, and continued along a forward pass and in the return trip ended up on the near road. Clear signature frequencies of the two
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sources can still be seen in the spectrogram in Figure 2.7(d), although there is also a lot of wind noise in most parts of the data.



(a) Run 3 Spectrogram



(b) Run 4 Spectrogram
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Figure 2.7: Spectrograms for distributed wireless sensor data runs: (a) Run 3, (b) Run 4, (c) Run 5 (for failed node 7), and (d) Run 6.



2.4



Conclusions



The two acoustic signature databases used in this study were described in this chapter. The properties of the sensors used to collected the data together with the description of different runs for each database were also provided. For the baseline array database, the choice of runs to include in this study was
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made based on opportunities to test the effectiveness of the algorithms under study at resolving multiple sources in nominal and high wind conditions or at very near or far distances of the sources from the arrays. The other criterion for the selection of runs from baseline array data was the ability to test the aforementioned algorithms ability to estimate smooth (low bias and variance) movement paths for a single source. For the distributed array database, the objective was to find different diverse scenarios including near field or far range vehicles, high wind noise, bad or missing node data (one or two nodes), as well as multiple vehicle scenarios on which to test the developed and extended algorithms in this work. This chapter review the collection and preprocessing of the data. Data runs were chosen for the varied difficult beamforming scenarios that they offered. The spectrograms from one of the microphones of each run was analyzed and the explanation of its content was given. These databases are used in the subsequent chapters of this thesis.
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CHAPTER 3



WIDEBAND DIRECTION-OF-ARRIVAL ESTIMATION 3.1



Introduction



In this chapter a review of the common wideband signal model and the theory behind different wideband direction of arrival (DOA) estimation algorithms is provided. The aim is to provide an adequate synopsis of the operation and motivation for the use of each algorithm reviewed. In addition, different objectives and approaches of DOA estimation methods are discussed. Therefore, this chapter provides the foundation for the subsequent developments in this thesis. The material presented here, and most of the work surrounding incoherent and coherent frequency averaging methods for DOA estimation are drawn from several sources including [1, 4, 12, 14, 19, 20, 23]. Two general classes of wideband DOA estimation methods that are based upon coherent and incoherent combination of frequency spectra are presented. The wideband incoherent Capon algorithm [1], which is an extension of the narrowband optimal rank-one Capon beamformer [1, 24], is introduced, with application [4, 10, 11, 40] to vehicle position estimation. The MUltiple SIgnal Classification (MUSIC) algorithm [12], which has also been applied to the acoustic source detection problem [6], is then reviewed. This subspace-based algorithm belongs to a sub-class of methods referred to as subspace fitting algorithms [19]. The Subspace Fitting (SF) method is
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an algorithm that encompasses the ideas of beamforming, ML estimation, and Estimation of Parameters via Rotational Invariance Technique (ESPRIT), as well as the MUSIC algorithm [2]. An extended version of this method, the Weighted Subspace Fitting (WSF) algorithm [19] performs well when the signal and noise subspaces are judiciously decomposed from the sample covariance matrix. A modified version of the algorithm was used in [4, 20] for wideband DOA estimation. The common method of combining frequency information is by computing the output power spectrum for each narrowband spatial covariance matrix and incoherently averaging the power spectrums together across frequency. Another option for combining the frequency involves coherently focusing the spatial covariance matrices into a single covariance matrix. This results in the “STeered Covariance Matrix” (STCM) [14,23], which is subsequently used in conjunction with a narrowband beamformer. The STCM method uses focusing matrices [21, 22] to shift the frequency of the narrowband covariance to that of a reference frequency. In [7], focused wideband adaptive array processing algorithms are employed for the high-resolution DOA estimation of ground vehicles. Among methods used are STCM [15, 23], and spatial smoothing [13] using array manifold interpolation. In addition, experimental analysis of DOA accuracy of incoherent and coherent wideband MUSIC algorithms and narrowband MUSIC for a circular array of acoustic sensors was presented in [7]. Here it was shown that incoherent wideband methods yield more accurate DOA estimates than the coherent methods for highly peaked spectra while for sources with flat spectra the coherent wideband methods generate more accurate DOA estimates. This is likely because of the frequency binning process, i.e. highly peaked spectra has a large variation in the signal power, if the frequency resolution is not tight enough then it could miss contributions of a frequency band to a coherently focused covariance matrix. Incoherent processing however uses the spectra in a frequency band to form an angular power spectrum, which is effectively a soft-limiting band-pass filter for the
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spectra around the frequency band of interest, and averages these angular spectrums together. Incoherent frequency averaging ensures that spectra is not “missed” by the wideband frequency averaging algorithm. It should be noted that all of the applications mentioned here attempt DOA estimation with arrays of uniformly positioned microphones. Only the work in [10] considers the application of wideband acoustic DOA estimation of ground sources for randomly distributed sensors. The organization of this chapter is as follows: Section 3.2 previews the mathematical constructs needed to understand how wideband DOA estimation is carried out. A brief set of examples shows how the geometry of an array determines the spatial steering vector. Section 3.3 covers different wideband beamforming and DOA estimation methods. The DOA estimation algorithms are divided into incoherent and coherent frequency averaging classes. Incoherent frequency combining methods start in Section 3.3.1.A which reviews the Capon beamformer along with its extensions to the wideband case. Section 3.3.1.B introduces signal and noise subspaces and the MUSIC algorithm which relies on these decompositions. Next, the wideband Weighted Subspace Fitting (WSF) method is reviewed in Section 3.3.1.C. Coherent frequency averaging methods are treated in Section 3.3.2. This includes the STCM and the coherently focused WSF algorithm. Properties of the STCM method and the focusing matrices it uses are also discussed. Section 3.4 provides an analysis of all these wideband methods in terms of their bearing response characteristics. Section 3.5 applies these wideband DOA estimation methods to the wideband acoustic signature databases reviewed in Chapter 2 for the purpose of localizing or forming DOA tracks of moving sources. Finally, in Section 3.6, conclusions are drawn about the effectiveness of the various wideband DOA estimation methods and their shortcomings.
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3.2



Wideband Signal Model



Consider the case where d far-field point sources are observed by L sensors arranged in some known geometry in an arbitrary noise wavefield. The spectral array output of the wideband sources for (narrowband) frequency f and time sample k is x(f, k) = A(f, φ)s(f, k) + n(k) =



d X



a(f, φi )si (f, k) + n(f, k),



(3.1)



i=1



where the source vector is s(f, k) = [s1 (f, k) · · · sd (f, k)]T , the bearing angle vector of the d sources φ = [φ1 φ2 · · · φd ], the L × d array manifold matrix is A(f, φ) = [a(f, φ1 ) a(f, φ2 ) · · · a(f, φd )], with a(f, φi ) the array steering vector for the ith source at frequency f , and n(f, k) is the noise vector that is spectrally and spatially uncorrelated and also uncorrelated with the source signals. The structure of the steering vector, a(f, φ), changes significantly with the geometry of the array. Note that the reason a(f, φ) is called the steering vector is that it establishes the relative phasings across the array to respond to source at a specific angle. A direction estimate obtained using beamformer weights of conjugate (to the source) phasings would exploit the directional properties of the array (assuming no ambiguities in the array response). For a uniform linear array (ULA) with L elements (sensors) with spacing ∆ between them (see Figure 3.1(a)) the steering vector takes the form
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(3.2)



where c is the speed of the wave in the medium. Note that the first element in the ULA is the reference with phase 0. The source impinging on the ULA at angle φ from broadside causes a phase shift of ψ(φ) =



2πf ∆ c
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cos(φ) between neighboring sensors (see



Figure 3.1(a)). The angle φ is a physical angle and the angle Ψ is a corresponding electrical angle.
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(a) A Uniform Linear Array of L-elements



(b) Circular Array of five-elements



Figure 3.1: Two regular geometries and the effect of phasing on the array steering vector. Another type of steering vector that is important for this study is that of the “wagon-wheel” circular array. For a wagon-wheel circular array with five elements (see Figure 3.1(b)), the array steering vector is  r −j 2πf cos φ c  e   e−j 2πfc r sin φ    a(f, φ) =  1    ej 2πfc r cos φ   πf r ej2 c sin φ







      ,     



(3.3)



where r is the radius of the array and c is the speed of the wave in the medium. This can be derived from the array geometry in Figure 2.1(b) with the center sensor node, sensor 3 (sensor 2 in the diagram of Figure 3.1(b)), as the reference node.
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Finally, for an arbitrary geometry (or sensor placement), the steering vector is   (α cos(φ)+β sin(φ)) j 2πf 0 0   e c     ej 2πf (α1 cos(φ)+β1 sin(φ)) c       2πf (3.4) a(f, φ) =  ej c (α2 cos(φ)+β2 sin(φ))  ,     ..   .     2πf ej c (αL−1 cos(φ)+βL−1 sin(φ))



where (αℓ , βℓ ) ∀ ℓ = 0, . . . , L−1 are the (x, y)-positions of each of the L sensors. Note that this model is used in the this study for all distributed array data. The term ψ(θ) =



2πf ∆ c



cos(θ) is referred to as “electrical angle”, for the look angle



θ of the array. The range of the electrical angle is determined by the frequency of operation, element spacing, and observation angle. The actual observation angle, θ, takes values in [−π, π).If, for example, the inter-element spacing ∆ of the ULA is at the Nyquist limit, i.e. λ/2, where λ is the wavelength and f = λc , then the electrical angle range is Ψ(θ) = π cos(θ), −π < Ψ(θ) < π. for π > θ > 0. This full range of the electrical angle allows the array to detect all of the phase shifts associated with every angle within the non-ambiguous field of view. This in turn implies that incorrect spacing of the array elements can cause a mismatch to the desired frequency and the range of electrical phase angle can be either reduced or aliased. In effect, this puts a maximum on the frequency of the source for a specific array geometry being used for DOA estimation. For a better understanding of this concept see the introductory chapters of [1]. The corresponding spatial spectral density matrix for the array output at frequency f is Px (f ) = A(f, φ)Ps(f )AH (f, φ) + Pn (f ),



(3.5)



where Ps (f ) = E[s(f, k)sH (f, k)] is the d × d non-negative Hermitian power spectral density matrix of the source vector, s(f ), which is unknown to the processor (diagonal matrix for uncorrelated sources) and may include non-desired directional signals such 30



as interference, Pn (f ) = E[n(f, k)nH (f, k)] is the L×L power spectral density matrix of the noise wavefield at frequency f , and superscript (·)H denotes the Hermitian transpose. It is assumed that d < L and that the rank of A(f, φ) is equal to d for all frequencies and angles. The general phase-based DOA estimation methods rely on the correlation of the signal across the sensor elements. Therefore an approximation to the overall spectral density matrix is desired that yields the covariance matrix of array output over every frequency bin fj j = [1, J] and sample k Rxx (fj ) = E[x(fj , k)xH (fj , k)] = A(fj , θ)Rs (fj )AH (fj , θ) + Rn (fj ) ≈ Px (fj )



(3.6)



where E[·] is the expectation operator, Rs (fj ) is the signal covariance matrix, and Rn (fj ) is the noise spatial covariance matrix at frequency bin j. Since typically only a limited number of samples are available for DOA estimation the spatial covariance matrix for samples x(fj , k) k = 1, . . . , K, ˆ xx (fj ) R



= = =



1 X(fj )XH (fj ) K K 1 X x(fj , k)xH (fj , k) K k=1 A(fj , φ)
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(3.7)



is used. Here k is the sample index and X(fj ) = [x(fj , 1) x(fj , 2) · · · x(fj , K)] is the data matrix at frequency fj . Clearly, an adequate observation period, T0 , containing K samples must be chosen to yield adequate SNR, i.e. the sample covariance P PK 1 H H matrices K1 K k=1 s(fj , k)s (fj , k) and K k=1 n(fj , k)n (fj , k) must appropriately model Ps and Pn , respectively, otherwise standard narrowband algorithms suffer se-



rious threshold effects [41, 42]. In the sequel, we drop the notation ‘ ˆ· ’ as in real 31



implementations the sample covariance is always used. There are many non-ideal situations which can be considered and modeled in the above formulations. Among these are: sensor position uncertainty, acoustic transmission loss between source and sensor elements, steering vector mismatches, and spreading sources (non-point sources) including coherent spreading (multipath or local scattering) and incoherent spreading (waves traveling through the troposphere, or reflecting off rough surfaces). These non-ideal situations will be discussed in Chapter 4 leading to the development of DOA estimation algorithms designed to specifically handle these scenarios. However, in this chapter we temporarily ignore these realistic scenarios and introduce wideband DOA estimation methods for the ‘ideal’ wideband signal model discussed here.



3.3



Wideband DOA Estimation Algorithms



Coherent [7, 13–15] and incoherent [4, 6, 7, 10, 40] wideband direction estimation algorithms can provide DOA estimates that consider all frequencies in the desired range. These wideband DOA estimation methods can process across frequency and combine the source spectra either coherently or incoherently. The distinction between these methods is made by whether the spatial covariance matrices are focused into a single band and then beamformed (coherent processing), or if the spatial matrices are used individually for every frequency to yield separate beamformers that are incoherently averaged [15]. Different weighting schemes [15, 21] can be used in coherent frequency combining whereas for incoherent methods unique averaging schemes [4], namely, arithmetic averaging, harmonic averaging, and geometric averaging, can be employed. In the following sections we review different incoherent and coherent wideband DOA estimation methods and comment on the advantages and disadvantages of each method.
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3.3.1



Incoherent Frequency Combining Methods



Among the available methods for incoherent wideband DOA estimation are the Capon beamformers [1], the subspace fitting methods, namely MUSIC [12] and WSF [18–20] that are reviewed here. In the next section these methods are applied to the real databases in Chapter 2. A. Wideband Capon Beamformer The Capon, or the Minimum Power Distortionless Response (MPDR) algorithm, is a straightforward covariance matched filter applied to beamforming [1]. A derivation of the classical rank-one beamformer in [24] shows that the Capon differs only by a scalar multiplicative factor from this matched beamformer. Capon beamforming minimizes the overall received power in all directions while requiring the signal of interest (SOI) in the look direction to be received at unit power. This problem can be formulated for frequency bin fj , as min wH (fj , θ)Rxx (fj )w(fj , θ) s.t. wH (fj , θ)a(fj , θ) = 1



w(fj ,θ)



(3.8)



where Rxx (fj ) is defined as before in Section 3.2 and a(fj , θ) is the assumed spatial response at look direction θ. The solution results in the optimal rank-one Capon beamformer [1] w∗ (fj , θ) =



R−1 xx (fj )a(fj , θ) H a (fj , θ)R−1 xx (fj )a(fj , θ)



(3.9)



The expected received angular power for the Capon method is pCapon (fj , θ) = wH (fj , θ)Rxx (fj )w(fj , θ).



(3.10)



Using the solution for w(fj , θ) in (3.10) yields the simplified expression pCapon (fj , θ) =



1 aH (fj , θ)R−1 xx (fj )a(fj , θ)



.



(3.11)



The essential next step for this frequency dependent beamformer is to search for θ’s that produce peaks of pCapon (fj , θ). These indicate the estimate of the DOAs. 33



Beampattern Plot 5 Capon Conventional SOI Interfering Signals
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Figure 3.2: Beampattern for the Capon beamformer for a source at 0dB and a frequency of 150Hz impinging on a 20 sensor ULA. The narrowband Capon beamformer given above is a reasonably inexpensive algorithm in terms of computational cost. This beamformer attempts to adaptively attenuate nearby signals while receiving the signal undistorted in the look direction. An example of the beampattern of the Capon algorithm [1] for a 20 sensor ULA with an SNR of 0dB at 150Hz for Nyquist spacing is shown in Figure 3.2. Notice the deep nulls that the algorithm puts at interference angles. This is explained in the following remark. Remark Consider the singular value decomposition (SVD) of Rxx (fj ) = U(fj )Σ(fj )UH (fj ) where Σ(fj ) is a diagonal matrix with σ1 (fj ) ≥ · · · ≥ σL (fj ) being the eigenvalues Rxx (fj ) and U(fj ) is a unitary transformation matrix containing the eigenvectors of



34



Rxx (fj ). The output of the beamformer for test source at angle φ is y(fj , θ) = w∗H (fj , θ)a(fj , φ) =



aH (fj , θ)R−1 xx (fj )a(fj , φ) . H a (fj , θ)R−1 xx (fj )a(fj , θ)



(3.12)



The numerator of (3.12) can be written as aH (fj , θ)u1 (fj )



1 1 H uH uH (fj )a(fj , φ) 1 (fj )a(fj , φ) + · · · + a (fj , θ)uL (fj ) σ1 (fj ) σL (fj ) L (3.13)



th where σℓ (fj ) and uH eigenvalue and eigenvector of Rxx (fj ), respecℓ (fj ) are the ℓ 1 tively. Here, aH (fj , θ)uℓ (fj ) σℓ (f uℓ (fj )a(fj , φ) is the response of the array to the test j)



source at angle φ when the array is steered to direction θ. Ideally, whenever φ 6= θ the array response should be zero, but this is impossible because of side-lobes, as seen in Figure 3.2. The inner product, aH (fj , θ)uℓ (fj ), will be largest for the eigenvector, uℓ (fj ), that is closest to a(fj , θ). The second inner product uH ℓ (fj )a(fj , φ) will be largest for the eigenvector, uℓ (fj ), nearest to a(fj , φ). For the case when the eigenvector and steering vector are not close at all, the inner product will be very small. In addition, the larger the singular value σℓ (fj ) the smaller the contribution in (3.13). This is especially important when a(fj , φ) is near the corresponding eigenvector uℓ (fj ), thus creating deep nulls at strong interferes. The combination of the inner products provides a low response whenever φ 6= θ and guarantees a low response for high power sources not at the look direction θ. When source power is coming from the same angle that the array is observing, i.e. φ = θ, then the uℓ (fj ) nearest a(f, φ = θ) will induce the largest pair of inner products, i.e. maxℓ |aH (fj , θ)uℓ (fj )|2 /σℓ2 , while all other inner product combinations are small. This maximal inner product combination is normalized to one by the denominator in (3.12), which is a constant for a given observation angle θ. The wideband extension of the narrowband Capon algorithm for the discrete frequencies fj , j = [1, J] utilizes several rank-one Capon beamformers, w(fj , θ), that maximize the signal-to-noise/interference at the aggregated output of the narrowband 35



beamformers, i.e. y(fj , k) = wH (fj , θ)x(fj , k), ∀j ∈ [1, J] and are averaged together in some way. Depending on how the output power at different narrowband beamformers are combined, several interesting wideband Capon DOA estimation algorithms can be derived as follows. i. Arithmetic Averaging In this case, the output power of narrowband Capon beamformers are combined using the arithmetic averaging operation. Then, the wideband arithmetic Capon problem can be cast [1] as



minw(fj ,θ) PA (θ) = = under the constraints



PJ



j=1



PJ



PK



j=1 w



k=1



H



wH (fj , θ)x(fj , k)xH (fj , k)w(fj , θ)



(3.14)



(fj , θ)Rxx (fj )w(fj , θ)



wH (fj , θ)a(fj , θ) = 1,



∀j ∈ [1, J]



(3.15)



That is, incoherently averaged power is minimized under a distortionless constraint. It is assumed that w(fj , θ) is independent of k within the observation period T0 . This leads to a constrained minimization problem



min



w(fj ,θ)



J X



wH (fj , θ)Rxx (fj )w(fj , θ) +



j=1



J X



λ(fj )(wH (fj , θ)a(fj , θ) − 1)



j=1



!



(3.16)



where λ(fj )’s are frequency dependent Lagrange multipliers. Similar to (3.9), the solution of this minimization problem leads the optimal beamformer, but here this optimization produces J narrowband rank-one Capon beamformers [1] for w(fj , θ)’s, w(fj , θ) =



R−1 xx (fj )a(fj , θ) , ∀j ∈ [1, J] H a (fj , θ)R−1 xx (fj )a(fj , θ)



(3.17)



and the wideband Capon spectrum, PA (θ) =



J X j=1



p(fj , θ) =



J X



1



aH (fj , θ)R−1 xx (fj )a(fj , θ) j=1 36



(3.18)



which is obtained by substituting (3.17) into (3.14). That is, the arithmetic averaged wideband Capon beamformer performs incoherent arithmetic averaging of the output powers of the narrowband Capon beamformers, p(fj , θ)’s, p(fj , θ) =



1 aH (fj , θ)R−1 xx (fj )a(fj , θ)



, ∀j ∈ [1, J].



(3.19)



ii. Geometric Averaging Alternatively, the output power of narrowband Capon beamformers can be combined using the geometric averaging operation. This yields the following objective function



PG (θ) =



QJ



j=1 w



H



(3.20)



(fj , θ)Rxx (fj )w(fj , θ)



which is minimized under the same constraints as in (3.15). The solution of the resultant constrained minimization problem leads to the same J narrowband rankone Capon beamformers, w(fj , θ)’s, as in (3.17). Substitution into (3.20) yields the geometrically averaged wideband Capon spectrum, PG (θ) =



J Y



pCapon (fj , θ) =



j=1



J Y



1



aH (fj , θ)R−1 xx (fj )a(fj , θ) j=1



.



(3.21)



iii. Harmonic Averaging Finally, if the output power of narrowband Capon beamformers are combined using harmonic averaging operation, the following objective function PH (θ) =



PJ



j=1



1 wH (fj ,θ)Rxx (fj )w(fj ,θ)



(3.22)



is obtained, which should be minimized under the same constraints as in (3.15). Again, it can easily be shown that the solution of the resultant constrained minimization problem leads to the same J narrowband rank-one Capon beamformers, w(fj , θ)’s, as in (3.17). Substituting w(fj , θ) into (3.22) yields the harmonically averaged wideband Capon spectrum PH (θ) = PJ



1 1



j=1 pCapon (fj ,θ)



= PJ



1



H −1 j=1 a (fj , θ)Rxx (fj )a(fj , θ)
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.



(3.23)



As in the narrowband case where the DOAs are obtained by searching for the peaks of the Capon spectrum, p(fj , θ), the wideband DOAs are estimated by finding the locations of the peaks of the PA (θ), PG (θ), or PH (θ) spectrum. A previously specified number of peaks are chosen based on whether or not they satisfy a threshold, which is typically dependent on the magnitude of the largest peak. The locations of the dˆ peaks of the averaged output power determine the DOA estimates. B. Wideband MUSIC Algorithm The MUSIC algorithm in [12] is a type of subspace-based algorithm that decomposes the subspace spanned by signal from the noise subspace and then uses this information to estimate the DOAs. This algorithm estimates not only the DOAs of the sources, but also the number of sources, the cross-correlation of signals at different directions, the polarizations of each signal, and the SNR. The signal model follows the same form as in Section 3.2. Consider again the covariance matrix Rxx (fj ) = A(fj , φ)Rs(fj )AH (fj , φ) + Rn (fj ), which can be decomposed into signal and noise subspaces  0  Σs (fj ) Rxx (fj ) = [Us (fj ) Un (fj )]  0 Σn (fj )



as   



UH s (fj ) UH n (fj )



(3.24)



  



(3.25)



where Σs (fj ) = diag[σ1 (fj ) · · · σd (fj )], Σn (fj ) = diag[σd+1 (fj ) · · · σL (fj )] with σ1 (fj ) > σ2 (fj ) > · · · > σd (fj ) and σd+1 (fj ) = σd+2 (fj ) = · · · = σL (fj ), Us (fj ) and Un (fj ) are the narrowband signal and noise subspaces, respectively. Note that



the standard assumption of spatially uncorrelated and identically distributed noise insures that the noise covariance can be decomposed such that there is equal noise power in each of the input elements so that the eigenvalues σd+1 (fj ) = σd+2 (fj ) = . . . = σL (fj ) = σn (fj ), where σn (fj ) is the noise power such that the noise correlation
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matrix can be written as Rn (fj ) ≈ σn (fj )Un (fj )UH n (fj ).



(3.26)



The N = L − d eigenvalues associated with the noise have the same value, σn (fj ), are used to estimate the size of the noise subspace. The matrix Un (fj ) is a basis for the noise subspace, < Un (fj ) >, and is orthogonal to basis Us (fj ) for the signal subspace, < Us (fj ) >. A method of estimating the signal direction vector can now be obtained [12]. Use the Un (fj ) matrix which is L×N and whose columns are the N noise eigenvectors, and let the squared Euclidean distance between the vector a(fj , θ) (the steering vector) and the noise subspace be e2 (fj , θ) = aH (fj , θ)Un (fj )UH n (fj )a(fj , θ). The minimum of this distance will be obtained when a(fj , θ) are in the same direction as the the directional vectors of the signal, which are orthogonal to the noise subspace basis vectors. Inverting this distance the MUSIC algorithm for the narrowband frequency bin, fj , is pM U SIC (fj , θ) =



1 . aH (fj , θ)Un (fj )UH n (fj )a(fj , θ)



(3.27)



Once the d directions of arrivals have been found, the A(fj , θ) matrix can be estimated and may be used to compute the parameters of the signals of interest. The solution to the Rs (fj ) matrix can even be found in terms of Rxx (fj ) − Rn (fj ) and A(fj , θ). Since A(fj , θ)Rs (fj )AH (fj , θ) = Rxx (fj ) − Rn (fj ), H



Rs (fj ) = A† (fj , θ)(Rxx (fj ) − Rn (fj ))A† (fj , θ),



(3.28)



where the noise covariance is approximated by Rn (fj ) = σn (fj )Un (fj )UH n (fj ) and (·)† is the Moore-Penrose pseudo-inverse [43]. The wideband extension of the MUSIC algorithm consists of several MUSIC bearing responses that are found from the signal subspace at each narrowband frequency and averaged together. Geometric incoherent averaging was chosen to combine the
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MUSIC frequency spectra. This was done because the results in [7] demonstrated that incoherently averaged MUSIC performed better over coherently focused MUSIC. The choice of geometric averaging of the bearing responses was based on the fact that geometric averaging provided the narrowest main beam (see Section 3.4 below). The wideband geometric MUSIC extension will be the only one provided here. The result from each narrowband MUSIC spectrum is averaged in a similar manner to the geometrically averaged Capon [4]. PM U SICG (θ) =



J Y j=1



pM U SIC (fj , θ) =



J Y



1 . H (f , θ)U (f )UH (f )a(f , θ) a j n j j j n j=1



(3.29)



Another important topic related to the MUSIC algorithm is how to choose or estimate the number of signals to be detected, i.e. how to determine the size of the noise subspace. For the wideband acoustic databases used in this study, setting a threshold output level for an eigenvalue to determine whether it should be considered from the signal or noise subspaces is difficult. This is due to the fact that the power from different ground vehicles is determined by the distance between them and the array, the inherent muffling of the vehicle, obstructions in the terrain, etc. Specifically, near-field scenarios might cause many additional eigenvalues to be considered related to a source, instead of the noise as they should be. One viable option might be to estimate a base noise level taken from several previous seconds of the data, though it is not implemented in this work. In our DOA estimation problem, a set number of sources is assumed through all the data. If a primary eigenvalue (one of the top three or four) is less than a threshold percentage of the mean of the source eigenvalues, then it is dropped and added to the noise subspace. C. Weighted Subspace Fitting (WSF) This section overviews the framework for subspace fitting methods, specifically the WSF algorithm. WSF has been shown nearly optimal amongst the class of subspace fitting (SF) algorithms [18,19]. A more complete overview of subspace fitting methods 40



is given in [1]. Consider the signal model in (3.1), x(fj , k) = A(fj , φ)s(fj , k) + n(fj , k).



(3.30)



In signal subspace fitting the objective is to fit the subspace spanned by A(f, θ) to the measurements X(fj ) in the least squares sense. The narrowband DOA estimation is formulated into a minimization problem as min ||x(fj , k) − A(fj , θ)s(fj , k)||2F . θ



(3.31)



For any choice of the θ vector, the Frobenius norm in (3.31) results in the signal estimate ˆs(fj , k) = A† (fj , θ)x(fj , k),



(3.32)



where (·)† is the Moore-Penrose pseudo-inverse operator, i.e. A† = (AH A)−1 AH . This is the least squares (LS) estimate of the source signal, s(fj , k), from the array output, x(fj , k), for the j th narrowband component. The error in this LS estimation is given by e(fj , k) = x(fj , k) − A(fj , θ)ˆs(fj , k) = P⊥ A (fj , θ)x(fj , k)



(3.33)



where H −1 H P⊥ A (fj , θ) = I − PA (fj , θ) = I − A(fj , θ)[A (fj , θ)A(fj , θ)] A (fj , θ)



(3.34)



is the orthogonal projection complement operator onto the subspace spanned by the columns of the array response matrix A(fj , θ). The squared error of the subspace fit is ⊥ ESF (fj ) = tr{P⊥ A (fj , θ)Rxx (fj )PA (fj , θ)}.



(3.35)



To find the DOA estimate, the sum of this error is computed over all frequency components fj and minimized over θ. In contrast to the Capon DOA estimates, θ is 41



a vector of d DOAs, namely θ = [θ1 θ2 · · · θd ]T . This requires a multi-dimensional search over θ. The SF estimate is then formulated as J X ⊥ θ = arg min tr{ P⊥ A (fj , θ)Rxx (fj )PA (fj , θ)}. θ j=1



(3.36)



Now using this SF result we can derive the WSF formulation. The weighting of WSF combines knowledge of the signal and noise subspaces to create an approximation to the signal covariance matrix, Rs , separated from Rn . This makes it easier for the steered projection to more closely estimate the direction vectors and the amount of correlation between their respective signals. Consider the Singular Value Decomposition (SVD) of Rxx as 







UH s (fj )







0    Σs (fj ) Rxx (fj ) = [Us (fj ) Un (fj )]    UH (f ) 0 Σn (fj ) j n



(3.37)



where Σs (fj ) = diag[σ1 · · · , σd ], Σn (fj ) = diag[σd+1 , . . . , σL ] with σ1 > σ2 > · · · > σL and σd+1 = σd+2 = · · · = σL , and Us (fj ) ∈ CL×d and Un (fj ) ∈ CL×(L−d) are the signal and noise subspaces for frequency bin fj , respectively. In the case where the number of sources, d, is known the sample covariance, Rxx (fj ), can be written as Rxx (fj ) = X(fj )XH (fj ) ≈ Us (fj )Σs (fj )UH s (fj ),



(3.38)



where X(fj ) is the data matrix. This implies that the data matrix, X(fj ), can be represented by X(fj ) = Us (fj )Σs1/2 (fj ). Generalizing further, we can use any other weighting matrix W(fj ) which results in X(fj ) = Us (fj )W(fj ). In the most commonly used version of the WSF method [1] the weighting matrix is chosen as W(fj ) = (Σs (fj ) − σn2 I)Σs−1/2 (fj ).



(3.39)



This choice of the weighting matrix is (depending on the accuracy of the uncorrelated noise assumption) effectively removing the noise contributions to the overall sample covariance matrix and attempting to form the noise-free signal covariance [19]. 42



Using (3.35) and substituting Us (fj )W(fj )WH (fj )Us (fj ) for Rxx (fj ) in the MSE of WSF associated with the j th narrowband component over the K samples becomes H H ⊥ EW SF (fj ) = tr{P⊥ A (fj , θ)Us (fj )W(fj )W (fj )Us (fj )PA (fj , θ)}.



(3.40)



Note that for the no noise case where W(fj ) = Σs1/2 (fj ) , the term Us (fj )W(fj )WH (fj )UH s (fj ) may be replaced by Rxx (fj ), in which case WSF reduces to SF. In wideband WSF, the search process for finding θ becomes J X



H H ⊥ P⊥ θ = arg min tr{ A (fj , θ)Us (fj )W(fj )W (fj )Us (fj )PA (fj , θ)}. θ j=1



(3.41)



The WSF method requires a computationally demanding multi-dimensional search to find the DOAs. Depending on the number of estimated source steering vectors chosen in the array manifold matrix used to produce the projection matrix, the complexity of the search algorithm can become quite computationally costly. For example, if the array manifold uses three steering vectors, i.e. A(fj , θ) = [a(fj , θ1 )a(fj , θ2 )a(fj , θ3 )], then every combination of θ1 , θ2 , and θ3 must be searched to find the minimum in (3.41), and hence the DOAs of the three assumed sources. This computational drawback makes WSF, although nearly optimal in estimation, hardly usable for real-time DOA estimation applications. For the wideband acoustic data in Section 3.5, a computationally efficient version of this algorithm can be devised. This is done by formulating the WSF not as a multivariate minimization problem, but instead as a single dimensional problem by using a rank-one projection matrix, PA (fj , θ). In addition, although there are typically one to six vehicles in each run, the maximum number of good peak estimates that is usually made from the power spectrum is around three. Therefore, a rank three W(fj ) matrix is used to approximate the signal covariance, i.e. dˆ = 3 in our experimental results. Since all of the algorithms used a peak finding algorithm, the 43



WSF was implemented by inverting its spectrum and then finding the peaks. That is, the peak finding is performed on PW SF (θ) =



1 tr{



PJ



⊥ ⊥ H H j=1 PA1 (fj , θ)Us (fj )W(fj )W (fj )Us (fj )PA1 (fj , θ)}



,



(3.42)



where PA1 (fj , θ) = a(fj , θ)a† (fj , θ) is the rank-one projection matrix when aH (fj , θ)a(fj , θ) = 1. 3.3.2



Coherent Frequency Combining Methods



Coherent frequency combining methods involve computing spatial covariance matrices at all narrowband frequencies for the wideband signal and then combining the frequency spectra by coherently focusing the spectra into a single covariance matrix. This formulation for the STeered Covariance Matrix (STCM) [14,15,23] and the corresponding DOA estimation methods will be reviewed next. A. The STeered Covariance Matrix (STCM) STCM-based methods have been introduced independently by different authors [15, 23], illustrating different aspects of this algorithm. STCM has successfully been used in practical situations that involve detecting and localizing multiple wideband sources [4, 10, 14]. The desired effect of the STCM algorithm is to combine the signal subspaces at different frequencies in order to generate a single signal subspace with algebraic properties indicative of the number of sources and their directions of arrival. In systems theory, this idea is similar to a complex demodulator. This is especially useful in cases where the observation period contains fewer samples or sources exhibit broadband power spectrums [15]. The objective is to find the transformation matrices T(fj , θ), j = 1, 2, ..., J, referred to as focusing matrices that transfer all of the narrowband components x(fj , k), j = 1, 2, ..., J, to a single reference frequency f0 . When all the narrowband components are focused to frequency f0 , the wideband DOA estimation
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problem reduces to finding a single narrowband solution. Thus, any narrowband algorithms (e.g. Capon) may be used to estimate the DOAs and the number of sources. The focusing process has an additional benefit: the beamwidth of the array at a narrowband frequency fj varies inversely with the frequency. Therefore, focusing to a relatively higher frequency results in a narrower main-lobe width. It is assumed that nonsingular L × L focusing matrices T(fj , θ), j = 1, 2, ..., J, exist such that T(fj , θ)A(fj , θ) = A(f0 , θ),



j = 1, . . . , J.



(3.43)



subject to T(fj , θ)TH (fj , θ) = I.



(3.44)



The focused array output vector at the k th time interval is defined as t(fj , k) = T(fj , θ)x(fj , k)



(3.45)



with the spatial covariance matrix defined as Rtt (f0 ) = T(fj , θ)Rxx (fj )TH (fj , θ) = A(f0 , θ)Ps (fj )AH (f0 , θ) + T(fj , θ)Pn (fj )TH (fj , θ),



(3.46)



where θ used in A(fj , θ) represents the fact that the array is focused at a single angle θ, while the actual signals have locations φ = [φ1 φ1 · · · φd ]. The focused output t(fj , k) is a narrowband component at frequency f0 . The index fj in t(fj , k) now only dictates that this focused output is retrieved from the narrowband component x(fj , k). The steered or focused spatial covariance matrix R(θ) may therefore be defined as R(θ) =



J X



Rtt (fj ) =



j=1



J X



T(fj , θ)Rxx (fj )TH (fj , θ)



(3.47)



j=1



Using (3.43) and (3.46), we can rewrite R(θ) as R(θ) =



J X



A(f0 , θ)Ps (fj )AH (f0 , θ) + Rnθ



j=1
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(3.48)



where Rnθ =



PJ



j=1



T(fj , θ)Pn (fj )TH (fj , θ).



The choice of the focusing matrix T(fj , θ) has a major impact on the performance of the STCM method. It was shown in [8, 21, 22] that a good focusing matrix that makes the coherent signal subspace independent of the noise power spectrum Pn(fj ), j = 1, . . . , J is a unitary matrix, i.e. T(fj , θ)TH (fj , θ) = I, j = 1, 2, . . . , J. Additionally, the focusing matrix T(fj , θ), j = 1, 2, . . . , J, when found, must also satisfy the focusing equation (3.43). Among the widely used focusing matrices are the diagonal steering matrix and rotational signal subspaces. i. Diagonal Steering Matrix The diagonal focusing matrix is a simple unitary focusing matrix of the form T(fj , θ) = diag[ a1 (f0 , θ)/a1 (fj , θ), a2 (f0 , θ)/a2 (fj , θ) · · · aM (f0 , θ)/aM (fj , θ) ] (3.49) where ai (fj , θ) is the ith element of the steering vector a(fj , θ) at frequency fj and bearing angle θ. Clearly, the problem with this focusing matrix is that it can only be used to detect one source or one group of closely spaced sources and can not be used to resolve sources within a group. ii. Rotational Signal Subspaces (RSS) Given initial estimates of the location of a source or a group of sources, θ ∗ = [θ1 · · · θdˆ], a more general unitary focusing matrix, referred to as the rotational signal subspace (RSS), may be designed by solving the constrained optimization problem [21, 22] min kA(f0 , θi∗ ) − T(fj )A(fj , θi∗ )kF ,



T(fj )



j = 1, . . . , J.



(3.50)



subject to T(fj )TH (fj ) = I



(3.51)



where k · kF is the Frobenius norm, and θ ∗ is a vector which consists of preliminary angle estimates θi∗ , i = 1, . . . , dˆ (dˆ being the number of peaks estimated from the 46



initial focused angular spectrum).Geometrically, the focusing matrix T(fj ) obtained from this method introduces a rotation of the ith narrow-band signal subspace, i.e. span{A(fj , θ∗ )}, to make it as close as possible (in the Frobenious norm) to the narrow-band signal subspace, span{A(f0 , θ∗ )}, without changing the spatial correlation of the noise. It may be shown [21] that one solution to (3.50) subject to (3.51) is given by T(fj ) = V(fj )UH (fj )



(3.52)



where the columns of U(fj ) and V(fj ) are the left and right singular vectors of A(fj , θi∗ )AH (f0 , θi∗ ). To determine the preliminary angle estimates, θ ∗ , for a group the approximate DOA region for the group is divided into several segments, e.g. (θ∗ − 0.5BW ), (θ∗ − 0.25BW ), (θ∗), (θ∗ − 0.25BW ), (θ∗ + 0.5BW ), where θ∗ is the preliminary angle estimate for the group and BW is the array beamwidth [21]. Experiments with this class of focusing matrices determined that the performance of RSS steering matrix relies heavily on generating accurate initial DOA estimates. As it was not desirable to perform two DOA estimation processes, the diagonal focusing matrix was used in the application of STCM to the databases of Chapter 2 in the next section. Summary of a Modified STCM Algorithm The following version of the STCM is modified from that presented before by incorporating a two-step search process using the Capon and MUSIC algorithms for more accurate DOA estimation. However, the results presented in Section 3.5 uses only the Capon beamformer without steps (5) and (7) below. The steps for this modified version of the STCM method for wideband DOA estimation are summarized as follows: 1. Apply DFT to the time windowed array output to form x(fj , k), k = 1, . . . , K and j = 1, . . . , J;
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2. Form the sample spatial covariance matrix for each frequency component fj P H using Rxx (fj ) ≈ K1 K k=1 x(fj , k)x (fj , k);



3. For every bearing angle, form T(fj , θ) and then compute the steered covariance matrix R(θ) using (3.47); 4. Find the initial estimate of the DOA, θ∗ , by applying the Capon Beamformer [1] to the steered covariance matrix, PCapon (θ) =



1 aH (f0 ,θ)R−1 xx (θ)a(f0 ,θ)



5. If greater precision is desired, recompute the steered covariance matrix at the location of the peaks, i.e. R(θ∗ ); 6. Apply singular value decomposition (SVD) to the new steered covariance matrix    H  Σs 0   Us  (3.53) R(θ∗ ) = [Us Un ]    H Un 0 Σn where Σs = diag[σ1 · · · σd ], Σn = diag[σd+1 · · · σL ] with σ1 > σ2 > · · · > σL



and σd+1 = σd+2 = · · · = σL , Us and Un are the coherent signal and noise subspaces, respectively; 7. Find the refined DOA estimates using MUSIC algorithm by finding the peaks of PM U SIC (θ) =



1 aH (f0 ,θ)Un UH n a(f0 ,θ)



Remark Although, the STCM method has been used with some success in a number of wideband DOA estimation applications, its applicability to vehicle DOA estimation is limited particularly for multiple closely spaced moving source scenarios. This is attributed to the inability of focusing to account for multiple sources and also the
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peaked structure of the frequency spectra of the acoustic signatures of different vehicles. The latter implies that the spectra of the time-windowed signals exhibit disjoint identifiable peaks at frequencies where source indications exist. Consequently, coherent averaging in the presence of wideband interference could have detrimental effects on the performance of the STCM method. B. Focused WSF Using the properties of the trace, the focused version of the SF in (3.36) for unitary focusing matrix T(fj , θ) can be written as θ = =



J X



arg min tr{P⊥ A (f0 , θ)[ θ



T(fj , θ)Rxx (fj )TH (fj , θ)]P⊥ A (f0 , θ)}



j=1



⊥ arg min tr{P⊥ A (f0 , θ)R(θ)PA (f0 , θ)}. θ



(3.54)



We can find the focused WSF by inserting Us (fj )W(fj )WH (fj )UH s (fj ) in for Rxx (fj ) to obtain θ = arg minθ tr{P⊥ A (f0 , θ) PJ



(3.55)



H H H ⊥ j=1 [T(fj , θ)Us (fj )W(fj )W (fj )Us (fj )T (fj , θ)]PA (f0 , θ)}.



This requires that the DOA search vector θ be only a single search angle, θ because the covariance can only be focused at a single angle at a time. This focused version of the WSF did not perform as well the original one and hence is not implemented for benchmarking.



3.4



Bearing Response Analysis



Next, we study the output power of the Capon for the STCM, the modified WSF, the three wideband incoherent Capon beamformers, and the wideband incoherent geometric MUSIC with respect to the true angle, φ, and the look angle, θ. For the narrowband source of frequency fj at true angle φ the received signal vector for the 5-element wagon-wheel array in Figure 2.1(b) can be represented as x(fj , φ) = [e−j2πfj r/c cos φ e−j2πfj r/c sin φ 1 ej2πfj r/c cos φ ej2πfj r/c sin φ ]T , 49



(3.56)



where fj is the j th narrowband frequency, r is the radius of the array (in this case .6096m), and c is the speed of sound in air (335m/s). For the noise-free case, the rank-two covariance matrix of two received signals is Rxx (fj ) = [x(fj , φ1) x(fj , φ2)][x(fj , φ1 ) x(fj , φ2 )]H . Diagonal loading of the covariance matrix was used to avoid singularity problems and to simulate noise effects. In previous experiments [4], a larger than necessary loading factor was used, causing a widening in the width of the main-lobe. The necessary corrections were made to this experiment. To compare the ability of these beamformers to resolve two sources at angles φ1 and φ2 , a set of narrowband frequencies with 2Hz separation and equal power were used in the frequency range of 50 to 250Hz for the angular separation, |φ1 − φ2 |, at three different values namely 20◦ , 23◦ , and 26◦ . The reason for not considering frequencies higher than 250Hz is that the aliasing frequency for the wagon-wheel array is approximately 277Hz [16], and most of the useful frequencies of the ground sources are below this limit (see spectrograms of the acoustic signatures in Chapter 2). Figures 3.3(a)-(f) show the bearing responses of the wideband arithmetic mean, geometric mean, harmonic mean Capon, STCM, geometric mean MUSIC, and modified WSF, respectively for the three angular separations. These correspond to the plots of PA (Arithmetic), PG (Geometric), PH (Harmonic), PCAP ON (one-step STCM), PM U SIC , and PW SF with respect to look angle θ. The minimum side-lobe height of these algorithms for this array geometry is −21dB, −2100dB, −22dB, −13dB, −170dB, and −3dB, respectively. A possible explanation as to why the peaks of the bearing responses are so different from the actual locations is that the beampattern of the 5-element array has very wide acceptance pattern around the main beam, so that it adds the side-lobes of neighboring sources to create “early” false peaks. Comparing the first four methods, several interesting observations can be made. It can easily be seen from these plots that the width of the main-lobe of the wideband geometric mean is much narrower with a much lower 50
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Figure 3.3: Bearing responses on the 5-element circular array for two sources with separations of 20◦ , 23◦ , and 26◦ , (a) arithmetic mean Capon, (b) geometric mean Capon, (c) harmonic mean Capon, (d) STCM, (e) geometric mean MUSIC, and (f) WSF. The vertical lines are the actual locations of the sources. 51



side-lobe (where no source is present) response than the other wideband Capon methods. This is due to the fact that the geometric mean is based upon a product where the lower frequencies eliminate any side-lobes, while the higher frequencies narrow the beamwidth and hence giving better overall resolution. This also amplifies any low-power source located further away, as it is usually difficult to distinguish between side-lobes and far sources. This is why the geometric mean operation was also chosen for the MUSIC algorithm. On the other hand, some small side-lobes are inevitable for the wideband arithmetic and harmonic mean Capon methods and the resolution does not improve greatly with additional higher frequencies. The bearing response of the STCM, though having a large response at other angles in the side-lobes, exhibits a similar main-lobe width to that of the arithmetic mean Capon. The MUSIC algorithm, which is based upon picking the noise subspace, performs well when the subspace size is selected correctly, but not nearly as well when there are major discrepancies in the assumed/estimated size and actual size of the noise subspace. For these generated bearing responses the correct number of signals were manually selected and as a result very accurate peaks are obtained. An alternate experiment with the bearing responses shows that the MUSIC algorithm may separate sources with separations down to 3◦ or 4◦ for the wagon-wheel configuration. The MUSIC algorithm maintains very dramatic peaks. The reason for the lack of gradual change in the bearing response is probably due to the .5◦ angular resolution that was used. The WSF algorithm is meant to fit the data by removing contributions from noise and focusing on the signals to be detected. However, because of the lack of noise structure in the simulated bearing response data, modified WSF maintains a very wide main-lobe, which causes the peak finding to pick many additional and likely erroneous peak estimates. The geometric averaging of the sharp peak estimates formed using the MUSIC algorithm actually has a great advantage. If there is a significant peak at multiple frequencies the peak will be kept, otherwise it will be averaged out with
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the much lower side-lobes. This fact, and the disappointing results [7] from forming a coherent noise subspace (with STCM) for the MUSIC algorithm to operate on, show that incoherent averaging is better for DOA estimation on acoustic signature data of ground sources. It has recently been shown [9] that the distributed sensor arrays offer much better robustness to sensor position errors, transmission loss effects, and other perturbations. This is primarily due to random side-lobe structure in contrast to the ‘regular’ side-lobe structure of the baseline five-element array. To see this, let us consider the sensor array configuration in Figure 2.4(c) consisting of fifteen randomly distributed sensor nodes. Figures 3.4(a)-(f) show the bearing responses of the wideband arithmetic Capon, geometric Capon, harmonic Capon, the Capon STCM, the wideband MUSIC, and the modified WSF, respectively for the three angular separations of 1◦ , 3◦ , and 5◦ . The frequency resolution was 8Hz for this study which was chosen based upon the significant frequencies in the spectrograms of the sources. Compared to the bearing responses in Figures 3.3(a)-(f), the bearing responses for the random distributed sensor array exhibit much better resolution in separating very close (2 degrees separation) sources and has no regular side-lobe structure. Nonetheless, in wireless distributed sensing, sensor failure or packet losses can often cause incorrect DOA estimation and source localization results. We show in Chapter 5 that the wideband geometric beamspace method provides robust and computationally efficient DOA estimation in such scenarios. Figures 3.5(a) and (b) show the bearing responses of the wideband geometric MUSIC and geometric Capon algorithms, respectively. These are plotted in dB for better illustration of the sharp main-lobe and low side-lobes of the geometric averaging algorithms. While the geometric MUSIC maintains excellent peaks, the Capon algorithm has much lower side-lobes, i.e. contributions from signals other than those at the look direction have less of an effect on the perceived power level at that look direction. The side-lobes for the other algorithms are all around
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Figure 3.4: Bearing responses on the 15-element randomly distributed array for two sources with separations of 1◦ , 3◦ , and 4◦ , (a) arithmetic mean Capon, (b) geometric mean Capon, (c) harmonic mean Capon, (d) STCM, (e) geometric mean MUSIC, (f) WSF. The vertical lines are the actual locations of the sources. 54
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Figure 3.5: Bearing responses in dB on the 15-element randomly distributed array for two sources with separations of 1◦ , 3◦ , and 5◦ . Wideband (a) Geometric mean Capon, (b) Geometric mean MUSIC bearing responses. The vertical lines are the actual locations of the sources. −20dB except for the modified WSF algorithm, which has its lowest side-lobes at −4dB.



3.5



Wideband DOA Estimation Results



3.5.1



Baseline Array Results



In this section, the wideband DOA estimation algorithms discussed in this chapter are applied to the data of five runs collected using three baseline wagon-wheel arrays whose structure is in Figure 2.1(a). Note that in the work only the results on the data collected by Node 1 will be provided due to page limitations. Similar observations can be made on the results for other nodes. The collected data had to be calibrated prior to DOA estimation using a calibration procedure in order to account for the inherent errors between the ideal values of the array parameters, namely microphone gain and phase as well as sensor positions, and the actual values of these parameters for the deployed array, the data calibration was discussed in detail in Chapter 2.
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The process of partitioning the data is as follows: the array output vector is first decomposed into narrowband components by taking the DFT of non-overlapping time segments of length ∆T . That is, the array output time series is observed over T0 seconds, and then sectioned into K windows of duration ∆T seconds each. Thus, ∆T is the duration of one observation period and K is the total number of samples. We denote the j th narrowband component of all the outputs obtained from the k th sample by the vector x(fj , k), k = 1, . . . , K, and j = 1, . . . , J. It is also assumed that the decomposed narrow-band components are independent. The goal is to determine the number of sources d and estimate the angles θi , i = 1, 2, . . . , d from the spatial covariance matrices, Rxx (fj ), j = 1, . . . , J, generated by x(fj , k) (see [4]). In the following results, solid lines correspond to the actual (true) angles obtained from the truth files. The markers ‘∗’, ‘△’, and ‘×’ correspond to the DOAs obtained from the first, second, and third strongest peaks in the power spectra, respectively. The runs that are specifically important for testing the performance of the algorithms for separating multiple closely spaced sources are Runs 1, 2, and 3. (See Chapter 2 for their detailed properties). (a) Results on Run 1 This run contains six sources that move in three separate groups. A complete review of the setup for the run can be found in Section 2.2.1. Figures 3.6(a)-(f) show the DOA estimation results on calibrated data for this run obtained using the wideband arithmetic Capon, geometric Capon, harmonic Capon, STCM, geometric MUSIC, and modified WSF algorithms, respectively. The frequency bin separation was 2Hz. Comparison of the plots of the DOA tracks obtained using different algorithms illustrates that among the wideband methods the geometric Capon, harmonic Capon, and geometric MUSIC provided the best results on this data set with DOA estimates that are very close to the actual values. This observation is also consistent with the other data sets studied. By looking at the DOA estimates and the actual range of
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the sources from the array, one can see that the heavy and medium weight vehicles are successfully and accurately detected even at far ranges. Closer investigation of the spectrogram of the beginning of this run indicates that for approximately the first 30-40 seconds there is no indication of the sources. After this period of time the vehicles are approximately 2km away, and good DOA estimates are provided by these algorithms. As far as near-field performance is concerned, all the sources are successfully detected and their DOAs resolved. This is an interesting observation in light of the fact that Capon beamforming, in general, loses its accuracy in presence of model mismatches as a result of near-field effects. It should be mentioned that in some scenarios where both light and heavy vehicles are present together in a run, the dominant source will obscure the weaker source, especially at far ranges. The arithmetic wideband Capon, the STCM and the modified WSF methods provided acceptable results (Figures 3.6(a), (d), and (f)), but the DOA estimates of these algorithms were not as good as those of the geometric and harmonic Capon beamformers. The results between 125-210 seconds and 224-334 seconds indicate that the DOA estimates of multiple sources closely follow the true DOAs for the wideband geometric and harmonic Capon. As evident in these results, the wideband geometric and harmonic Capons and the geometric MUSIC successfully estimated the DOAs of all the source groups, even for the light wheeled vehicle at very far range. Moreover, these algorithms are able to resolve the DOAs of the heavy tracked and wheeled convoy of vehicles moving in single-file groups of three (middle) and two (right hand side) vehicles, respectively. The MUSIC algorithm was able to track the group of three vehicles from 325 to 410 seconds which were at −180◦ to −160◦ , and was the only algorithm to achieve estimates for this set of vehicles which are more than 1km away. The STCM and WSF algorithms, however, performed poorly as far as being able to resolve multiple sources in groups owing to their wide power spectrum mainlobes and high side-lobes as shown in Figures 3.3(d) and (f). In addition, the modified
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Figure 3.6: DOA Estimates for baseline array Run 1, obtained using (a) Arithmetic Capon, (b) Geometric Capon, (c) Harmonic Capon, (d) STCM, (e) Geometric MUSIC, and (f) WSF algorithms.



58



WSF algorithm had erroneous peaks consistently detected along the axis of symmetry of the array, as its side-lobes did not attenuate signals well. Attempts to adjust the peak finding thresholds to eliminate these symmetry errors caused the other correct DOA estimates to be eliminated, which was not a beneficial trade. It should be noted that this run was used to calibrate the peak finding thresholds for each algorithm. The primary threshold, which selects an additional peak if its power is above certain fraction of highest peak power selected, was adjusted until as many accurate (very near a truth position) estimates appeared. The second threshold, which eliminates estimates below a set value, was adjusted until as many erroneous estimates as possible were removed without losing any accurate peak estimates. Remark A simple explanation for performance differences in the geometric Capon and geometric MUSIC methods could be attributed to the structural similarity of the two algorithms in certain conditions. If we rewrite the Capon power spectrum for frequency fj as pCapon (fj , θ) =



1 . H −1 aH (fj , θ)(Us (fj )Σs (fj )UH s (fj ) + Un (fj )Σn (fj )Un (fj )) a(fj , θ) (3.57)



Using the uncorrelated noise assumption in Section 3.3.1.B, i.e. the noise covariance H is Un (fj )Σn (fj )UH n (fj ) = σs (fj )Us (fj )Us (fj ). Then (3.57) becomes



pCapon (fj , θ) =



1 . H −1 aH (fj , θ)(Us (fj )Σs (fj )UH s (fj ) + σn (fj )Un (fj )Un (f )) a(fj , θ) (3.58)



Since the noise power, σn (fj ) is very small, the second term inside the matrix inverse will dominate. As a result, an approximation of the Capon beamformer can be written as pCapon (fj , θ) ≈



1 = pM U SIC (fj , θ), aH (fj , θ)(Un (fj )UH n (fj ))a(fj , θ)



(3.59)



−1 since (Un (fj )UH = Un (fj )UH n (fj )) n (fj ) because of Un (fj ) being unitary. So the
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MUSIC algorithm is a reduced rank approximation to the Capon method for uncorrelated noise and an adequate sampling period (i.e. the noise subspace dominates the inverse). This attempts to explain why the MUSIC algorithm is similar to the Capon method, with some minor differences. In regions where there is little or unreliable source information, the MUSIC algorithm generally provides better DOA estimates as it relies only on the noise subspace, which is less affected by the source information. (b) Results on Run 2 This run contains four moving and two stationary sources in the presence of moderate wind noise. The details of this run, the types of vehicles, their movement paths, etc. can be found in Section 2.2.1. Figures 3.7(a)-(f) show the DOA estimation results obtained using the arithmetic Capon, geometric Capon, harmonic Capon, STCM, geometric MUSIC, and WSF algorithms, respectively. The frequency bin separation was 2Hz. It can be seen that the geometric mean Capon and MUSIC methods again provided very good DOA estimates even in presence of wind noise. It should be noted that STCM picks up the single source at near-field between 140 and 210 seconds. At far ranges, the wideband geometric Capon and MUSIC algorithms as well as the harmonic Capon provide good DOAs of vehicles. For instance, for the group of three vehicles between 0 and 125 seconds and −130◦ to −180◦ which are more than 1.5km away, good DOA estimates with few surrounding erroneous DOA estimates are generated by these algorithms. This run provides similar conclusions as those for Run 1. (c) Results on Run 3 This run contains four moving and two stationary sources in the presence of relatively high wind noise. The details of this run, the types of vehicles, their movement paths, etc. can be found in Section 2.2.1. Figures 3.8(a)-(f) show the DOA estimation results, obtained using the arithmetic Capon, geometric Capon, harmonic Capon, STCM, geometric MUSIC, and WSF algorithms, respectively. The frequency bin
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Figure 3.7: DOA Estimates for baseline array Run 2, obtained using (a) Arithmetic Capon, (b) Geometric Capon, (c) Harmonic Capon, (d) STCM, (e) Geometric MUSIC, and (f) WSF algorithms.
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µe σe2



Geo. Capon -2.1239◦ 3.2046



Ari. Capon -2.2012◦ 3.9177



STCM -.9299◦ 5.0255



Har. Capon -1.2134◦ 9.0960



Geo. MUSIC -1.7159◦ 5.6259



WSF -1.2721◦ 1.9468



Table 3.1: DOA error statistics for algorithms with mean µe and variance σe2 .



separation was 2Hz. It can be seen that the wideband geometric mean Capon and MUSIC methods again provided very good DOA estimates even in presence of high wind noise. The most notable difference in the algorithm results is when all of the vehicles are at a distance greater than 2km (between 325 and 400 seconds). Here, the accuracy and consistency of the geometric Capon and MUSIC is impressive. Another instance of better DOA estimation performance is for the vehicle before 35 seconds at 150◦. The harmonic and geometric Capon, and the MUSIC algorithm all picked this source up while it is ∼ 1km away. (d) Results on Run 4 - Accuracy Analysis To further benchmark all the developed wideband DOA estimation algorithms in terms of DOA accuracy an error analysis was carried out on a run with a single source. Figure 3.9 (a)-(f) show the DOA estimation results on this single-source run obtained using the arithmetic Capon, geometric Capon, harmonic Capon, STCM, geometric MUSIC algorithms, and modified WSF algorithms, respectively. Figures 3.10(a)-(f) show the DOA estimate absolute error (with respect to the truth data) for these methods. Figure 3.11 shows the histograms of the error for these methods. The mean and variance of the error are also computed and given in Table 3.5.1. As evident from these results the modified WSF (Figure 3.10(e)) provided the most consistent estimates with arithmetic Capon being the least accurate in mean and the harmonic Capon being the least consistent in variance. While WSF does perform well, it is computationally expensive and works well on this run specifically because the source has a high SNR in the midst of good environmental conditions (see spectrogram in Figure 2.3(d)), moving at ranges which are good for accurate
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Figure 3.8: DOA Estimates for baseline array Run 3, obtained using (a) Arithmetic Capon, (b) Geometric Capon, (c) Harmonic Capon, (d) STCM, (e) Geometric MUSIC, and (f) WSF algorithms.
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Figure 3.9: DOA Estimates for baseline array Run 4, a single source case, obtained using (a) Arithmetic Capon, (b) Geometric Capon, (c) Harmonic Capon, (d) STCM, (e) Geometric MUSIC, and (f) WSF algorithms.
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Figure 3.10: Absolute value of DOA error vs. time on baseline array Run 4 corresponding to Figure 3.9.
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Figure 3.11: DOA error distributions on Run 4 for results in Figure 3.9. DOA estimation. In essence, the WSF algorithm will not likely be as robust in other difficult environmental, array, or signal conditions. The run illustrates that the absence of high side-lobes greatly improve the performance of any algorithm. It should be mentioned that outliers, i.e. errors of more than 25◦ (e.g. one for the Harmonic averaging Capon, on for the STCM, and one for the geometric MUSIC) are disregarded in computing these statistics. Summary of Algorithm Performance on Baseline Array Database The DOA estimation performance on the baseline array database indicated that the geometric Capon and geometric MUSIC algorithms performed the best overall, although the MUSIC algorithm relies on the SVD method and is computationally expensive. The similarity of these two algorithms was accounted for in that the MUSIC algorithm is a reduced rank version of the Capon method. The performance of the wideband arithmetic and harmonic Capon beamformers was adequate, but inferior
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to the geometric Capon or MUSIC. The WSF method performed adequately, but had fewer correct DOA estimates and produced many erroneous DOA estimates than most of the methods. The STCM algorithm performed the poorest and worse than the other Capons and the MUSIC method, with many erroneous DOA estimates. The geometric Capon also gave the most acceptable results of all the wideband averaged Capon methods, taking into account its DOA accuracy and low computational requirements. 3.5.2



Distributed Array Results



For the purpose of testing the algorithms developed in this work some additional nonideal environmental and array scenarios were provided by the randomly distributed array data. The results for the algorithms in the previous sections are presented here. The frequency resolution was 8Hz for this study, which was chosen based upon the significant frequencies in the spectrograms of the sources. As shown in Section 3.4, the bearing responses of these methods for the five-element baseline array in Figures 3.3 are not able to resolve close sources as well as those for the distributed sensor array, which achieved two degrees of separation and have no regular side-lobe structure. Nonetheless, in wireless distributed sensing, sensor failure or packet losses can often cause incorrect DOA estimation and source localization results as discussed in Chapter 2. The data loss challenge, the inexact knowledge of the sensor positions, and other wind or environmental conditions are those which are sought to be overcome by the algorithms developed in Chapter 5. Note that because of the types of vehicles (commercial versus military) used in this data collection, the ranges at which the sources are detectable will be much more limited. (a) Results on Run 1 Figures 3.12(a)-(f) show the DOA estimation results for this run obtained using the wideband arithmetic Capon, geometric Capon, harmonic Capon, STCM, geometric
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MUSIC, and WSF algorithms, respectively. The frequency bin separation was 8Hz. This run is very interesting because it had an aircraft flying by the array during data collection process, using Configuration I (see Figure 2.4(c) in Chapter 2). The aircraft as well as the single vehicle in the run can both be resolved, at least in part, by all of the algorithms. The vehicle in this run drove a loop starting in the middle road, and turned back around onto the far road. The aircraft was flying along the array on the opposite side of the ground vehicle. The wideband arithmetic and geometric Capon beamformers (Figures 3.12(a) and (b)) make the best DOA estimates and are the only algorithms that detect the ground vehicle during the first thirty seconds of the run. The STCM and WSF algorithms, however, (Figures 3.12 (d) and (f)) make the best set of DOA estimates for the airplane, with a nice track. This is probably because of the harmonics of the plane engine, which cover a broader range of higher frequencies, and the way the STCM algorithm coherently combines the source frequencies [15]. The WSF performed well because of the way it matches to the direction vectors of the signal subspace. The harmonic Capon in Figure 3.12(c) is very noisy and does not maintain a clear set of DOA estimates. The geometric MUSIC method in Figure 3.12 (e) has the most connected set of DOA estimates. While other algorithms have sets of DOA estimates that cover more time, the geometric MUSIC algorithm has DOA estimates which exhibit higher correlation, i.e. they follow each other well. The MUSIC algorithm also detected both the ground vehicle and the airplane quite well. (b) Results on Run 2 This run contained one bad sensor node (node 2 in Configuration I) when collecting data for a single vehicle. The vehicle first followed the near road, looped back around on the far road, and stopped in the middle road. A principle part of the study is to analyze the ability of the algorithms to compensate for missing or bad data from one or more sensor nodes and still perform accurate DOA estimation. Figures
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Figure 3.12: DOA Estimates for distributed array Run 1 obtained using (a) Arithmetic Capon, (b) Geometric Capon, (c) Harmonic Capon, (d) STCM, (e) Geometric MUSIC, and (f) WSF algorithms.
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3.13(a)-(f) show the DOA estimation results obtained using the wideband arithmetic Capon, geometric Capon, harmonic Capon, STCM, geometric MUSIC, and WSF algorithms, respectively. As can be seen from these results, none of the wideband Capon algorithms worked well on the data of this run. The STCM also gives useless results. However, both geometric MUSIC and WSF work well, provide a low number of erroneous DOA estimates, and a relatively smooth DOA track. An explanation as to why these two algorithms work well compared to the other ones could be that they are both subspace-based algorithms, i.e. they extract the principal components of the data and attempt to beamform to those principal source direction vectors. For the geometric MUSIC this could also be due to the reduced rank relation MUSIC has to the Capon method, i.e. it does not need accurate source information, but instead it utilizes the noise subspace to locate source directions. Additionally, the WSF picks up another vehicle track from the nearby road. Clearly, the only alternative to DOA estimation with bad data is to manually remove the bad data beforehand, which cannot easily be done in automatic and realtime implementation of these algorithms. The geometric Capon DOA estimates for this run with the bad node removed from processing is shown in Figure 3.14. In Chapter 5 we present wideband Capon-based methods that provide robustness to missing or bad data from one or more sensor nodes in a distributed sensor network. (c) Results on Run 3 Data from this run is obtained using Configuration II (see Figure 2.4(d) in Chapter 2) from a single vehicle moving into the near-field of the array. The vehicle is in the near-field region from 40 to 60 seconds and from 90 to 110 seconds. In this run the vehicle started on the close road and made a forward and backward pass along the array. Figures 3.15(a)-(f) show the DOA estimation results obtained using the wideband arithmetic Capon, geometric Capon, harmonic Capon, STCM, geometric MUSIC, and WSF algorithms, respectively. As is evident in the DOA estimates for
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Figure 3.13: DOA Estimates for distributed array Run 2 obtained using (a) Arithmetic Capon, (b) Geometric Capon, (c) Harmonic Capon, (d) STCM, (e) Geometric MUSIC, and (f) WSF Algorithms.
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Figure 3.14: DOA Estimates using geometric Capon for Run 2 with the failed node (node 2) removed. each algorithm, it was very difficult to get any good results while the vehicle was traveling through the near-field region close to the array. All of the algorithms except for STCM had good estimates for the vehicle otherwise. Again, the harmonic Capon (Figure 3.15(c)) has the most erroneous DOA estimates, while the geometric MUSIC has the least. Again, it appears that both the STCM and WSF have located, with a consistent set of estimates, another source along the road East of the data collection site. (d) Results on Run 4 This run contains data from two vehicles collected using Configuration I (see Figure 2.4(c)) and is used to analyze the multiple source separation for the different DOA estimation algorithms. In this run one vehicle started on the far road and looped around onto an even farther road, while the other vehicle started on the middle road and looped around onto the far road. Figures 3.16(a)-(f) show the DOA estimation results obtained using the arithmetic Capon, geometric Capon, harmonic Capon, STCM, geometric MUSIC, and WSF algorithms, respectively. As can be seen, all of the algorithms located at least one of the vehicles, except the STCM algorithm, which 72
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Figure 3.15: DOA Estimates for distributed array Run 3 obtained using (a) Arithmetic Capon, (b) Geometric Capon, (c) Harmonic Capon, (d) STCM, (e) Geometric MUSIC, and (f) WSF algorithms.
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does not form a DOA track for either of the vehicles and has a very poor performance. The wideband arithmetic and geometric Capon and the geometric MUSIC methods in Figure 3.16(a), (b) and (e) have clear DOA tracks for the first vehicle, and as the first vehicle begins to go out of range around 180 seconds they begin to detect the second vehicle well. These three algorithms also detect the second vehicle in the early part of the run, but these DOA estimates do not connect as well. The harmonic Capon again has many erroneous DOA estimates but is able to form the track of both sources, though the tracks are not as clear as the harmonic Capon , geometric Capon, or geometric MUSIC algorithms. The WSF method performs quite well and forms the tracks for both sources for almost the entire run, only dropping the second vehicle track between 90 and 100 seconds and after 210 seconds, after which it soon loses DOA estimates of the first vehicle as well. There are many erroneous estimates in the WSF again due to its side-lobe structure, nevertheless, it still performs very well. The results on this run definitely show the WSF algorithm, although computationally expensive, performed the best on this run. (e) Results on Run 5 This is another important run because of the failed nodes on the array. There is a single vehicle in this run collected with array Configuration II. There are two failed sensors (nodes 7 and 13) with bad or missing data. The single vehicle started South of the array, then moved perpendicular to the roads then turned North onto the middle road for a pass, after which it returned to its position just South of the array. The objective is to test the different algorithms to see how well they perform when data is missing. Figures 3.17(a)-(f) show the DOA estimation results obtained using the arithmetic Capon, geometric Capon, harmonic Capon, STCM, geometric MUSIC, and WSF algorithms, respectively. Similar to the previous missing data run, none of the wideband Capon algorithms or the STCM method worked in this case. The surprising result is that both geometric
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Figure 3.16: DOA Estimates for distributed array Run 4 obtained using (a) Arithmetic Capon, (b) Geometric Capon, (c) Harmonic Capon, (d) STCM, (e) Geometric MUSIC, and (f) WSF algorithms.
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MUSIC and WSF still worked just fine. Similar to other results, geometric MUSIC has very few erroneous DOA estimates, while the modified WSF has many. However, both algorithms formed good DOA tracks of the vehicle with only a few missing estimates between 80 and 100 seconds. For comparison, the geometric Capon DOA estimation results on this run with the failed node channels removed from the processing is shown in Figure 3.18. The results are still not as clear and consistent as those of the geometric MUSIC. Again, this could be attributed to the subspace nature of these algorithms and for the MUSIC, its reduced rank correspondence to Capon, as mentioned before. (f) Results on Run 6 This run contains two sources and a lot of wind noise and was collected with array Configuration II. This is one of the critical realistic situations in DOA estimation, i.e. separating multiple sources in the presence of high wind noise. The first vehicle was on the far road and did a pass forward and then backward, while the other vehicle started on the middle road, did a forward pass and in the next pass stopped on the near road. Figures 3.19(a)-(f) show the DOA estimation results obtained using the arithmetic Capon, geometric Capon, harmonic Capon, STCM, geometric MUSIC, and WSF algorithms, respectively. As can be seen, the wideband arithmetic and geometric Capon methods obtained a partial DOA track of the vehicles with many erroneous estimates in the results. The arithmetic Capon also picked up a portion of the additional source which was around −90◦ . The harmonic Capon failed completely not forming any kind of reasonable DOA track. The STCM method picked up on the additional source (which is neither of the two vehicles intended to have their DOAs estimated) around −90◦ in the beginning and end of the run, however, it did not pick up anything else. The geometric MUSIC algorithm formed a complete DOA track of one of the vehicles and also got several estimates on the second vehicle between 25 and 60 seconds. Additionally, it picked out a few DOA estimates on the extra source.
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Figure 3.17: DOA Estimates for distributed array Run 5 obtained using (a) Arithmetic Capon, (b) Geometric Capon, (c) Harmonic Capon, (d) STCM, (e) Geometric MUSIC, and (f) WSF algorithms.
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Figure 3.18: DOA Estimates using geometric Capon for Run 5 with the failed nodes (node 7 and 13) removed. Overall, the geometric MUSIC algorithm maintained a good DOA track and made very few erroneous DOA estimates. The WSF algorithm formed a nice DOA track for the first vehicle and for the second vehicle between 20 and 40 seconds and between 65 and 85 seconds. It also picked up the other source at −90◦ better than any of the algorithms, though with many erroneous estimates. Summary of Algorithm Performance on Distributed Array Database The DOA estimation performance on the distributed database was marked by an interesting contrast between the incoherent and the coherent methods. The incoherent Capon methods, in nominal conditions, localized the ground sources well, whereas the coherent algorithms easily detected other sources better (e.g. low-flying aircraft). Overall, the WSF and geometric MUSIC algorithms performed the best, although the wideband geometric Capon algorithm did perform nearly as well on the nominal scenarios. The STCM method, and wideband incoherent arithmetic and harmonic Capon had the lowest performance among all the methods. All the wideband Capon methods, as well as the STCM method, failed to form consistent, accurate DOA tracks on the runs with missing or bad node data, while the geometric MUSIC and WSF algorithms still provided acceptable DOA estimations results. It is arguable
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Figure 3.19: DOA Estimates for distributed array Run 6 obtained using (a) Arithmetic Capon, (b) Geometric Capon, (c) Harmonic Capon, (d) STCM, (e) Geometric MUSIC, and (f) WSF algorithms.
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that arithmetic and geometric Capon were able to perform DOA estimation on Run 2 with the single failed node, but these results are not very good. 3.5.3



Effect of Frequency Band Selection



This section attempts to show the result of including different frequency bands in the DOA estimation process. The frequency bin separation for this experiment was 2Hz. Run 7 was used which contained a single source that passed through the nearfield from seconds 30 to 40 and seconds 90 to 105. The source spectrogram from microphone 0 in Figure 3.20(a) shows the significant power increase as the vehicle passes through near-field in the aforementioned time periods. From the spectrogram, it can be seen that the primary frequencies are between 10Hz and 150Hz. The DOA estimation results for 10 − 90Hz in Figure 3.20(b) show that a modest DOA track can already be obtained. Adding the frequencies from 90Hz to 140Hz sharpens the DOA track and causes a few erroneous estimates to be eliminated as shown in Figure 3.20(c). The DOA estimation results from frequencies 140Hz to 240Hz in Figure 3.20(d) have noticeably good DOA estimates from 0 to 30, from 65 to 95, and from 100 to 120 seconds. If these good DOA estimates are averaged with those from the frequency range 10 − 140Hz the excellent DOA estimation results in Figure 3.20(e) will be obtained. Incorporating the frequencies above 240Hz in the DOA estimation results in poorer performance as seen in Figure 3.20(f). Thus, the empirical selection of 10 − 240Hz works very well for this problem and gave the best overall results for the available frequency ranges.



3.6



Conclusions



In this chapter, we presented the wideband signal model and various DOA estimation methods. These DOA estimation algorithms were divided into two general categories, namely, the incoherent and coherent frequency averaging methods. Among the available incoherent frequency combining methods, the Capon beamformer along with its 80
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Figure 3.20: Effect of frequency band selection on the DOA estimation accuracy. Wideband geometric Capon was used on Run 7 data.
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extensions to wideband processing were reviewed. Three incoherent averaging methods, namely the arithmetic, harmonic, and geometric mean, for combining the power spectra at different frequency bins were suggested. The incoherent frequency averaging subspace-based methods, namely MUSIC and WSF were then reviewed. The MUSIC and WSF algorithms rely on a signal and noise subspace decomposition of the covariance matrix at each frequency and are computationally expensive. This is especially true for the WSF, which utilizes a multi-dimensional search to find the set of DOA estimates. The coherent frequency averaging methods reviewed were limited to the STCM and the focused WSF. The STCM method attempts to coherently combine the frequency spectra using unitary focusing matrices. Properties of the STCM method and focused WSF algorithm were also discussed. An analysis of all these wideband methods in terms of their bearing responses was given and the geometric mean incoherent averaging method displayed the overall best performance in terms of main-lobe width and side-lobe characteristics for both the Capon and MUSIC algorithms. This is because the geometric mean operation causes high frequency contributions to narrow the main-lobe width and low frequency contributions to lower the side-lobe structure. The closest angular separations achieved with the Capon algorithm for the baseline and distributed arrays are 23◦ and 3◦ , respectively, while the MUSIC algorithm maintained 4◦ and 1◦ , respectively. Wideband DOA estimation results were given for the real acoustic signature data sets discussed in Chapter 2 and a performance comparison of the different algorithms was made. The baseline data set results indicated that the wideband geometric MUSIC and geometric Capon provided the best DOA estimates. The results on the distributed data set indicated that the WSF and geometric MUSIC algorithms performed the best, although both of these algorithms rely on the SVD method which is computationally expensive. The wideband arithmetic and harmonic Capon beamformers overall performed poorly and had many erroneous DOA estimates. The
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geometric Capon, on the other hand, gave the most acceptable results of all the wideband averaged Capon methods. Additionally, the wideband Capon methods and the STCM failed on the runs with missing or bad node data, while the geometric MUSIC and WSF algorithms still provided acceptable DOA estimation results. It is possible to consider that the arithmetic and geometric Capon algorithms were able to perform DOA estimation on Run 2 with the single failed node, but these results are still inaccurate. A brief experiment with the selection of frequency band used for DOA estimation was also carried out to identify the appropriate choice of frequency range for the DOA estimation problem using randomly distributed sensors. This study indicated that the current algorithms for DOA estimation provide adequate results in nominal scenarios, but are either computationally expensive (MUSIC and WSF) or not robust to the signal mismatches and array errors (STCM and incoherently averaged Capon algorithms). The next chapter will be devoted to understanding the types of error caused by source/array mismatches with the purpose of developing wideband robust algorithms in Chapter 5 that combat these problems.
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CHAPTER 4



GENERALIZED SIGNAL MODELS FOR NON-IDEAL SITUATIONS 4.1



Introduction



In this chapter, signal models are reviewed for different non ideal situations that enable a better understanding of robust direction-of-arrival (DOA) estimation methods. The common sources of non-ideal effects include environmental transmission loss (incoherent complex fading), sensor position errors, array calibration errors, angular distributions of the sources and other mismatches which can be caused by spatially coherent or incoherent wavefronts persisting throughout the observation period. An attempt to come up with a framework for a general array signal processing model for multiple kinds of array/source errors is presented, along with the analysis of the effects of these errors on standard DOA estimation methods which inherently assume ideal conditions. The majority of the algorithms reviewed in Chapter 3 rely upon idealistic assumptions about the array response, and correspondingly, ideal spatial coherence across the array. The array response must usually be determined using measurements of known signals with known source positions (calibration process), and these measurements are used to find an interpolated array response for the rest of the possible positions of the source. However, because the array can never be perfectly calibrated, idealized



84



assumptions are made about its geometry and the propagation of waves to the array. These array imperfections usually are classified as “steering vector” errors. Owing to sensor position errors, environmental, atmospheric, and ground conditions, the actual response of the array can change from its assumed response, hence causing mismatch in the model and the steering vector. Clearly, the calibration process is subject to gain and phase errors, especially in case where the calibration was performed only on a subset of the angles in the field of view, and interpolation is performed for angles for which calibration measurements were not collected. Not only are the positions of individual sensors known imprecisely, but the medium in which the waves (especially acoustic waves) propagate can also change dramatically in time and space, causing gain and phase errors, and hence, distorting the source wavefronts across the array elements. These scenarios represent the errors due primarily to uncertainties in the array and environmental conditions. Yet there are additional issues due to properties of the source [2, 24]. While errors or mismatch due to uncertainties in the parameters of the array, its calibration, and environmental conditions are common, the behaviour of the source can also cause reduced accuracy in the DOA estimation performance [24]. Traditional DOA estimation techniques rely on the fact the spatial signature is a known function of the DOA. Normally it suffices to find the DOA to determine the source signature. However, due to the angularly spread propagation or other non-ideal characteristics of the source, the spatial signature will no longer be determined by DOA alone [44]. For example, the structure of the response for a source positioned in the near-field of the array deviates from the planewave the array is attempting to match to. So by design, adaptive methods like the Capon algorithm may cancel much of the received source because its power is spread angularly, while the algorithm is attempting to process an undistorted point source. These angularly distributed sources are usually created by reflections or refractions of the wavefront off or through scatterers common in
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communications, radar, and radio astronomy; and in some array processing problems, e.g. ground acoustic, sonar or seismic, additional non-ideal effects result from source refraction and reverberation. The problem lies in the Capon algorithm canceling out useful reflections of the desired signal instead of combining them with the direct path to form a clearer received signal. Some work [45] has been done in utilizing the extension of these algorithms to the wideband case to make better use of the spectral information and mitigate the effects of angularly spread sources. A close examination of these spread source models reveals that the temporal persistence of the spatial coherence of the channel and/or source has a significant impact on the rank of the signal subspace. Analysis of the signal covariance rank leads to an understanding of distributed source localization. The understanding of the results in [2, 24–32], and their unification, leads to a general signal model, which is the purpose of this chapter. Throughout this chapter comparisons will be made of different existing models and conclusions will be drawn on what the model similarities imply about the coherence of the source and the structure of the associated spatial covariance matrix. Although the spatial models presented here assume the sources are in the same plane as the array, it is rather straightforward to extend them to three-dimensions. The organization of this chapter is as follows: In Section 4.2 we introduce the errors caused by perturbations in the array structure, the calibration process, or environmental fading effects. The objective is to summarize previous methods [2, 24] of modeling these errors and attempt to unify their ideas based on the structure of the resulting errors. Section 4.3 previews models for distributed sources and their connections. A generalized signal and array uncertainty model is then presented in Section 4.4 and an analysis of the effects of the general error matrix on the Capon beamformer is also provided. Finally, in Section 4.5 conclusions and observations are drawn.
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4.2



Models for Array Geometry Uncertainties and Environmental Effects



Work in [2] addresses the problems of array calibration, finite sample effects and array geometry uncertainties by assuming dependencies not only on the DOA but also on a vector of “nuisance” parameters that describe the deviations of the array response from its nominal response. Methods that attempt to estimate this vector of nuisance parameters perform what is referred to as auto-calibration [46–51], and are fairly common approaches to address the array response uncertainty problem. Three different types of error parametrizations for different array uncertainties are suggested [2]. The intention is to study the combined effects of finite sampling and modeling errors. The sensor position errors and gain/phase errors discussed before are two sources of error that were present in the acoustic databases of this research. The array manifold model when d sources impinge on the L sensor array is assumed to be parametrized no longer by DOA alone, but also by a nuisance parameter vector ρ(f ) = [ρ1 (f ) ρ2 (f ) · · · ρm (f )]T . Thus, we have x(f, k) = A(f, φ, ρ(f ))s(f, k) + n(f, k) =



d X



a(f, φi , ρ(f ))si (f, k) + n(f, k) (4.1)



i=1



where the nuisance parameter is modeled [2] as a Gaussian random vector with mean ρ0 (f ) and a covariance matrix E[(ρ(f ) − ρ0 (f ))(ρ(f ) − ρ0 (f ))H ] = Ω(f ), which is assumed to be known. The matrix Ω(f ) could be determined using sample statistics from a set of independent identical calibration experiments, or using tolerance data from the manufacturer of the equipment [2]. 4.2.1



Gain and Phase Errors



For arrays of nominally identical sensor elements, one model used [2] to represent deviations in the array response is that of non-uniform gain and phase effects. These can be contributed by either the receiver electronics in each sensor node or from slowly changing environmental fading or transmission loss [9] across the elements 87



(i.e. gain/phase characteristics change, but not within the observation period). In the gain/phase error model the array response is multiplied by an unknown complex diagonal matrix: A(f, φ, ρ(f )) = G(f )A(f, φ), and



(4.2)











 Re{g(f )}  ρ(f ) =   Im{g(f )}



(4.3)



where G(f ) = diag[g(f )] and is L × L. The mean of the distribution for the 2L × 1 vector ρ(f ) in this case is ρ0 (f ) = [1T 0]T , where 1 is a L × 1 vector of ones and 0 is a L × 1 vector of zeros. Although any covariance for ρ can be chosen, for simplicity Ω = (σa2 /2)I is typically used [2] to represent gain and phase errors that are mutually independent and identically distributed (iid ). The effects of mutual coupling can also be included in the above model if the off-diagonal elements of G are assumed to be non-zero. 4.2.2



Sensor Position Errors



For an array with arbitrary geometry made up of omnidirectional sensors and assuming sensor location uncertainties (in an x-y plane) the perturbed version of the steering vector in (4.4) becomes        a(f, φ, ρ) =      



j 2πf ((α0 +α ˜ 0 ) cos(φ)+(β0 +β˜0 ) sin(φ)) c
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((αL−1 +α ˜ L−1 ) cos(φ)+(βL−1 +β˜L−1 ) sin(φ))
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(4.4)



where (αℓ , βℓ ) are the nominal coordinates of the ℓth sensor and (α ˜ ℓ , β˜ℓ ) are the corresponding location errors. Thus ρ is defined  ˜  α ρ= ˜ β



as 



 .



(4.5)



The mean ρ0 in this case is clearly zero and the structure of Ω can be used to describe scenarios where the sensor location errors are correlated with one another, if necessary. Therefore, the array manifold in this case results in a Schur-Hadamard (element-by-element) product of the array response manifold and an error matrix phase quantities, i.e. ˜ ). A(f, φ, ρ) = A(f, φ) ⊙ A(f



(4.6)



˜ ) is a Hermitian error where ⊙ is the Schur-Hadamard product operator and A(f matrix. 4.2.3



Unstructured Errors



The two models presented earlier are based on physical intuition about the structure of the array, assuming that the scenario is modeling the dominant error source. It is common in practical scenarios [2] to have many types of error present simultaneously, i.e. not only gain/phase errors and/or sensor position uncertainty but also quantization effects, interpolation errors from calibration, finite sample support, etc.. The practical solution is to assume an unstructured model that includes the aggregate effect of all of these errors. This can be given [2] by ˜ ), A(f, φ, ρ(f )) = A(f, φ) + A(f where











˜  Re{vec(A(f ))}  ρ(f ) =   ˜ ))} Im{vec(A(f



(4.7)



(4.8)



where the vec(·) operator concatenates the columns of the argument into a single long column vector. Here ρ0 = 0 and covariance matrix Ω is a function of the array 89



˜ ) [2]. Note that most algorithms that deal with array manifold error matrix, A(f uncertainties do not perform auto-calibration or attempt to find ρ, rather they try to make the DOA estimation more robust under the assumption that there is model error. It can be seen that the gain/phase and sensor position errors described before can be translated into the additive unstructured error. This is shown for the gain/phase errors in [2]. For the sensor position error it can be demonstrated using the relation



ex+y = ex + (ex − ex−y )ey



(4.9)



that the Schur-Hadamard product for the perturbed array manifold due to sensor position error given in (4.6) can be reformed into a nominal response, A(f, φ), plus ˜ ). This can be better understood realizing that the elements of an error matrix, A(f ˜ are of the form of the exponential quantities given in (4.9). This allows us A and A to represent all structured and unstructured array response errors as the sum of the nominal response and an error matrix. Now, if we compute the covariance matrix of the perturbed observation vector, x(f, k), we get ˜ xx (f ) = E[x(f, k)xH (f, k)] = (A(f, φ) + A(f ˜ ))Ps(f )(A(f, φ) + A(f ˜ ))H + Pn (f ) R (4.10) where Ps and Pn are the d × d and L × L signal and noise spectral densities, respectively, defined in Chapter 3. Expanding (4.10) ˜ xx (f ) = A(f, φ)Ps (f )AH (f, φ) R ˜ )Ps(f )AH (f, φ) +A(f ˜ H (f ) +A(f, φ)Ps(f )A ˜ )Ps(f )A ˜ H (f ) + Pn (f ) +A(f = Rxx (f ) + ∆(f ),
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(4.11)



where ˜ )Ps(f )AH (f, φ) + A(f, φ)Ps (f )A ˜ H (f ) + A(f ˜ )Ps(f )A ˜ H (f ) ∆(f ) = A(f



(4.12)



is a Hermitian error matrix. The rank of the perturbed signal subspace is d, which implies that the spatial structure of the array manifold has changed but is still rank one for each source. The same type of unknown error matrix is also assumed in other robust beamforming methods [24]. In [24], a simple model for deviations in ˜ xx (f ) = Rxx (f ) + ∆(f ), where ∆(f ) is the array covariance matrix is used, i.e. R an unknown Hermitian error matrix. This can also be used to represent deviations in the presumed signal spatial covariance matrix in the case of a mismatch, i.e. as ˜ s (f ) = Rs(f )+∆(f ), where Rs (f ) is the presumed spatial signal covariance matrix. R This general assumption does not give any insight into the structure of the array errors, processing errors, or more importantly the structure of the signal mismatch, which could be accounted for, given the correct assumptions. We show how these array errors produce significant problems in the Capon beamforming algorithm in Appendix A. In [24], the authors used this Hermitian error matrix to develop a simple robust adaptive algorithm using diagonal loading of the signal and input covariance matrices, which was based on assumed error parameters related to the norm of these Hermitian error matrices. This is an example of how different approaches to modeling an array response and its associated error will result in a different robust algorithm.



4.3



Models for Distributed Sources



There are many naturally occurring scenarios where the sources do not produce perfect plane waves impinging on the array. The causes can range from a source moving too fast for the given observation period, rapidly changing environmental conditions (especially for acoustic propagation), near-field effects, or multiple reflections of the signal arriving from different angles. In these cases, it is wise to account for these perturbations by proper modeling of the signals and developing algorithms which can 91



perform robust DOA estimation and source localization for the perturbed conditions. Distributed sources are usually classified by not only nominal DOA, φ, but also some representation of angular spread, δ, which can be an extension width or the standard deviation of the scatterer positions or of the spatial distributions that make up the sources. The intention of the discussion in the next subsections is to describe a broad set of distributed source types to develop a general framework with a better understanding of the possible source-array mismatches. 4.3.1



Multipath Signal Model for Local Scattering Effects



One important generalized signal model in beamforming is that of multipath propagation. The array manifold normally considered assumes plane wave propagation, though for the multipath model the superposition of many plane waves at close angular separations in the same observation period is assumed. Another important reason to review multipath propagation is the near-field scenario which presents itself in the data sets of this study. Multipath and near-field situations have a similar mismatch effect on the array. Thus, the appropriate modeling of these effects will aid in designing algorithms that are robust for the data sets used in this study. The applications considered in [25, 44, 52], namely wireless communications, assume that the scattering is local to a given source such that the angular spread of the source viewed from the base station receiver is small, and hence the scattered signals can be assumed coherent. Thus, in the case of narrowband multipath propagation, the array steering vector for the ith source is given by Mi X



βim (f )a(f, φi + φ˜im )si (f, k − κim ),



(4.13)



m=1



where Mi is the number of scattered signals due to ith source; βim (f ) is the mth scattered signal due to this source and a(f, φi ) represents the response of the array to a plane wave at nominal DOA φi . For the ith source φi + φ˜im is the angle of the mth reflection of the source. The assumption of planar wavefronts from each scatterer 92



corresponds to sources being at far field. The delay belonging to the mth scattered signal, is κim . It is assumed, without loss of generality, that the first scattered signal has a delay of zero. It is also assumed [52] that the time dispersion induced by the multipath propagation is small compared with the reciprocal of the signal’s bandwidth, implying that the channel is non-frequency selective. Thus, the time delay is then approximated as a phase shift si (f, k − κim ) ≈ e−j2πfc κim si (f, k),



(4.14)



where fc is the carrier frequency of the signal. If we let αim (f ) = βim (f )e−j2πfc κim , the contribution from the ith signal in (4.13) can be approximated as ! Mi Mi X X βim (f )a(f, φi + φ˜im )si (f, k − κim ) ≈ αim (f )a(f, φi + φ˜im ) si (f, k). (4.15) m=1



m=1



The spatial array response of the ith source may now be defined as v(f, φi ) =



Mi X



αim (f )a(f, φi + φ˜im ).



(4.16)



m=1



Now the array output for d sources may be modeled as x(f, k) =



d X



v(f, φi)si (f, k) + n(f, k) = V(f, φ)s(f, k) + n(f, k),



(4.17)



i=1



where V(f, φ) = [v(f, φ1 ) · · · v(f, φd )] and s(f, k) is the vector of source signals defined in Chapter 3. Under the assumptions that the reflections are independent and identically distributed with phases uniformly distributed over [0, 2π], and that the number of reflections is relatively large, the Central Limit Theorem may be used to approximate the channel coefficients as complex Gaussian variables [52]. If there is line-of-sight between transmitter and receiver or a number of specular reflections are present, some of the incident rays may be significantly stronger. This model is then consistent with Rayleigh and Ricean fading in the multiple sensor case [52], i.e. in the case of radiowave transmission where the source primarily reaches its destination by scattering around objects. 93



First Order Analysis The multipath model in [25,52] was then approximated using a first order Taylor series expansion. The spatial signature of each source is represented as a linear combination of the nominal (plane wave) response and its first order derivative. After the first order perturbed sample covariance matrix was determined, it is used to show the perturbation effects on the signal subspace and the subsequent effects on Capon beamforming. To show this, let us define the gradient vector d(φ) = ∂a(φ)/∂φ. Then, the first-order Taylor series expansion of (4.16) that approximates v(f, φi ) is v(f, φi ) = ≈ =



Mi X



m=1 Mi X



αim (f )a(f, φi + φ˜im ) αim (f )(a(f, φi ) + φ˜im d(f, φi ))



m=1 Mi X



!



αim (f ) a(f, φi ) +



m=1



Mi X



m=1



!



αim (f )φ˜im d(f, φi )



= γi (f )a(f, φi ) + ψi (f )d(f, φi) where γi (f ) =



Mi X



αim (f ),



ψi (f ) =



m=1



Mi X



(4.18)



αim (f )φ˜im .



(4.19)



m=1



The maximum extension width, δ is small because of the local scattering assumption, which enables higher order terms, O(δ 2 ), to be neglected. Another important assumption [25,52] is that the observation period is assumed to be short in comparison with the coherence time of the channel so that the channel may be modeled as time invariant. This fact, alongside the assumption of a small spreading width provides the basis for the coherence of the arriving signals. More on this coherence and its implications will be discussed shortly. However, another interesting effect is that as the spreading width increases the coherence decreases and the fading tends to decorrelate across the array elements. This is better in some cases, namely, for diversity combining [25]. The received signal, for δ > 0 is now modeled as x(f, k) ≈ [A(f, φ) + D(f, φ)]Γ(f )s(f, k) + n(f, k) 94



(4.20)



where A(f, φ) is defined as before,  ψd (f ) ψ1 (f ) d(f, φ1 ) · · · d(f, φd ) , D(f, φ) = γ1 (f ) γd (f ) 



(4.21)



and Γ(f ) = diag[γ1 (f ) · · · γd (f )]. All the scaled derivatives in D(f, φ) exist and are bounded and ||D(f, φ)|| is of order O(δ). For the case where δ = 0, there is fading but no angular spreading, D(f, φ) = 0. The spatial covariance matrix for this case will be the reference and is given as Rxx (f ) = Rδ=0 (f ) = A(f, φ)Γ(f )Ps(f )ΓH (f )A(f, φ) + Pn (f ).



(4.22)



This covariance matrix may be decomposed into signal and noise subspaces as was done in Chapter 3, H Rxx (f ) = Us (f )Σs (f )UH s (f ) + Un (f )Σn (f )Un (f )



(4.23)



where Σs (f ) is diagonal matrix of the d largest eigenvalues (assumed to be associated with the signals) and Σn (f ) is the diagonal matrix containing the L − d smallest eigenvalues corresponding to the noise. The matrices Us (f ) and Un (f ) contain the corresponding eigenvectors in their columns. When multipath signals are present for the local scattering scenario with small angular spreading, the perturbed spatial covariance matrix can be written as ˜ xx (f ) = [A(f, φ) + D(f, φ)]Γ(f )Ps(f )ΓH (f )[A(f, φ) + D(f, φ)]H + Pn . (4.24) R This model is referred to as the Generalized Array Manifold (GAM) model [25]. Subspace-based algorithms must now perform DOA estimation using the estimated ˜ n which is perturbed from the actual signal subspace by the scaled noise subspace U derivatives. It is shown [25] that for a given source the projection of the planewave signal vector onto the perturbed noise subspace (which should be zero) gives ˜ n (f )U ˜ H (f )a(f, φi ) ≈ −Un (f )UH (f ) ψi (f ) d(f, φi ). U n n γi (f ) 95



(4.25)



This implies that the projection of the array response vector, a(f, φi ) onto the estimated noise subspace is approximately equal to the projection of the negative per(f ) d(f, φi ) onto the nominal noise subspace. turbation − ψγii(f )



Expanding (4.24) results in a quantity similar to that of (4.11), i.e. ˜ xx (f ) = Rδ=0 (f ) + ∆(f ) = Rδ=0 (f ) R +D(f, φ)Γ(f )Ps (f )ΓH (f )AH (f ) +A(f, φ)Γ(f )Ps (f )ΓH (f )DH (f, φ) +D(f, φ)Γ(f )Ps (f )ΓH (f )DH (f, φ)



(4.26)



where Rδ=0 (f ) , Rxx (f )|δ=0 = A(f, φ)Γ(f )Ps(f )ΓH (f )AH (f, φ) + Pn(f ) and ∆(f ) equal ∆(f ) = D(f, φ)Γ(f )Ps (f )ΓH (f )AH (f, φ) +A(f, φ)Γ(f )Ps(f )ΓH (f )DH (f, φ) +D(f, φ)Γ(f )Ps (f )ΓH (f )DH (f, φ)



(4.27)



which is similar to (4.11), i.e. a Hermitian error matrix. The effect of the ∆(f ) matrix on Capon beamforming is mathematically analyzed in Appendix A. As described before, the reasonable coherence assumptions made about the source result in the above covariance matrix. Each source has a spatial signature composed of a fixed but unknown linear combination of the planar wavefront and its corresponding derivative for each observation period, and is still rank one. That is, because of temporal persistence of the spatial coherence over the observation period, the resulting covariance is rank one. This is similar to the unknown but single rank signal covariance described in [32]. The term temporally coherent would be used to described these sources because it seems to fit the interpretation. However, these sources are not temporally coherent, i.e. the signal (not the wavefronts) from sample to sample will have uncorrelated phase and magnitude, though the spatial coherence of the 96



wavefronts may persist temporally. Therefore, we will say that the spatial coherence is persisting temporally in this case. At this point it is valuable to note that [44] and [2] state that the dominant source of error should be compensated for in the presence of multiple types of errors. However, in [2] it is assumed that the errors are of relatively the same magnitude. A temporal-based model of multipath propagation is given in [45] but does not provide much more insight into the covariance of the distributed sources. Both [53] and [54] provided ways to model scatterer positions in the environment for the specific application of wireless communication, but did not provide covariance structure insights or broaden the ideas behind spatial coherence like those presented in [25, 44, 52]. 4.3.2



Spatial Coherence Models for Distributed Sources



The previous models in Sections 4.2 and 4.3.1 provide some insight into non-ideal coherent sources. A general model, however, would be useful in determining how an algorithm must be modified so that it can accurately locate distributed sources. Examples of algorithms for estimating the DOAs and the parameters related to the spread of the distributed sources are in [27–29, 55, 56]. The work in any of these references gives a suitable methods for resolving distributed sources, but they also provide a spatial signal model to base the algorithm on. These models have similar insights into the structure of the source and the corresponding covariance matrix. Again, let us consider d distributed sources that are formed of the sum of Mi point source planewaves giving the observation vector x(f, k) =



Mi d X X



αim (f )a(f, φi + φ˜im )si (f, k) + n(f, k).



(4.28)



i=1 m=1



Moreover, let us assume that the Mi point source components forming the ith distributed source are independent of each other. This is often the case in long range transmission which involve tropospheric and ionospheric scatterings [29]. Here, the coherence time (period of temporal persistence of spatial coherence in the channel) is 97



much shorter than the observation period, hence samples from the array are incoherent in time and may be considered independent because the spatial coherence does ∗ not persist in time. This independence implies E[αim αiℓ ] = 0 ∀ m 6= ℓ. The spatial



covariance matrix for the ith source can then be written as Ri (f ) = E[



Mi X Mi X



∗ αim (f )αiℓ (f )a(f, φi + φ˜im )si (f, k)s∗i (f, k)aH (f, φi + φ˜im )]. (4.29)



m=1 ℓ=1



If the point sources of the same distributed source are closely clustered, then we can replace each point source with a density function spreading over a small angle ∆φ so that as ∆φ → 0 and φi + φ˜im → φˆim , the covariance in (4.29) becomes "M # i X ηi (f )a(f, φˆim )aH (f, φˆim )pi (f, φˆim )∆φ Ri (f ) = lim ∆φ→0



=



Z



m=1



ηi (f )a(f, φ)aH (f, φ)pi (f, φ)dφ



(4.30)



φ∈Φi



PMi P i ∗ ∗ where ηi (f ) = E[( M ℓ=1 αiℓ (f )) ] = E[γi (f )γi (f )], pi (f, φ) with m=1 αim (f ))( R p (f, φ)dφ = σs2i is a density function characterizing the distribution of the ith φ∈Φi i



source with central DOA φi , and σs2i is the source power. Now the discrete point source model in (4.28) has been reformed into an angular density function representation. The more general signal model [27] which utilizes angular density functions is used such that the output x(f, k), considering the spatial response, is generalized again to the observation vector spatial signature x(f, k) =



d Z X i=1



a(f, φ)si (f, k, φ; ψ i )dφ + n(f, k),



(4.31)



φ∈Φ



where si (f, k, φ; ψ i ) is the angular signal density of the ith source, ψ i is the unknown parameter set, Φ is the complete range of angles the array can electronically steer to, and the other variables are defined as before. The integral in (4.30) forms a superposition of wavefronts in a similar way to those of the multipath model as in (4.16) for each source, although the temporal persistence of the spatial coherence is not necessarily sustained through the observation period resulting in an incoherent 98



spatial source covariance. The unknown parameter set, ψ i = (φi , δi ), is usually composed of the center DOA φi , and angular spread or extension width δi , although the parameters could be implemented as other sets of variables. In [27], the angular signal densities si (f, k, φ; ψi ) are defined as random variables over φ. The covariance matrix of the observation vector x(f, k) is Rxx (f ) = E[x(f, k)xH (f, k)] = Rsrc (f, ψ) + Rn (f ),



(4.32)



where Rsrc (f, ψ) is the source covariance matrix, and Rn(f ) is the noise correlation matrix. Using (4.31) the noise free correlation matrix, Rsrc (f, ψi ), is given by Rsrc (f, ψ) =



d Z d X X i=1 j=1



φ∈Φ



Z



φ∈Φ



a(f, φ)pij (f, φ, φ′; ψ i , ψ j )aH (f, φ′)dφdφ′



(4.33)



where pij (f, φ, φ′; ψ i , ψ j ) = E[si (f, k, φ; ψ i )s∗j (f, k, φ′ ; ψ j )] is called the angular crosscorrelation [27]. If signals from different sources are uncorrelated, the angular crosscorrelation simplifies to pij (f, φ, φ′; ψ i , ψ j ) = pi (f, φ, φ′ ; ψ i )δij ,



(4.34)



where δij is the Kronecker delta and pi (f, φ, φ′; ψ i ) = E[si (f, k, φ; ψi )s∗i (f, k, φ′; ψ i )]



(4.35)



is the angular auto-correlation for the ith source. In this case, the source correlation matrix (4.33) is then given by Rsrc (f, ψ) =



d Z X i=1



φ∈Φ



Z



a(f, φ)pi (f, φ, φ′ ; ψ i )aH (f, φ′)dφdφ′



(4.36)



φ′ ∈Φ



In what follows, two particular cases of the angular auto-correlation in (4.35) that are of practical importance are considered. A. Spatially Coherent Distributed Sources A source is called coherently distributed if the received signal components from that source at different angles are delayed and scaled replicas of the same signal [27]. In 99



such a case, the angular signal density can be represented as si (f, φ; ψ i ) = γi (f )g(f, φ; ψi )



(4.37)



where γi (f ) is a complex random variable and g(f, φ; ψi ) is a complex-valued deterministic function of φ which we refer to as the deterministic angular signal density. Observe now that a coherently distributed source can be decomposed into random and deterministic components. The deterministic component is governed by g(f, φ; ψi ), which is parametrized by the vector ψ i , characterizing the distributed spatial signature of the source (non-random), and the random component γi (f ) which reflects the temporal behavior of the source. To motivate the coherently distributed model, consider wavefronts reflected by an object from a single source and observed by an array of sensors. A reflection of the source coming from angle φ0 at sample index k0 in the observation field with a complex random scaling, γ(f, k0 ), will produce the observation vector given by x(f, k0 ) = a(f, φ0 )γ(f, k0 )g(f, φ0; ψ)+n(f, k0 ). This is illustrated graphically in Figure 4.1. An example of a wavefront with temporally persisting spatially coherence is shown in Figure 4.4(b). Under stationary channel conditions the



g(f,φ; ψi)



δ φ



The coherently distributed source components are received from the same angles throughout the observation period
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Array



Figure 4.1: Illustration of distributed source with spatial coherence.
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source contributions emanating from different parts of separate objects differ by a deterministic phase component that for multipath, depends on the reflection coefficients of the surfaces, the difference in travel times, and the frequency of the incident wave, or for near-field effects, depends on the transmitting characteristics of the source and its distance to the array. For multipath, these variables determine αim (f ) for each reflected or emanating component, the sum of which is γi(f ). The αim (f )’s and their associated φ˜im ’s help to determine the structure of g(f, φ; ψ). Such a set of source reflections or emanations can be modeled as a spatially coherent distributed source with the phase differences of the received signal components modeled by a deterministic angular signal density g(f, φ; ψi ). For a source to maintain its spatial coherence, its spatial coherence must persist temporally, this is explained later. From [27], the angular auto-correlation for a coherently distributed source can be represented by pi (f, φ, φ′ ; ψ i ) = η(f )g(f, φ; ψi )g ∗ (f, φ′ ; ψ i )



(4.38)



with η(f ) = E[γ(f )γ ∗ (f )]. The spatially coherent signal covariance matrix for the ith source then becomes Ri(f, ψ i ) =



Z



φ∈Φ



Z



φ′ ∈Φ



ηi (f )a(f, φ)g(f, φ; ψi )g ∗(f, φ′ ; ψ i )aH (f, φ′ )dφdφ′.



(4.39)



This coherently distributed source has some important implications as to the choice of a robust DOA estimation algorithm that will be discussed further in the next subsection. B. Spatially Incoherent Distributed Sources In some applications, the wavefronts arriving from different directions can be assumed spatially uncorrelated. For example, in the transmission of the radio-waves through tropospheric scatter links, the signals rays reflected from different layers of the troposphere have uncorrelated phases [27]. A similar effect is observed when the source reflections or emanations to the array from the source are off different parts of a rough
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surface1 . The angular auto-correlation for such a case is written [27] as



pi (φ, φ′; ψ i ) = pi (φ; ψ i )δ(φ − φ′ )



(4.40)



where p(φ; ψ) is the angular power density of the source, and δ(φ) is the Dirac delta function. A distributed source with the angular auto-correlation of (4.40) is called an incoherently distributed source. The source correlation matrix for this type of source is Ri (f, ψ i ) =



Z



φ∈Φ



a(f, φi )pi (f, φ; ψ i )aH (f, φ)dφ.



(4.41)



Instead of the source reflections or emanations being scaled replicas of the same spa-



p(f,φ; ψi)



δ φ



The incoherently distributed source components are received from random angles (governed by p(f,φ;ψi)) throughout the observation period



Array



Figure 4.2: Illustration of distributed source with spatial incoherence. tial wavefront, the incoherent source draws wavefronts from a parametrized random angular density as illustrated in Figure 4.2. An illustration of how the wavefronts of a spatially incoherent source behave temporally is shown in Figure 4.4(c). In practice, a scenario might occur that corresponds to a partially correlated signal where 1 According to the Rayleigh criterion [57], a surface is rough if h sin φ > λ/8, where h is the height of the roughness in the surface, φ is the reflection angle measured from the normal, and λ is the wavelength of the reflected signal.
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the source wavefronts arriving from different angles are partially correlated, i.e. not completely incoherent as the above model is. This corresponds to the multi-rank model [29, 30, 32, 58] which is discussed next. C. Covariance Matrix Rank and Other Insights In systems theory, a matched filter is designed so that is has the maximum response when the desired signal is observed. An important aspect of matching in array processing is to use a spatial response that matches to the source that is to be located. This includes not only the weighting of the spatial steering vector, but also the rank of the matching beamformer [30, 58]. The idea of wavefront perturbation and signal coherence loss has been shown [29,59] to affect the rank of the signal in the covariance matrix and cause the subsequent mismatch. Suppose for instance that an incoherent source is occupying three eigenvalues of the signal covariance matrix. Now if the beamformer is rank one, then even the optimal Capon beamformer in Chapter 3 will not output the maximum power for that source. It may beamform several peaks instead of the single peak of the incoherent source. Consequently, an understanding of what determines the rank of a source and how to estimate or appropriately assume the related parameters is very important to achieve good DOA estimation performance for incoherently distributed sources. The methods in [27–32, 55, 56, 58, 60] all approach the source detection and localization problem assuming that the signal lies in some multi-rank subspace and attempt to match to it. The coherently distributed source in (4.39) is rank one. That is, since g(f, φ; ψi ) is a deterministic function and ηi (f ) only depends on a single integrand (φ or φ′ only), this integral can be separated by its integration variables as Z Z Ri (f, ψ i ) = ηi (f )a(f, φ)g(f, φ; ψi )dφ g ∗ (f, φ′ ; ψ i )aH (f, φ′ )dφ′, φ∈Φ



(4.42)



φ′ ∈Φ



i.e. Ri (f, ψ i ) is simplified to a rank one outer product [27]. For the incoherently distributed sources the angular auto-correlation leads to interesting result. For the incoherent source case where pi (f, φ, φ′; ψ i ) = p(f, φ; ψ i )δ(φ − 103



φ′ ) the ith spatially incoherent source covariance matrix is Ri (f, ψ i ) = =



Z



φ∈Φ



Z



pi (f, φ − φ′ ; ψ i )a(f, φ)aH (f, φ)dφ pi (f, φ − φ



φ∈Φ



′



; ψ i )ap (f, φ)a∗q (f, φ)dφ







∀ p, q ∈ [1, L]



p,q



= σs2 (f )B(f ) ⊙ [a(f, φ′ )aH (f, φ′ )]. where [·]pq is the pq th element of a matrix, σs2i (f ) =



(4.43) R



φ∈Φ



pi (f, φ; ψ i ) is the total



power of the angular auto-correlation function, B(f ) is the coherence loss matrix [24], and ⊙ represents the Schur-Hadamard element-by-element matrix product operation. The matrix B(f ) can take different forms for different distributions [24]. Gaussian and Laplacian distributions create B matrices whose elements can be given by the following models, respectively, [B]p,q = exp(−(p − q)2 ζ)



(4.44)



[B]p,q = exp(−|p − q|ζ)



(4.45)



where ζ is the coherence loss parameter, which is related to the extension width or angular spread of pi (f, φ; ψ i ). The structure of this coherence loss matrix is Toeplitz Hermitian. The resulting incoherent source covariance Ri (f, ψ) using B(f ) is always full rank. Work has been done [29–31, 58] in using approximations to the full rank representation because for many practical distributions (and spreading widths) only the first few eigenvalues of the associated signal subspace are significant. This would correspond to an incoherent source with a relatively small angular width and only partially incoherent with respect to the observation period. That is, the channel is not changing at every sample, but does change at least a few times throughout the observation period. The temporal behavior of the wavefront structure for this partially incoherent source is illustrated in Figure 4.4(d). As a simple example consider the uniform distribution on [− 2ε , 2ε ] which results
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[58, 61] in the covariance matrix Ri (f, ψ i ) = = ≈ where rank (Ri ) ≈



ε L 2π



Z



pi (f, φ; ψi )a(f, φ)aH (f, φ)dφ φ∈Φ Z ε/2



1 ε



a(f, φ)aH (f, φ)dφ



−ε/2 2 σs (f )Us (f )Λs (f )UH s (f ),



(4.46)



= p. Here, the matrix Us is the L × p Slepian basis [61]



for the p dimensional subspace hUs i and Λs ≈ I [32, 61], i.e. signal power is even across all distributed components. This is an important idea because for this partially incoherent spatial model, the signal covariance matrix eigenvalues characterize which combinations of wavefronts will generate the distributed source. The Slepian basis decomposition of Ri for the uniform source distribution results in a dominant subset of the eigenvalues and basis vectors dependent on the extension width of the source, as represented in (4.46). A simple example was generated for 25 sensors, with a uniform distribution coherence loss matrix using spread value ǫ =



π . 10



The first five unnormalized eigenvalues



are 1.0000, 0.9080, 0.4972, 0.0987, and 0.0073. The values show that the eigenvalues decay quickly and only the first few values have a significant impact on the choice of the Slepian basis determining structure of the wavefront. This is observable in the rapid decay of the eigenvalues of the covariance matrix shown in Figure 4.3(a) The corresponding Slepian basis vectors (or Discrete Prolate Spheroidal Sequences (DPSS) as they are called ??) are illustrated in Figure 4.3(b). Since the spreading/extension width for this source was small, the rank approximation would indicate that 1.25 basis vectors are needed to approximate the distributed source. This approximation of the subspace allows for multi-rank beamforming algorithms [29, 30, 32, 58] to be used without the need to estimate the signal in the entire column space as in the case of using B(f ) in (4.44) and (4.45). Additionally, a firmer understanding of the coherent and incoherent models can be established by analyzing 105
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(a) Eigenvalues of distributed source covariance matrix.
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(b) First 5 Slepian basis vectors.



Figure 4.3: Decomposition of partially incoherent uniformly distributed source: (a) First 5 Slepian basis vectors (DPSSs) and (b) rapid decay of all eigenvalues because approximate rank is 1.25. the rank of the covariance matrix. For an incoherent source this rank will always be greater than one by definition. Therefore, the generation of the signal covariance matrix in an observation period must be multi-rank. As a result, a sample of the array output, xi (f, k), just for the partially incoherent source model looks like [30,32] xi (f, k) = Us (f )b(f, k)si (f, k)



(4.47)



where E[b(f, k)bH (f, k)] = Λs (f ), E[s(f, k)s∗ (f, k)] = σs2 (f ) is the signal power, 2 H and Ri (f ) = E[xi (f, k)xH i (f, k)] = σs (f )Us (f )Λs (f )Us (f ) is the resulting source



covariance matrix. Every sample within the observation period is formed from a random linear combination of the p signal subspace basis vectors [32, 58]. In [30], it was noted that while developing adaptive algorithms with this multi-rank signal structure does indeed increase robustness, some angular resolution is lost. From (4.42), we showed that the spatially coherent source leads to a rank one covariance matrix. However, the only way to maintain this rank and have the signal still come from the p-dimensional subspace is for the signal to be a linear combination
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of the subspace basis vectors which is randomly drawn once for the entire observation period. Therefore, the generation of the coherent signal vector looks like [30, 32] this xi (f, k) = Us (f )b0 (f )si(f, k)



(4.48)



H H where E[b0 (f )bH 0 (f )] = b0 (f )b0 with b0 (f ) fixed. Now Ri (f ) = E[xi (f, k)xi (f, k)] = H σs2 (f )Us (f )b0 (f )bH 0 (f )Us (f ), where b0 is generated as a random complex vector of



size p × 1 once for the entire observation period, i.e. it is fixed but unknown, see Figure 4.4(b) for a visual interpretation of this “once drawn” linear combination of the basis vectors. This is reminiscent of the multipath propagation model in Section 4.3.1, as the multipath model also induced a rank-one source covariance matrix. The purpose of this comparison was to show that this temporal persistence model [32, 58] must be satisfied with a dependence on the spatial coherence models [27, 29, 44, 56]. The usage of the persistence implies that we cannot say samples are temporally coherent because there is always complex random scaling that gives sample wavefronts temporal independence. Therefore, we use the term error persistence to say that the spatial coherence or structure of the wavefront is persisting through samples in the observation period. We concluded that temporal persistence is required for spatial coherence by looking at the source structure and finding that they produce the rank one source in the covariance matrix only when both are satisfied. In summary, the error of a spatially coherent source must necessarily be temporally persistent at least during the observation period and therefore its covariance is rank one; while a temporally fluctuating source has independent wavefronts that are not spatially coherent during the observation period and, hence, cause a multi-rank signal covariance matrix.
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Array



Array



(a) Coherent, known structure, no error/mismatch



(b) Coherent error/mismatch, unknown structure



Array



Array



(c) Incoherent error/mismatch



(d) Partially incoherent error/mismatch



Figure 4.4: Illustration temporal wavefront structure for error with different types of coherence.
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4.4



Summarizing Non-Ideal Source and Array Error Models



Choosing the type of error model that is used to represent uncertainty in the DOA estimation process is important because the design of robust algorithms is highly dependent on how the error or mismatch is modeled. In the modeling of sources for array processing in non-ideal situations, there is a trade-off between accuracy of the model representation and the variability of types of error the model can represent. For example, consider the unstructured errors model in Section 4.2 which have no exact physical interpretation as compared to the multipath model in Section 4.3.1 which tries to model the source according to how it physically behaves. There is also the consensus that the most dominant source of error should be the one that is modeled for making an adaptation to the estimation algorithms [2,44]. The models presented here are a sample of the types of beamforming models that could be used, those presented were chosen to show the range of error coherence or persistence (spatial coherence and temporal persistence) that can be assumed. A model should be selected based on the dominant error in the data. The objective in this section is to provide a simplified system of models that can be chosen to best represent the type of coherence the error maintains (coherent, incoherent, partially incoherent). In particular, we want to choose the desired model based on an understanding of the physical interpretation of the error in the array or the source. A desirable categorization of the error and the model can be made based on the structure of the covariance of the signal generated by either array errors or source mismatches. The rank of the signal covariance matrix, specifically, enables an insightful categorization of the error models. In the enumeration that follows, we present a summary of the error coherence/persistence types and which scenarios cause them.
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1. Completely coherent errors in the array or source. Some possible scenarios are: • The error persists indefinitely regardless of the length of the observation period. These are static errors, that is, the errors causing the perturbed array response are always the same temporally. This could correspond to array calibration errors, gain/phase errors, sensor position errors, quantization, or finite sampling effects. The response due these errors could be estimated once and remains the same until recalibration. • The error persists through the entire observation period, but the coherence of the wavefront due to the source or environment is not necessarily stationary throughout the entire experiment. This type of coherence is associated with the local scattering multipath where, e.g. the vehicle is moving slowly enough that the spatial response on the array is stationary in time. In this case, the spatial response is considered to undergo slow fading. The other common type of error that is coherent is that of a near-field source; the response is consistent in time but is not the expected planewave response. In general, this response models spatially and temporally coherent signals (coherent within the observation period). For a given source, these models, which are perturbed in an unknown way from that of the expected planewave response, but always lead to a rank-one signal covariance . The planewave temporal wavefront structure is illustrated in Figure 4.4(a). When the assumption is that there are some errors in the source response on the array, even for the completely coherent case, the structure of the wavefront is unknown. This is illustrated in the temporal wavefront structure in Figure 4.4(b). The rank one completely known structure is the standard plane wave assumption most algorithms use (all of the methods used in Chapter 3)
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and is a subclass of the completely coherent model. 2. Completely incoherent errors in the array or source. For this case there is no persisting spatial coherence of the source during the observation period. This corresponds to the incoherently distributed source model in Section 4.3.2.B, where the power density of the source is spread angularly such that it occupies the entire covariance, i.e. the signal subspace is rank L. This model is appropriate for the transmission of the radio-wave signals through tropospheric scatter links or when the reflections from the source are off different parts of a rough surface. The illustration of the temporal wavefront structure for the incoherent error case is shown in Figure 4.4(c). 3. Partially incoherent errors in the array or source. To motivate this scenario, consider the multi-rank signal approximation [32]. A physical example could be the multipath model where the vehicle no longer moves slowly. Thus, fast fading now changes the characteristics of the propagation throughout the observation period. However, the temporal changes in the spatial coherence are still slow enough to produce only a few (<< L) unique spatial signatures in the signal covariance matrix. That is, for this coherence scenario a single signal will occupy less than the total number of bases available in the signal subspace. This is well illustrated in the temporal wavefront structure in Figure 4.4(d). This type of model includes the approximations to the uniformly and Gaussian distributed incoherent signals [58]. Types of error that could cause this multirank (but less than full rank) structure could also be array manifold error or perturbations that change dramatically in time. For example when a distributed sonar array has a geometry that flexes while being towed or floating unattended. Narrowband algorithms have been developed [24, 27–30, 32, 33, 55, 56, 58, 62, 63] for 111



DOA estimation of sources modeled by each of the above-mentioned coherence cases. A categorization based on coherence of the array/source error and the choice of algorithm are presented in Table 4.4. It should be noted that although the robust algorithm in [24] is useful for all the error coherence cases, it is over generalized and does not provide a way of assuming what type of mismatch errors are present in the source and array. This is because the error is reduced to the norm of a matrix which produces a scalar error constraint which has no physical interpretation.



4.5



Conclusions



In this chapter, several different types of signal models are reviewed that represent various sources of error in the DOA estimation process. These errors are caused by such factors as environmental transmission loss (complex coherent fading), sensor position errors, calibration errors, angular distributions of the sources and other source mismatches that can be caused by spatial coherence/incoherence and temporal persistence in the propagation of the wavefronts to the array. Among the models reviewed for array response mismatches and distributed sources are: • Coherent sources, caused by either array errors that are static, or by sources which are spatially coherent and temporally persistent within the observation period (slow fading). These cases produce a rank one signal covariance matrix. Methods previously used to combat error or mismatch with this type of coherence are [2, 24, 26–28, 32, 33, 44, 55, 58, 62, 63]. • Incoherent sources are physically produced as a consequence of non-stationary spatial medium like in tropospheric scattering and lead to a full-rank signal covariance matrix. Robust algorithms for locating sources with incoherent mismatches or distributions are those in [24, 27–29, 55, 56].
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Coherence of Error in Array or Source



Complete Coherence



Complete Incoherence



Partial Incoherence



Examples of causes of Error Coherence



Structure of Signal Covariance Matrix



Algorithms that can be used



Rank one covariance, unknown spatial structure



The robust algorithms of [24, 33, 62, 63], the array error parametrized MAP estimator of [2] as well as other auto-calibration techniques, the DOA estimators of [26–28, 32, 44, 55, 58] modified based on the coherently distributed source model



Signals received from tropospheric scattering links or reflected off rough surfaces



Full rank signal covariance covariance



The model-based modified DOA estimators in [27–29, 55, 56] and again the diagonal loading robust algorithm of [24]



Multipath for fast fading, array geometry flexing



Multi-rank covariance matrix, usually not full rank, direction response vectors coming from signal subspace based on an approximation of a distributed source



Robust algorithm of [24], multi-rank estimators of [29, 30, 32, 58]



Array errors, multipath from slow fading, Near-field effects



Table 4.1: Spatial-temporal coherence-persistence models and their relevant algorithms for DOA estimation.
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• Approximations to the covariance of angular signal density for incoherent sources were found to give a “partially incoherent” source model where a majority of the spatial signal is represented by a combination of only a few of the basis vectors of the multi-rank signal covariance matrix. This case is caused when fast fading multipath exists or when the geometry of the array flexes within the observation period. Algorithms previously developed to locate sources with partial spatial incoherence are found in [24, 29, 30, 32, 58]. Conclusions from these three coherence models were drawn that spatial coherence of the source requires temporal persistence throughout the observation period. The interesting result as it pertains to this study is the type of error present in our databases include array uncertainty errors, phase/gain miscalibration, and nearfield effects, all which are coherent errors, which result in a rank-one signal covariance matrix. Thus, the corresponding robust algorithm should be developed for a rank-one perturbed signal covariance. The next chapter will develop these algorithms for the wideband case which combat these errors which propagate with the type of coherence found in the data sets of this study.
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CHAPTER 5



WIDEBAND ROBUST DOA ESTIMATION METHODS 5.1



Introduction



In this chapter we explore efficient wideband DOA estimation algorithms that are robust to coherent types of errors or mismatches described in the previous chapter. A common type of error for both baseline and distributed arrays is caused by near-field sources. This type of error results in angularly spread source and inherent mismatches in all the DOA estimation methods. Another problem is low SNR sources (e.g. distant sources) which makes detection difficult due to the wide side-lobe structure of the radiation pattern of the baseline circular array. The uncalibrated data from the baseline circular array was also used to experiment with data that had not been corrected for gain or phase errors. The types of errors that are common in the wireless sparse distributed arrays are similar to those in the baseline case, but with additional problems caused by sensor position errors and bad sensor data (e.g. packet loss) or complete sensor failure in one or more nodes. In this chapter, we develop wideband extensions of existing DOA estimation methods for dealing with some of these array/signal mismatch situations. Specifically, the methods considered in this chapter are: robust Capon beamforming [33], and beamspace preprocessing for the Capon algorithm [1].



115



The robust Capon algorithm in [33] uses a method of dynamic diagonal loading to fix the main-lobe so as to account for sensor location error and wavefront perturbations. Work has been done in [63] to extend this algorithm by adding an additional constraint to the optimization. A similar robust realization of the minimum variance beamformer was presented in [62] and a separately developed robust algorithm which uses covariance diagonal loading was proposed in [24]. The application of the robust Capon to wideband array processing was first proposed in [10, 40]. A significant issue in the diagonal loading approach to robust beamforming is that of choosing the diagonal loading factor. This issue is partially addressed in [33, 64] and is remedied by allowing the algorithm to make its best choice of the steering vector within some uncertainty region, this allows an adaptive choice of the diagonal loading factor. The uncertainty region, however, must still be specified a priori. The beamspace method [1] uses multiple Bartlett beamforming vectors (beams) to project the sensor element space data onto a smaller dimensional beamspace where the detection of signals and DOA estimation can be carried out easier. The beamspace preprocessing scheme has been applied to other high resolution beamforming methods in [34, 35] which has been shown to provide statistical stability in the case of short observation periods, as well as lowering the computational requirements [36–38]. Recent work [39] on the wideband extension of beamspace processing for high resolution methods concentrates on simulated results using linear arrays and for beams at fixed angles. Wideband DOA estimation in conjunction with the beamspace method has also been applied [10, 11, 40] to real acoustic data. A wideband extension of the multi-rank Capon algorithm that combats rank mismatch errors for coherent and incoherent signals was presented in [31]. However, the multi-rank structure of this algorithm cannot be applied to this problem owing to the fact that the assumptions it makes do not align with those made about the acoustic sources in the data sets of this thesis. More specifically, the algorithm assumes a
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multi-rank signal covariance for sources as in our conclusions of the last chapter, the coherence of the types of error in the aforementioned data sets induce a rank-one signal covariance. A single rank version of this algorithm could be utilized which is a generalization of the Capon algorithm and makes a simple adjustment in what the expected signal structure looks like. Unfortunately this rank-one generalization algorithm uses the SVD and complicates the Capon method. The organization of this chapter is as follows: In Section 5.2, the robust Capon beamformer and its extension to wideband processing is reviewed. Section 5.3 extends the beamspace method to the wideband case using geometric Capon beamforming developed in Chapter 3. In Section 5.4, an analysis of the bearing responses of the extended versions of these algorithms is given. A comparison with the bearing responses of the algorithms in Chapter 3 is also made. Test results of these robust wideband DOA estimation methods on interesting runs are presented in Section 5.5 which show robustness to sensor position error, near-field effects, and bad sensor data. The error analysis of the wideband beamspace Capon for a single vehicle run indicates that this method out performs all of the Capon beamformers and is usually as good as the WSF algorithm while maintaining a much lower computational cost. Finally, in Section 5.6, conclusions are drawn about the wideband extensions of these DOA estimation methods and their performance.



5.2



Wideband Extension of Robust Capon Beamformer



The standard Capon beamformer [1] is not robust against mismatches between the presumed and actual steering vectors. These mismatches could be caused by sensor location uncertainties, wavefront perturbations, or near-field effects. Several approaches have been proposed over the past few years to remedy this deficiency. One such approach is the robust Capon beamforming method in [33], which belongs to
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the class of diagonal loading approaches for robust DOA estimation. This method is based on an ellipsoidal uncertainty constraint for the steering vector and provides an adaptive and more accurate scheme for quantifying the diagonal loading as well as a simpler way for eliminating the scaling ambiguity. In other words, the assumption this algorithm makes is that the actual steering vector is within some ellipsoidal region near the assumed steering vector. This algorithm was chosen because of the type of error present in the acoustic arrays, specifically, the near-field wavefronts and sensor position errors. In addition to its ability to adaptively place nulls and cancel interference, the robust Capon has robustness to small mismatches in the signal models by maintaining a wider main-lobe for receiving the desired signal. In [33], it has been shown that the robust Capon beamformer with the assumption of uncertainty in the steering vector is equivalent to solving the following optimization problem under a spherical constraint, i.e. ¯ (fj , θ) k2 ≤ ǫ min aH (fj , θ)R−1 xx (fj )a(fj , θ) s.t. k a(fj , θ) − a a



(5.1)



¯(fj , θ) is the assumed steering vector, fj is the j th frequency bin, and ǫ is where a the maximum scalar error assumed. Thus, the true steering vector is close to the assumed steering vector within a spherical region of radius ǫ. It has been shown [33] that the assumption of an ellipsoidal error region is equivalent to a spherical error region because the norm of the optimal beamforming weight vector is constrained to give a distortionless response with respect to the assumed steering vector. To exclude the trivial solution to (5.1), we assume that ||¯ a(fj , θ)||2 > 0. Now, because the solution to (5.1) will evidently occur on the boundary of the constraint set, we can reformulate (5.1) as the following quadratic problem with a norm equality constraint: ¯ (fj , θ) k2 = ǫ. min aH (fj , θ)R−1 xx (fj )a(fj , θ) s.t. k a(fj , θ) − a a



(5.2)



This problem can be solved using the Lagrange multiplier framework, which leads to
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the cost function ¯ (fj , θ)||2 − ǫ) J(a(fj , θ)) = aH (fj , θ)R−1 xx (fj )a(fj , θ) + λ(fj )(||a(fj , θ) − a



(5.3)



where λ(fj ) ≥ 0 is the Lagrange multiplier [33] for the j th frequency bin. Differentiation of (5.3) yields the optimal solution ao (fj , θ) such that ¯(fj , θ)) = 0. R−1 xx (fj )ao (fj , θ) + λ(fj )(ao (fj , θ) − a



(5.4)



or ao (fj , θ) =







R−1 xx (fj ) +I λ(fj )



−1



¯(fj , θ) a



¯(fj , θ) − (I + λ(fj )Rxx (fj ))−1 a ¯ (fj , θ) = a



(5.5) (5.6)



where the matrix inversion Lemma was used in (5.5) to obtain (5.6). The Lagrange multiplier λ(fj ) ≥ 0 is obtained as the solution to the constraint equation ¯(fj , θ)||2 = ǫ. g(λ(fj )) , ||(I + λ(fj )Rxx (fj ))−1 a



(5.7)



Decomposing Rxx (fj ) as Rxx (fj ) = U(fj )Σ(fj )UH (fj )



(5.8)



where the columns of U(fj ) contain the eigenvectors of Rxx (fj ), and Σ(fj ) = diag[σ1 (fj ), σ2 (fj ), . . . , σL (fj ) contains the corresponding eigenvalues σ1 (fj ) ≥ σ2 (fj ) ≥ · · · ≥ σL (fj ), the constraint equation can be rewritten in a simpler form. First let ¯(fj , θ). z(fj ) = U(fj )H a



(5.9)



Then, (5.7) can be written as ǫ = g(λ(fj )) =



L X ℓ=1



|zℓ (fj )|2 . 1 + λ(fj )σℓ (fj ))2



(5.10)



where zℓ denotes the ℓth element of z. Note that g(λ(fj )) is a monotonically decreasing function of λ(fj ) ≥ 0 for narrowband frequency bin fj . According to the positive value 119



requirement of the norm of a(fj , θ) and (5.7), g(0) > ǫ, and hence, because g(λ(fj )) must equal ǫ, λ(fj ) 6= 0. From (5.10), it is clear that limλ(fj )→∞ g(λ, fj ) = 0. Hence, there is a unique solution to (5.10). By replacing σℓ in (5.10) with σL (fj ) and σ1 (fj ), respectively, lower and upper bounds for the solution are obtained [33]. The value of g(λ(fj )) is found using a simple one-dimensional search like Newton’s method [43]. When the optimal diagonal loading factor has been found, the robust Capon beamfomer becomes ¯ (fj , θ) − U(fj )(I + λ(fj )Σ(fj ))−1 UH (fj )¯ ao (fj , θ) = a a(fj , θ)



(5.11)



and results in the narrowband power spectrum probustCapon (fj , θ) = 1



.



(5.12)



2



¯ H (fj ,θ)U(fj )Σ(fj )[λ−2 (fj )+2λ−1 (fj )Σ(fj )+Σ (fj )]−1 UH (fj )¯ a a(fj ,θ)



The result of the constrained minimization problem in (5.2) leads to the computationally efficient robust Capon beamformer in (5.12) with the optimal diagonally loaded covariance matrix (optimal in the sense of reducing power while holding the look direction power undistorted and choosing a loading factor appropriate for the data). This algorithm requires a brief one-dimensional search to find the optimum diagonal loading coefficient at each look direction. Remark An interesting observation can be made about the robust Capon when the feasible limits of the assume error ǫ are explored. The error is unbounded above, i.e. it can be set to infinity, and lower bounded by zero. We observe that as ǫ → ∞ the robust Capon becomes the conventional (i.e. completely non-adaptive) beamformer. As ǫ → 0 (i.e. zero diagonal loading) the robust Capon becomes the standard Capon beamformer. In effect, the adaptive diagonal loading of the robust Capon forms a linear combination of the power spectrums of the Capon beamformer and the conventional beamformer [64]. 120



5.2.1 Wideband Robust Capon Algorithm Summary The steps for the wideband extension of the robust Capon algorithm for the spherical constraint in (5.1) are given below. 1. Decompose the sample covariance matrix, Rxx (fj ), using SVD as in (5.8) to find σ1 (fj ) ≥ σ2 (fj ) ≥ · · · ≥ σL (fj ) and the eigenvectors of signal and noise subspaces. 2. Solve for the non-negative minimizer of g(λ(fj )) − ǫ =



L X ℓ=1



|zℓ (fj )|2 −ǫ (1 + λ(fj )σℓ (fj ))2



(5.13)



using a 1-D search (e.g. Newton’s method) and get the summation in g(λ(fj )) as close to ǫ as possible. Here, λ(fj ) is the optimal diagonal loading factor for frequency fj . 3. Compute the geometric average of the narrowband power spectrum probustCapon (θ) ¯ (fj , θ) by ao (fj , θ) in (5.11). in (5.12) by replacing the assumed steering vector a This yields the geometrically averaged robust Capon PGrobustCapon (θ) = QJ 1 2 j=1 a ¯ H (fj ,θ)U(fj )Σ(fj )[λ−2 (fj )+2λ−1 (fj )Σ(fj )+Σ (fj )]−1 UH (fj )¯ a(fj ,θ) It is important to note that the robust Capon requires an eigen-decomposition of the Hermitian matrix Rxx (fj ) with computational requirement of O(L3 ) operations. This, along with the 1-D search method, clearly add to the computational complexity of this algorithm, though only one decomposition is carried out per frequency bin.



5.3



Wideband Extension of Beamspace Method



The beamspace method reduces the computational complexity and degrees of freedom in an array by steering a group of beams instead of the phasings of the individual
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sensors. The L × M beamspace matrix Bbs is a projection matrix from the element space in CL to the beamspace in CM where L ≥ M. Finding covariance with respect to these beams instead of the elements focuses the region of interest (or region of active interference cancellation) and dramatically attenuates signals outside this region. This in turn yields better beamformed data as a result of the algorithm processing a particular angular region of interest in addition to reducing the amount of processing as the size of the covariance matrix reduces from L × L to M × M [1]. The principle idea behind beamspace stems from the assumption that the signal of interest is not taking up the entire element space but is in a smaller dimensional subspace. Beamspace preprocessing projects the input data vector onto this subspace where the signal of interest is extracted more easily, while at the same time canceling signals outside the filtering region of interest, hence acting as a spatial bandpass filter. In the full-dimensional beamspace, the outputs of the L-element standard array are processed to produce L orthogonal beams. The center beam is typically a conventional (Bartlett window) beam pointed at the look direction, which is called the Main Response Axis (MRA). It is important that the beams are orthogonal as this ensures that any signal arriving along the main lobe of a particular beam will not produce output in any other beam. The L × M matrix Bbs , (M = L for full-dim BS), is formed with the steering vectors of each beam. This set is called the beamfan. To implement the beamspace method, a beamfan is formed of M beams and the MRA is steered to the look direction. The beamfan is moved through all electrical angles. A general form of a non-orthogonalized beamspace matrix is Bno(fj , θ) =







b(fj , φ−P + θ) · · · b(fj , φ0 + θ) · · · b(fj , φP + θ)
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(5.14)



where for an arbitrary two-dimensional array geometry  ej2πfj /c(α0 cos(φp )+β0 sin(φp ))    ej2πfj /c(α1 cos(φp )+β1 sin(φp ))  b(fj , φp ) =  ..  .   ej2πfj /c(αL−1 cos(φp )+βL−1 sin(φp ))



        



(5.15)



and φp , p = −P, . . . , 0, . . . , P are the angles of the beams. Here c is the speed of sound in air and αℓ and βℓ are the horizontal and vertical coordinates of the ℓth sensor relative to the reference sensor position, respectively. To ensure orthogonality of the beamspace matrix, we perform 1



−2 Bbs = Bno [BH no Bno ]



(5.16)



Clearly, this whitening yields orthogonality in BH bs Bbs = IM . The received data is then preprocessed using the beamspace matrix Bbs prior to any beamforming process. 5.3.1 Wideband Beamspace Capon Algorithm Summary The processing steps in the wideband beamspace method are listed below. 1. Transform the array input vector, x(fj , k), k = 1, 2, ..., K using z(fj , θ, k) = BH bs (fj , θ)x(fj , k)



(5.17)



where Bbs (fj , θ) is the L × M beamspace matrix whose columns are the orthogonal steering vectors centered around angle θ and frequency fj . The resulting sample covariance matrix of the transformed array output, z(fj , k) is Rzz (fj , θ) = BH bs (fj , θ)Rxx (fj )Bbs (fj , θ)



(5.18)



H H ≈ BH bs (fj , θ)A(fj , φ)Ps (fj )A (fj , φ)Bbs (fj , θ) + Bbs (fj , θ)Pn (fj )Bbs (fj , θ)



where A(fj , φ), Ps (fj ), and Pn (fj ) were previously defined in Section 3.2.
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2. The transformed steering vector is given as abs (fj , θ) = BH bs (fj , θ)a(fj , θ)



(5.19)



and the beamformer output becomes H y(fj , θ, k) = wbs (fj , θ)z(fj , θ, k)



(5.20)



where wbs (fj , θ) is R−1 zz (fj , θ)abs (fj , θ) H abs (fj , θ)R−1 zz (fj , θ)abs (fj , θ)



wbs (fj , θ) =



(5.21)



3. The wideband geometric beamspace power spectrum output then becomes PGbs



Capon



(θ) =



J Y



1



aH (f , θ)R−1 zz (fj , θ)abs (fj , θ) j=1 bs j



.



(5.22)



The beamspace preprocessing method does indeed add some additional computation time to the algorithm mostly due to the whitening of the beamspace matrix for each look direction and frequency bin. However, the following remark shows that the orthogonalization process is not necessary if a Capon beamformer is used. Remark Let us consider the spectrum of the narrowband beamspace Capon beamformer at frequency fj , i.e. pbs



Capon (fj , θ)



=



1 −1 aH bs (fj , θ)Rzz (fj )abs (fj , θ)



(5.23)



where Rzz (fj ) and aH bs (fj , θ) are defined in (5.18) and (5.19), respectively in terms of matrix Bbs (fj , θ). Substituting these expressions and the whitening equation (5.16) into (5.23), we can easily show that pbs



Capon (fj , θ)



=



1 , −1 H (f , θ)a(f , θ) aH (fj , θ)Bno (fj , θ) (BH (f , θ)R (f )B (f , θ)) B j xx j no j j j no no (5.24)



i.e. the beamspace Capon without beam orthogonalization. 124
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Figure 5.1: Bearing responses on the 5-element circular array for two sources with separations of 20◦ , 23◦ , and 26◦ , (a) geometric mean Robust Capon (ǫ = .7), and (b) geometric mean beamspace Capon. The vertical lines show the actual locations of the sources.



5.4



Bearing Response Analysis for New Algorithms



The bearing responses here were generated in a manner identical to those presented in Section 3.4 with the same angular separations between the two sources for the baseline configuration. The angular separations are 26◦ . 23◦ , and 20◦ . Figures 5.1(a) and (b) show the bearing responses for the wideband robust Capon and beamspace Capon methods developed in this chapter. Comparing to the bearing response of the standard geometric Capon in Figure 3.3(b), the wideband robust Capon in Figure 5.1(a) has a wider main-lobe. This is due to the initial estimate of the steering vector error (ǫ) in this algorithm, which varies the optimal diagonal loading factor, hence fixing the width of the main-lobe. The optimal main-lobe width for the robust Capon beamformer to a model mismatch is wide, thus making this method less effective for separating two closely spaced far-field sources. The bearing response of the wideband beamspace Capon beamformer that used three beams at −6◦ , 0◦ , and 6◦ is shown in Figure 5.1(b). The improvement of the wideband beamspace over the geometric averaged Capon in Figure 3.3(b) is not 125
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Figure 5.2: Bearing responses on the 15-element randomly distributed array for two sources with separations of 1◦ , 3◦ , and 5◦ , (a) geometric mean Robust Capon (ǫ = .7), and (b) geometric mean beamspace Capon. The vertical lines show the actual locations of the sources. noticeable in the bearing responses, but the algorithm does indeed act as a spatial filter for noise and other interference. This advantage will be shown in the results on actual data with more prominent improvements over those in Chapter 3. The minimum side-lobe height for the robust and beamspace Capon on the baseline array was −1800dB and −2000dB, although the side-lobes of the robust Capon beamformer decayed off very gradually in comparison to the beamspace Capon. The bearing responses of the wideband robust Capon and beamspace Capon beamformers on the randomly distributed sensors (Configuration I) are also formed. The separations of the two sources were at 1◦ , 2◦ , and 5◦ . Figures 5.2(a) and (b) show the bearing responses for these wideband beamformers for this distributed sensor configuration. The robust Capon in Figure 5.2(b) again has a large main-lobe width due to the estimated error resulting in the diagonal loading of the covariance matrix. Again, the improvement of the beamspace Capon in Figure 5.2(a) is not that noticeable over the standard wideband geometric Capon in Figure 3.4(b).



126



5.5



Wideband DOA Estimation Results



Now we wish to test the wideband extensions of the two Capon beamformers developed in this chapter and show their performance on the two real acoustic databases. These two different databases, i.e. the baseline and distributed sensor runs, were detailed in Chapter 2. In all the following experiments, the wideband beamspace Capon used three beams spaced at −6◦ , 0◦ , and 6◦ from the look direction. The number of beams was determined experimentally. The wideband robust Capon beamformer was applied to the uncalibrated data of the baseline array to show the advantages over the original wideband geometric Capon, which is not robust to the array geometry errors and near-field effects present in these databases. Unless otherwise noted, the parameter value ǫ = 0.7 was used throughout these experiments for the robust Capon. 5.5.1



Baseline Array Results



The runs used in this study are the same as those selected in Section 3.5.1 to show the performance of the wideband robust and beamspace Capon beamformers over those of the algorithms in Chapter 3. The objective is to benchmark DOA estimation results of these robust methods with those of the geometric Capon, MUSIC, and WSF algorithms and comment on their performance. The array configuration, calibration process, and data preprocessing for the algorithms in Chapter 3 are the same for the wideband beamspace and robust Capon in this chapter. For the baseline array data set, as mentioned before, beamspace Capon is tested on the calibrated data while the robust Capon was applied to the uncalibrated data. (a) Results on Run 1 This run contains six sources that move in three separate groups. A complete review of the setup of the run can be found in Section 2.2.1. The DOA estimation results for the beamspace geometric Capon on the calibrated data of this run are shown in Figure 5.3(a). As can be seen, the DOA estimation accuracy for the beamspace
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Capon, especially for the first 110 seconds, dramatically improved over the wideband geometric mean Capon and geometric MUSIC, and WSF in Figures 3.6(b), (c), and (d), respectively (repeated from Chapter 3 for the purpose of benchmarking). Considering the fact that, during the first 110 seconds the sources are at a very far range (> 2km), this improvement is impressive. This clear benefit of the beamspace method over the other wideband methods is due to the inherent spatial filtering used in this method. The improvements and benefits of the beamspace Capon become even more prominent when there are fewer frequency bins to average over, or when the number of samples used to create the data covariance matrices are limited. In these cases, the beamspace Capon generates better DOA estimates with lower variability due to the inherent robustness to low sample support. This property of the beamspace method is a direct consequence of the reduced dimension. That is, the ratio of samples to processing elements (beams or sensors) stays much higher, hence making better sample data for beamforming from which to estimate DOAs. The beamspace Capon also has much more consistent estimates through the near-field region between 200 and 230 seconds. The MUSIC algorithm, however, still performs better than the beamspace Capon in segment 340 to 410 seconds at −160◦ . To show the sensitivity of the original Capon to phase/gain errors caused by uncertainties in the exact microphone locations and their calibration, and to demonstrate the usefulness of the wideband robust Capon in these cases, the uncalibrated data for Run 1 was used. The frequency bin resolution was 4Hz in this case. The value of the assumed steering vector error was chosen to be ǫ = .7, as mentioned before. The DOA estimation results of the robust Capon are shown in Figure 5.4(a). Clearly, when compared with the results of the original wideband geometric Capon in Figure 5.4(b), which is also obtained using the uncalibrated data, it is evident that the robust geometric Capon provided much more accurate and consistent DOA estimates. This is especially evident when the sources are near-field, i.e. seconds
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Figure 5.3: DOA Estimates for baseline array Run 1, obtained using (a) geometric beamspace Capon, (b) standard geometric Capon, (c) geometric MUSIC, and (d) WSF algorithms.
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Figure 5.4: DOA Estimates for baseline array on uncalibrated data of Run 1 obtained using (a) geometric robust (ǫ = .7) and (b) standard Capon algorithms; (c) and (d) near-field DOA estimation performance.



160 to 320, as can be seen in Figures 5.4(c) and (d). This is attributed to the fact that at near-field, the effects of array mismatches due to the sensor location errors are compounded by the near-field wavefront wrinkling effects, hence making the standard wideband geometric mean Capon less accurate. (b) Results on Run 2 This run contains four moving and two stationary sources in the presence of moderate wind noise. The details of this run, the types of vehicles, their movement paths, etc.
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can be found in Section 2.2.1. Figures 5.5(a)-(d) show the DOA estimation results for the wideband beamspace Capon, standard geometric Capon, geometric MUSIC, and WSF algorithms. In this run the beamspace Capon again showed improvement over the standard wideband geometric Capon (see Figure 5.5(b)) around 430 seconds when the sources are at far range. The estimate paths are also much smoother than the geometric Capon, MUSIC, or WSF algorithms shown in Figure 5.5(b)-(d), respectively. As can be noticed many erroneous DOA estimates in the geometric Capon have been removed by the beamspace processing. Figures 5.6(a) and (b) show the wideband geometric robust Capon and standard geometric Capon for this run. The robust Capon showed dramatic improvement over the standard geometric Capon for the uncalibrated data of this run. As can be seen in Figure 5.6(a) the robust Capon provided much more consistent DOA estimates, especially in the near-field region during seconds 200 to 250 and 300 to 350 (see Figure 5.6(c)-(d)). The segment of time between 300 and 400 seconds also shows that the robust Capon beamformer had tightly spaced DOA estimates which follow the true positions much more closely. (c) Results on Run 3 This run contains four moving and two stationary sources in the presence of relatively high wind noise. The details of this run, the types of vehicles, their movement paths, etc. can be found in Section 2.2.1. Figures 5.7(a)-(d) show the DOA estimation results for the wideband beamspace Capon, standard geometric Capon, geometric MUSIC, and WSF algorithms. The beamspace algorithm on this run provided more consistent estimates of the DOAs, especially near the end of the run as shown in Figure 5.7(a). The beamspace method also removed many erroneous estimates made by the standard geometric Capon beamformer in Figure 5.7(b) from seconds 120 to 150 and 310 to 330. A pitfall of using the beamspace method with the array geometry specified for this data is that, especially in low SNR situations, ambiguities can appear



131



150



100



100



50



50



DOA (degrees)



DOA (degrees)



150



0



0



−50



−50



−100



−100



−150



−150 0



50



100



150



200 250 Time (seconds)



300



350



400



0



50



150



150



100



100



50



50



0



−50



−100



−100



−150



−150 50



100



150



200 250 Time (seconds)



300



350



200 250 Time (seconds)



300



350



400



0



−50



0



150



(b) Geometric Capon



DOA (degrees)



DOA (degrees)



(a) Beamspace Capon



100



400



0



(c) MUSIC



50



100



150



200 250 Time (seconds)



300



350



400



(d) WSF



Figure 5.5: DOA Estimates for baseline array Run 2, obtained using (a) geometric beamspace Capon, (b) standard geometric Capon, (c) geometric MUSIC, and (d) WSF algorithms.
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Figure 5.6: DOA Estimates for baseline array on uncalibrated data of Run 2 obtained using (a) geometric robust (ǫ = .7) and (b) standard Capon algorithms; (c) and (d) near-field DOA estimation performance.
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Figure 5.7: DOA Estimates for baseline array Run 3, obtained using (a) geometric beamspace Capon, (b) standard geometric Capon, (c) geometric MUSIC, and (d) WSF algorithms.



in the beamformed spectrum, and particularly when utilizing a symmetrical circular array [65]. In this case, the ambiguities can occur along the axes of symmetry at ±90o , 0, and ±180o . As a final note, we notice that all the methods including the MUSIC and WSF in Figures 5.7(c)-(d) detected an extra moving source (the last DOA track), which was not in the truth file. Figures 5.8(a)-(b) show the DOA estimation results on the uncalibrated data of Run 3 with 4Hz frequency bin separation using the wideband robust and geometric
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Figure 5.8: DOA Estimates for baseline array on uncalibrated data of Run 3 obtained using (a) geometric robust (ǫ = .7) and (b) standard Capon algorithms; (c) and (d) near-field DOA estimation performance.



mean Capon beamformers, respectively. As can be seen from Figures 5.8(c)-(d)), and as in Runs 1 and 2 near-field sources are resolved much better using the wideband robust Capon beamformer with far fewer false peaks. (d) Results on Run 4 - Accuracy Analysis To further benchmark all the developed wideband DOA estimation algorithms in terms of their DOA accuracy an error analysis was carried out on a run with a single source. The DOA estimation results for the beamspace Capon is shown Figure 5.9(a)
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along with those of the standard geometric Capon, geometric MUSIC, and WSF in Figures 5.9(b), (c) and (d), respectively. As evident from the error results in Figure 5.10(a), the beamspace Capon provided the most consistent DOA estimates among all algorithms except the WSF method in Figure 5.10(d). This improved accuracy is due, in part, to the spatial filtering nature of the beamspace method. It should be mentioned as in Section 3.5.1 that outliers, i.e. errors of more than 25◦ are disregarded in computing these error statistics. Although it did not perform better than the WSF algorithm, the major benefit of the beamspace Capon algorithm, is that it is not as computationally demanding as the WSF algorithm. The error distributions of the beamspace Capon in comparison to the geometric Capon, geometric MUSIC, and WSF algorithms are shown in Figure 5.11. For the beamspace Capon method the DOA error mean and variance are measured to be −1.5685◦ and 2.0621, respectively. Clearly, the lower variance for the wideband beamspace Capon as compared to those in Chapter 3 is an indication of its better performance DOA estimation of wideband acoustic sources. The mean error for the wideband geometric Capon was not significantly lowered from −2.1239◦ , but the variance was dramatically improved from 3.2046 to 2.0621. The variance of all of the methods were over 3 and as high as 9, except for the WSF method, which had a variance smaller than that of the wideband geometric beamspace, i.e. 1.9468. Figures 5.12(a) and (b) show the DOA estimation results on uncalibrated data of Run 4 with 4Hz frequency bin separation using the wideband robust and geometric mean Capon beamformers, respectively. As can be seen from these figures, the DOA track of the single vehicle is much smoother and closer to the true track for the geometric mean robust Capon algorithm than that of the standard geometric mean Capon, and especially in the near-field region. The variance for the standard geometric Capon on the uncalibrated data was 128.9308, while the variance for the geometric mean robust Capon was 111.6866. The respective means were -4.4620◦ and
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Figure 5.9: DOA Estimates for baseline array Run 4, obtained using (a) geometric beamspace Capon, (b) standard geometric Capon, (c) geometric MUSIC, and (d) WSF algorithms.
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Figure 5.10: DOA error vs. time on baseline array Run 4.



No. of Errors in Normalized Bins



Estimate Error (degrees)



Error of Track Estimate versus Time 15



−2



0 2 Error (degrees)



4



6



Figure 5.11: DOA error distributions on Run 4.
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Figure 5.12: DOA Estimates of wideband (a) geometric robust Capon (ǫ = .7) and (b) geometric mean Capon for uncalibrated data of Run 4.
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Figure 5.13: DOA error distributions on Run 4 for standard geometric Capon and geometric robust Capon (ǫ = .7).



-4.7887◦. The error distribution for the robust Capon and standard Capon is shown in Figure 5.13. The decrease accuracy in the mean is probably due to the widening
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of the main-lobe by the robust Capon method. However, the variance in the DOA estimates was dramatically reduced by using the robust Capon method. It is evident from the DOA estimates in Figure 5.12 that the array miscalibration caused a negative bias in the first half of the run and a positive bias in the last half of the run. Thus, the miscalibration which caused the bias is correlated with the angle of the source relative to the array. 5.5.2



Distributed Array Results



For the purpose of testing the algorithms developed in this chapter on additional nonideal environmental and array scenarios, results on distributed array database are also included. The runs used in this study were selected to show the DOA estimation performance of the robust and beamspace Capon beamformers in forming coherent sets of DOA estimates with the fewest erroneous estimates. Special emphasis is placed on observing the performance of these two algorithms for combating some of the types of errors or mismatches mentioned in the introduction section of this chapter. For the sake of comparison, the results of the standard geometric Capon and WSF DOA estimates will be presented again alongside those of the robust Capon and the beamspace Capon. Note that no calibration is implemented on the distributed sensor array database and errors result from the uncertainties in the GPS-based sensor localization. (a) Results on Run 1 This run contained ground and airborne wideband acoustic sources. As concluded in Section 3.5.2, the algorithm that best localized both of these vehicles was the WSF algorithm, although it had many erroneous DOA estimates. Figures 5.14(a)-(d) show the DOA estimation results for the wideband beamspace geometric Capon, standard geometric Capon, robust geometric Capon, and WSF algorithms, respectively. The robust Capon in Figure 5.14(c) performed as well as the geometric MUSIC algorithm
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Figure 5.14: DOA Estimates for distributed array Run 1 obtained using (a) beamspace geometric Capon, (b) standard geometric Capon, (c) robust (ǫ = .7) geometric Capon, and (d) WSF Algorithms. in Figure 3.12(e) in that it was able to resolve partial DOA tracks of both the ground and airborne sources with good consistent estimates. The beamspace Capon in Figure 5.14(a) performed slightly worse on the ground source than the standard geometric Capon in Figure 5.14(b), and slightly better on the airborne source. Neither the robust Capon nor the beamspace Capon performed as well as the WSF algorithm. (b) Results on Run 2 This run contained bad data from one (out of 15) of the sensor nodes. In Section
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3.5.2 we noticed that in this case none of the Capon beamformers were able provide reasonable DOA estimates. The subspace based algorithms, namely WSF and geometric MUSIC (see Figure 3.13(e) and (f)) were, however, able to form the vehicle path very well. The DOA estimates vary significantly snapshot-to-snapshot for the original wideband Capon algorithm (no sensor data removed) in Figure 5.15(b). These results, before beamspace preprocessing, also exhibit a large number of erroneous DOA estimates and an erratic vehicle movement pattern. Figure 3.14 shows the results of the wideband geometric Capon after manually removing the failed data channels. Clearly, removing the bad data restores the peak estimates of beamformed spectra and provides a reasonably clear vehicle movement pattern. To demonstrate the usefulness of the wideband beamspace method developed in Section 5.3 when sensor failure occurs, the new methods were applied without using the knowledge of the failed sensors and their number. That is, the bad data of the failed sensors are included in the wideband Capon beamspace beamforming process. The beamspace preprocessing allows the beamforming to proceed normally and provide good results even in the presence of multiple failed data channels in this run and Run 5. As shown in baseline Run 3, the beamspace Capon method also proves to be an good choice when wind noise is present in the collected data, Though Run 6 of the distributed sensor database produces a counter example where the beamspace Capon cannot overcome the wind noise. Figures 5.15 (a) and (c) show the results when using the wideband beamspace Capon beamforming and wideband robust Capon beamforming, respectively. It is evident that the beamspace preprocessing and robust Capon led to significant improvement in the quality of the estimates and their accuracy without the need to identify and remove the failed channel. For this case, the robust Capon performed slightly better than the beamspace Capon algorithm. The DOA estimates for the WSF in Figure 5.15(d) and geometric MUSIC in Figure 3.13(e) also demonstrated
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Figure 5.15: DOA Estimates for distributed array Run 2 obtained using (a) beamspace geometric Capon, (b) standard geometric Capon, (c) robust (ǫ = .7) geometric Capon, and (d) WSF Algorithms. robustness to sensor node failure. However, the DOA estimates generated using the beamspace processing also exhibit a greatly reduced variance, hence, forming a much smoother vehicle movement pattern. (c) Results on Run 3 This run contained periods from 40 to 50 and 110 to 120 seconds where the near-field source was very close to the array such that various wideband Capon beamformers as well as the geometric MUSIC and WSF algorithms were unable to make accurate DOA estimates. Figures 5.16(a)-(d) show the DOA estimation results for the wideband
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beamspace geometric Capon, standard geometric Capon, robust geometric Capon, and WSF algorithms, respectively. The results of the beamspace and robust Capon in Figures 5.16(a) and (c), respectively, show performance comparable to that of the standard geometric Capon in Figure 5.16(b). The beamspace algorithm in Figure 5.16(a) maintained more consistent estimates at the beginning and end of the run as compared to the standard geometric Capon in Figure 5.16(b). The robust Capon in Figure 5.16(c) for ǫ = .7 did not accurately localize the source in the extreme near-field region. However, when a larger estimated error ǫ = 10 was used the robust Capon (see Figure 5.17) was able to form nearly the entire movement pattern of the source, and actually began to detect the source to the East of the array site. The WSF has obtained good DOAs of the single source, but at the cost of a many erroneous estimates. The WSF also consistently made estimates of the source along the road East of the data collection site (see Figure 5.16(d)). This source is presumably due to vehicles traveling on the nearby city road. (d) Results on Run 4 This run contained two sources moving in close proximity to each other on the West side of the array (Configuration I). Figures 5.18(a)-(d) show the DOA estimation results for the wideband beamspace geometric Capon, standard geometric Capon, robust geometric Capon, and WSF algorithms, respectively. The beamspace algorithm had difficulty forming complete vehicle DOA paths as shown in Figure 5.18(a) as compared to the standard geometric Capon in Figure 5.18(b). However, it did form a better DOA track at the beginning from 30 to 40 seconds for the second source. The robust Capon algorithm shown in Figure 5.18(c) did a very good job providing DOA estimates for the first source up to 175 seconds, after which it provide accurate DOA estimates of the second source. The robust Capon did much better in this case than the geometric Capon in Figure 5.18(b). Additionally, robust Capon was able to form partial DOA tracks of the second source. The robust Capon also provided fewer
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Figure 5.16: DOA Estimates for distributed array Run 3 obtained using (a) beamspace geometric Capon, (b) standard geometric Capon, (c) robust (ǫ = .7) geometric Capon, and (d) WSF Algorithms.
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Figure 5.17: DOA Estimates for distributed array Run 3, a single source case, obtained using robust geometric Capon with an estimated error of ǫ = 10. false DOA estimates than the geometric Capon and far fewer than the WSF which is shown in Figure 5.18(d). Nonetheless, WSF provided the best DOA track for the second source among these methods. (e) Results on Run 5 This run contained two bad sensor nodes that failed simultaneously. Figures 5.19(a)(d) show the DOA estimates obtained using the wideband beamspace Capon, standard geometric Capon, robust Capon, and WSF, respectively. DOA estimation results for the wideband beamspace Capon shown in Figure 5.19(a) illustrate the dramatic improvement over the DOA estimates shown in Figure 5.19(b) obtained using the standard wideband Capon method. The superiority and reliability of the DOA estimation results of the wideband beamspace Capon over the wideband geometric Capon method (bad data was not removed) are clearly noticeable. The robust Capon DOA estimation results shown in Figure 5.19(c) also gave an adequate DOA track when compared to the wideband geometric Capon. The WSF and geometric MUSIC algorithms were able to accurately resolve the source despite the two bad nodes. However, the WSF algorithm shown in Figure 5.19(d) provided many false DOA estimates. At certain time segments (e.g. 90-105 sec) even the wideband beamspace, geometric



146



150



100



100



50



50



DOA (degrees)



DOA (degrees)



150



0



0



−50



−50



−100



−100



−150



−150 0



50



100



150 Time (seconds)



200



250



300



0



50



150



150



100



100



50



50



0



−50



−100



−100



−150



−150 50



100



150 Time (seconds)



200



250



200



250



300



0



−50



0



150 Time (seconds)



(b) Geometric Capon



DOA (degrees)



DOA (degrees)



(a) Beamspace Capon



100



300



(c) Robust Capon



0



50



100



150 Time (seconds)



200



250



300



(d) WSF



Figure 5.18: DOA Estimates for distributed array Run 4 obtained using (a) beamspace geometric Capon, (b) standard geometric Capon, (c) robust (ǫ = .7) geometric Capon, and (d) WSF Algorithms.
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Figure 5.19: DOA Estimates for distributed array Run 5 obtained using (a) beamspace geometric Capon, (b) standard geometric Capon, (c) robust (ǫ = .7) geometric Capon, and (d) WSF Algorithms. MUSIC, and WSF algorithms provided inaccurate DOA estimates. This shortcoming is believed to be related to the number of sensor failures and the axis along which these node failures occurred. That is, when the signal of interest is broadside to the array aperture, the width of the aperture is determined primarily by the failed nodes. Therefore, when a source direction is broadside to this aperture, the bad data is detrimental to the performance of the beamforming and DOA estimation. An explanation of the robustness of the beamspace Capon to failed sensor nodes is that this algorithm performs a complex weighting of the sensor element inputs in
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such a way that it only relies on a subset of the sensors in the array. This would not normally prevent errors in the beamforming process on a array of uniform geometry, that is, processing bad data from an element of a uniform array has a dramatic impact on correctly forming angular spectrums because of the lack of spatial diversity in the element spacings. However, because of the random distributed configuration and the angularly focusing property of the beamspace method, the input from the failed sensor adds only small errors into the transformed steering vector. This is in contrast to the original wideband Capon, which attempts to perform interference cancellation over the entire angular field of view, and hence, beamforms with the full effect of the failed sensor nodes. Thus, because of the array structure and the beamspace method’s insensitivity to low SNR from sensors, accurate DOA estimates can still be obtained. It should also be noted that while the geometric MUSIC and WSF methods do provide accurate results, they are computationally expensive to implement for real-time DOA estimation. (f) Results on Run 6 This run also contained two sources and was collected in the presence of a relatively high level of wind noise. Figures 5.20(a)-(d) show the DOA estimation results for the wideband beamspace geometric Capon, standard geometric Capon, robust geometric Capon, and WSF algorithms, respectively. The beamspace Capon DOA estimation results for this run shown in Figure 5.20(a) did not perform well. For some short time segments the DOA estimates were very good and consistent as compared to the other methods, especially the geometric Capon in Figure 5.20(b) which gave highly unsatisfactory results. The robust Capon in Figure 5.20(c) did the best of all of the Capon beamformers on this run. The WSF algorithm in Figure 5.20(d), however, still performed the best out of all of the methods but at the price of many false DOA estimates. The geometric MUSIC algorithm (see Figure 3.19(e)) also performed better than all of the Capon beamformers.
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Figure 5.20: DOA Estimates for distributed array Run 6 obtained using (a) beamspace geometric Capon, (b) standard geometric Capon, (c) robust (ǫ = .7) geometric Capon, and (d) WSF Algorithms.
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5.6



Conclusions



In this chapter, the beamspace Capon [1] and robust Capon [33] beamformers were extended to wideband in order to combat some of the types of errors or model/array mismatches discussed before. These wideband methods were analyzed in terms of their bearing responses. The bearing response of the geometric beamspace Capon did not narrow the main-lobe width nor did it provide any immediately visible improvements over the standard geometric Capon method. However, the spatial filtering characteristic of the beamspace method still has a positive effect on real data. The bearing response of the wideband robust Capon showed a widening in the main-lobe because of the adaptive diagonal loading method used by the algorithm. Although this makes the algorithm more robust, it also is detrimental to its ability to separate closely spaced sources. These algorithms were then tested on the two acoustic signature databases discussed in Chapter 2 and a benchmarking of their performance against those algorithms in Chapter 3 was given. On the baseline array data it was found that the wideband beamspace Capon method provided tighter variance and lower mean on the DOA estimates. It provided the lowest error statistics among all the Capon methods and the DOA accuracy was close to the best results provided by the WSF algorithm. The beamspace algorithm also provided very good DOA estimates for far range (> 2km) sources when no other algorithm was able to do so. Along with these advantages, the beamspace Capon algorithm provided better results while maintaining the computational simplicity of the standard wideband Capon DOA estimation. The wideband robust Capon also provided dramatically more accurate results on the uncalibrated data of the baseline array. The improvements were even more significant when estimating the DOAs of near-field sources. While the robust Capon algorithm provides these improved results, its computational requirements are close to those of the geometric MUSIC algorithm, which also relies on the SVD of the data covariance matrix. 151



In the distributed array database, the primary errors which were overcome by the wideband beamspace and robust Capon algorithms were the uncertainties in the sensor positions, bad data received from one or more sensor nodes, and near-field effects. The wideband robust Capon showed good robustness to the near-field scenarios, even for the extreme case in Run 3 where the source came within 15m of the array. The beamspace Capon demonstrated adequate results for the nominal cases and superior results on the runs with missing or bad node data. The wideband beamspace Capon method proved to have excellent benefits especially for the distributed sensor data while maintaining reasonable algorithm simplicity. The robust Capon performed well, while possessing the simplicity of the geometric MUSIC algorithm which requires the SVD of the spatial covariance matrix. In conclusion, the wideband robust Capon and beamspace algorithms offer computationally inexpensive improvements in the wideband Capon methods for DOA estimation, namely, the robustness to sensor position error and near-field effects, and bad or missing sensor data.
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CHAPTER 6



CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK 6.1



Conclusions and Discussion



Performing wideband DOA estimation in practical scenarios is difficult for several reasons. The perturbation of the array geometry from the assumed positions, environmental transmission loss, or non-uniform construction of the sensor nodes, all cause gain and phase mismatch errors. In addition, errors may include incorrect assumptions made about the received spatial signature (e.g. multipath or near-field), or lack of coherence or stationarity in the data caused by low sample support, too short of an observation period, or bad or missing sensor data. Over the past few decades use of unattended ground sensors (UGS) has expanded and the algorithms developed for them are required to maintain high resolution to be capable of distinguishing multiple closely spaced targets. Wideband DOA estimation becomes even more complicated when the aforementioned problems arise, as high resolution DOA estimation algorithms are especially sensitive to these errors. In this thesis, algorithms for low complexity wideband DOA estimation in the presence of array and/or source mismatches are presented. The proposed algorithms make assumptions about the structure of the error (or source signal subspace) and attempt to match to the assumed source through the error. The goal of this study
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was to develop computationally efficient DOA estimation algorithms that are able to combat the source and array mismatches discussed above. These algorithms will eventually be used together with unattended ground sensors for robust DOA estimation and tracking of acoustic sources. An important aspect of understanding DOA estimation in the presence of errors is effective modeling of the source and its temporal and spatial coherence. Moreover, the medium in which the signal propagates to the array and the static errors in the array elements or geometry must also be considered. This study encapsulated an understanding of the types of error that depend on the coherence properties of the sources, which in turn dictate the rank and structure of the data covariance matrix. The goal is then to identify algorithms that would be robust against these errors and be able to match to the appropriate coherence model. The covariance matrix structure is determined by the coherence properties. More precisely, errors that have complete spatial coherence and persist temporally such as slow fading from local scattering multipath, near-field effects, and static array errors, lead to a rank-one signal covariance matrix with an unknown structure. It was noted that the planewave signal model without errors is a special case of the completely coherent error but with a known covariance matrix structure. The partially incoherent situation occurs in the presence of fast fading multipath and an array geometry that flexes throughout the observation period. In this case, the observation period contains the signal with a slowly changing spatial signature, i.e. only a few (<< L) spatial signatures represent the distorted signal in the covariance matrix. When the spatial direction vector of the signal begins to change rapidly it forms a set of basis vectors that occupy the entire covariance matrix i.e. the covariance becomes full rank. For example, when a signal is reflected off tropospheric scatterers or rough surfaces the independently scattered rays lead to a completely incoherent source. From these results it was concluded that, because of the gain/phase errors of the uncalibrated data, the uncertainty of the
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sensor positions, and the near-field effects present in any realistic acoustic signature database, the rank-one completely coherent distorted source was the most appropriate signal model. Thus, the robust algorithms were chosen based on how they combat these types of errors. The previously developed algorithms, namely the STCM and incoherent mean Capon methods, are inherently sensitive to error, and hence, lack robustness to the signal/array mismatch errors. The problem with the STCM method when used for coherent combining the peaked spectra of the acoustic signatures of vehicles was overcome using the three new wideband Capon beamforming methods [4] that use various incoherent combinations of the Capon power spectra. These are the arithmetic, geometric and harmonic incoherent averages of the narrowband Capon beamformer [4,10]. Although these wideband Capon beamformers, especially the one that used the geometric mean, provided the ability to separate closely spaced sources, the DOA estimation accuracy for these methods declined when the source or array mismatch errors were present, or when there was bad or missing sensor data. The subspace-based algorithms, namely MUSIC and WSF, showed promise and performed the best on nearly all of the runs. They also performed well on the runs that had one or more bad sensor nodes in the distributed array database. The MUSIC algorithm gave the best overall results on the baseline array database, while the WSF method gave the best results on the distributed array data set, especially for separating the positions of two closely spaced sources. The disadvantage of these methods is that they are computationally expensive and require the use of SVD at each narrowband frequency bin. Two algorithm extensions were proposed in this work to make the computationally simple Capon method more robust to source/array mismatches. The first algorithm was a wideband extension of the robust Capon algorithm in [33] which used incoherent geometric averaging of the narrowband robust Capon angular spectra. The robust
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Capon beamformer was able to account for the model mismatches caused by sensor location error and wavefront wrinkling effects (e.g. when sources are in the near-field). This algorithm was conceived based on the idea that the actual steering vector is within a spherical error radius around the presumed steering vector and a robust DOA estimate can be made by adding an optimal diagonal loading factor to the sample data covariance matrix. To improve the resolution and robustness to low data samples or missing or bad data, the beamspace method [1] was extended to the wideband case. The beamspace algorithm projects the element space into a lower dimensional beam space where the signal in the region of interest is more detectable. Finding covariance with respect to these beams instead of the elements focuses the region of interest (or region of active interference cancellation) and dramatically attenuates signals outside this region. The beamspace Capon also provides robust DOA estimates when processing data with bad sensor nodes on a randomly distributed sensor network. When steered to a specific region of interest, the method does not rely on the sensors providing the erroneous data, thus enabling more robust DOA estimation. An extensive study was carried out to benchmark these methods in terms of their bearing response main-lobe width and side-lobe structure, DOA accuracy, and robustness in the presence of wind noise, near-field effects, sensor position errors, and sensor failure. The results indicated the superiority of the harmonic and geometric mean operation for incoherent frequency averaging in terms of their ability to provide more consistent DOA estimates at both far and near-field ranges. Although the beamspace method did not provide substantially better results on multiple target cases compared to the original incoherently averaged Capon methods, the variance of the DOA estimate error was greatly reduced. The results on baseline array Run 1 also indicated better performance of this method at farther ranges when the targets are hard to detect. Wideband geometric beamspace was the only algorithm to provide accurate DOA estimates at far range for the beginning of the runs. Moreover, when
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wind noise was present (baseline array Run 3) this algorithm provided good results due to its spatial filtering property. It has also been demonstrated that the Capon beamspace algorithm, when used in conjunction with randomly distributed sensor networks, is very robust to sensor node failure (distributed array Runs 2 and 5), source and environmental mismatches, and sensor position errors due to the properties of the distributed sensors. The robust geometric Capon provided better overall results on the uncalibrated baseline array data when compared with the original wideband geometric mean Capon. This was especially evident in near-field situations where the effects of sensor location errors are compounded by the wavefront perturbations at near-field. As a final note, one of the main objectives when developing these algorithms was to improve the robustness of the computationally simple Capon algorithm without increasing its processing demand. The beamspace method achieves this and even lowers the computational demand at each look angle when projecting from L dimensional sensor space to M dimensional beamspace and thus reducing the size of the covariance matrix which must be inverted from L × L to M × M. The robust Capon requires the SVD of the data covariance matrix, so it achieves a similar computational complexity to the MUSIC algorithm. As compared with the WSF method, both extended robust algorithms have a dramatically reduced computational load. The WSF method not only requires the SVD of the covariance matrix at each frequency bin, but also the pseudo-inverse to form the projection matrix at each angle. Clearly, the results of the new Capon-based algorithms offer advantages, though the data fitting inherent in the WSF still enables this method to provide the best DOA estimates for the distributed sensor data set. The geometric MUSIC method provided the best results for the baseline data set, with the exception of the near-field regions where the robust Capon method was superior.
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6.2



Future Work



From the work presented in this thesis it is clear that there is room for improvements and potential for continued work. Although the proposed methods overcome many of the problems with array and signal mismatches for estimating the positions of sources using acoustic sensors, a few items that could be addressed more thoroughly include: • As suggested in Chapter 4, the model that best depicts the coherence of array errors for DOA estimation is the spatially completely coherent case with rankone unknown structure. As a future development one may design a wideband algorithm for array processing that can detect the type spatial coherence the error has (i.e. coherent, partially incoherent, completely incoherent). This perhaps would operate like a matched-filter bank (a set of filters each matched to a different rank in the signal covariance matrix). While there are narrowband algorithms to address these issues, it would be desirable to develop a single wideband DOA estimation algorithm that offers robustness to error with any kind of spatial coherence. Multi-rank beamforming algorithms [30–32, 58] may be used to develop such an algorithm. In the development of such a wideband algorithm one should also consider computational simplicity. It is desirable to develop methods with equivalent computational needs to those of the Capon algorithms. This could potentially have a wider application arena than what was considered in this study. • Another topic for future research would be to apply the proposed wideband algorithms to other wideband DOA estimation problems, e.g. distributed sonar or radar systems. Although the sources in the studied acoustic databases were wideband (vehicles), their spectra did not occupy all frequency bands in the frequency range of interest. Data sets with sources that contain a wider range
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of frequencies and smoother spectra might offer additional insight into the performance of these wideband algorithms. • The robust Capon reviewed in this thesis uses a spherical uncertainty constraint which allows the algorithm to search for an optimal diagonal loading factor to make the beamforming processing robust. As diagonal loading enables more robust DOA estimation, so in statistics, Tikhonov regularization [?] (shrinkage or ridge regression) provides robust estimation in Least-Squares (LS) problems, which can be compared to beamforming as seen in the review of the SF methods. Another concept from statistics called subset selection [?] is also used to make LS estimation more robust. This method involves judiciously selecting data to use in the LS estimation. The subset selection method is useful in cases that involve ill-conditioned data, which is similar to missing and bad data from the distributed sensor array in this thesis. The work in [66] compares the shrinkage and subset selection ideas and proposes an algorithm that is similar to an algorithm developed which utilizes the non-negative garotte [67]. The constraints of the method can be interpreted as a variety of types of highdimensional surfaces (diamond, spherical, and rounded square shapes). The robust estimate must satisfy this constraint and as a result many of the LS coefficients are shrunk and many are set to zero. This again attempts to remove some of the effects of ill-conditioned data. Possible future work could also involve applying this diamond shaped “lasso” (Least Absolute Shrinkage and Selection Operator) operator [66] to see how it improves robust beamforming and DOA estimation, especially when it is desirable to ignore bad sensor data or compensate for data uncertainties. • One possible application of these DOA estimation algorithms would be to use
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sets of DOA estimates from multiple clusters of sensors to triangulate the position of the moving sources. Coupled with a Interactive Multiple Model (IMM) algorithm using multiple Extended Kalman Filters (EKF), this data could be used to localize and produce tracks of one or more moving vehicles [?, ?]. • Preliminary work in [68, 69] has been done to use Time Difference of Arrival (TDOA) algorithm to localize other types of acoustic sources. The algorithms developed in this thesis could be used for obtaining individual DOA estimate reports from different sensor arrays. After determining the directional estimates, the Time of Arrival (TOA) estimates could then be used in conjunction with the DOAs to estimate the location of acoustic transient events (e.g. gunshots).
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APPENDIX A



EFFECTS OF ERROR ON THE CAPON BEAMFORMER



In this appendix, we consider the general additive error that contributes to the perturbed covariance matrix in Sections 4.2 and 4.3.1. This error could be for the rank one case mentioned in these sections or for the incoherent signal case [24]. A determination of the effect of this error on the Capon beamformer is desirable, as this algorithm and its wideband extension is used throughout this research. The Capon angular power spectrum for the perturbed data covariance is P (f, θ) =



1 ˜ −1 (f )a(f, θ) aH (f, θ)R xx



.



(A.1)



˜ xx (f ) = Rxx (f ) + ∆(f ). The inverse of R ˜ −1 (f ) = (Rxx (f ) + ∆(f ))−1 can where R xx be expanded using the matrix identity [70] (I − A)−1 = I + A + A2 + · · · =



∞ X



Ai ,



||A||p < 1,



(A.2)



i=0



where || · ||p is the p-norm of a matrix. If the norm of the error is assumed to be less than that of the error-free covariance, i.e. ||Rxx (f )|| > ||∆(f )||, then the inverse of the perturbed covariance matrix can be written as −1 (Rxx (f ) + ∆(f ))−1 = R−1 xx (f )(I + ∆(f )Rxx (f )) ∞ X i −1 = Rxx (f ) (−∆(f )R−1 xx (f )) i=0



−1 −1 2 = R−1 (A.3) xx (f )(I − ∆(f )Rxx (f ) + (∆(f )Rxx (f )) − · · · ).



A first order approximation to this sum results in the Capon power output of P (f, θ) =



1 aH (f, θ)R−1 xx (f )a(f, θ)



−



−1 aH (f, θ)(R−1 xx (f )∆(f )Rxx (f ))a(f, θ)



170



.



(A.4)



Note that when ∆(f ) = 0, (A.4) becomes the standard error-free Capon power output. It can be seen from (A.4) that even a small error has a significant impact on the power spectrum because the matrix inverted quantity in the denominator will dramatically shift the output. This also results in a similar expression to those of derivative constrained adaptive beamformers which attempt to compensate using diagonal loading for a rank one perturbed signal covariance.
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