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Introduction



Compressed sensing (CS) is a new signal recovery method established in the recent years. The fundamental work of CS is done by Donoho[8], Candes, Romberg and Tao([1] , [2], and [3]). The CS approach recovers a sparse signal in high dimensional space with only a few measurements. We assume the unknown signal x ∈ RN . In the CS setting it is allowed to take m < N inner products between x and a collection of vectors {ϕi }N i=1 . The measurements yj = hx, ϕj i, j = 1, . . . , m can be rewritten with a m × N matrix Φ. Let ϕj , j = 1, . . . , m are the rows of Φ. Clearly, y = Φx,



(1.1)



where y is the measurements vector. The goal of CS is the recovery of x from y and Φ. In general, it is impossible to achieve this goal. The signal has to be sparse. We denote the support of x denoted as supp(x). If the cardinality of the support | supp(x)| = K, x is K sparse. By now, most of the recovery algorithms are based on two ideas. One is `1 minimization as in [3], the other method involving matching pursuit. The most simple one is orthogonal matching pursuit(OMP). The counterpart of OMP in the approximation setting is orthogonal greedy algorithm (OGA), which is well studied. Also many other algorithms using the matching pursuit
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ideas are proved to performed well, such as Cosamp, subspace pursuit, Multi matching pursuit, and etc. In this paper, we provide a new CS recovery algorithm called Thresholding Orthogonal Multi Matching Pursuit(TOMMP). Differ from other CS algorithms based on the matching pursuit idea, TOMMP does not require the knowledge of sparsity of the unknown signal. Assume the sparse signal x has property about the magnitude of its components, say, |xi | ≥ a for i ∈ T . Φ is a m × N matrix. We call y = Φx the observation vector, so y ∈ Rm .



1.1



Notations



To avoid confusions, let us clarify the notations. For x ∈ RN , xΓ ∈ R|Γ| is a vector whose entries are the entries of x with indices in Γ. For m × N matrix Φ, ΦΓ is a m × |Γ| submatrix of Φ with columns indexed in Γ. Denote kxk := hx, xi−1/2 . Given y ∈ Rm , define the projection of y onto span(ΦI ) := span{φi : i ∈ I} as PI (y) := argmin ky − y 0 k. y 0 :y 0 ∈span{ΦI }



It is known that if Φ∗I ΦI is invertible then PI (y) = ΦI Φ†I y, where Φ†I = (Φ∗I ΦI )−1 Φ∗I is the Moore-Penrose pseudoinverse of ΦI and Φ∗ is the transpose of Φ.
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Algorithm



In this section we build a new CS recovery algorithm which is called Thresholding Orthogonal Multi Matching Pursuit with parameter s and a (TOMMP(s, a)). It is designed to recover those signals satisfying the above assumptions.
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Algorithm: TOMMP(s, a) Input: a, Φ, y, and s Initialization Stage: Let Λ0 := Λ0a := ∅, r0 := y, and j := 1. Iteration Stage: Step 1: Let m := 1. Step 2: Denote Λj := Λaj−1 ∪ {i1 , . . . , ik , where k = ms and |hrj−1 , φi|}. |hrj−1 , φi1 i| ≥ . . . ≥ |hrj−1 , φik i| ≥ sup φ∈Φ φ6=φi ,k=1,2,...,ms k



Then find xj such that xjΛj := argminz ky − ΦΛj zk and xj[1,N ]\Λj = 0. Step 3: Denote Λja := {i ∈ [1, N ] : i ∈ Λj and |xji | ≥ a/2}. j j−1 j−1 j , j := j + 1, Step 4: If Λja ⊆ Λj−1 a , update Λa := Λa , r := r and m := m + 1. Then go to step 2. Otherwise, update rj := y − PΛja (y). If rj = 0, stop. Otherwise, update j := j + 1 and go to step 1. Output: If the algorithm stops at the `th iteration, the output xˆ satisfies xˆ[1,N ]\Λ`a = 0 and xˆΛ`a = ΦΛ`a Φ†Λ` y. a



3 3.1



Analysis of the Algorithm Analysis and Proofs



In order to analyze the performances of many compressed sensing recovery algorithms, restricted isometry property (RIP) introduced by Cand´es and Tao in [3] is used very often. Definition 3.1. (Restricted Isometry Property) A m × N matrix Φ satisfies the Restricted Isometry Property of order K with constant δ, we say Φ satisfies RIP (K, δ) for simplicity, if there exist δ ∈ (0, 1), such that (1 − δ)kxk2 ≤ kΦxk2 ≤ (1 + δ)kxk2



(3.1)



holds for every K-sparse x. Define δK := inf{δ : (3.1) holds for any K-sparse x}. A simple observation can be derived directly from the definition of RIP. If Φ satisfies both RIP (K, δK ) and RIP (K 0 , δK 0 ), provided K < K 0 , then δK ≤ δK 0 . 3



The following two lemmas present several inequalities are used frequently in this paper. Lemma 3.1. Suppose Φ satisfies RIP of order s. Then for any set of indices Γ satisfying |Γ| ≤ s and any x ∈ RN and y ∈ R|Γ| , we bound (1 − δ|Γ| )kxΓ k ≤ kΦ∗Γ ΦΓ xΓ k ≤ (1 + δ|Γ| )kxΓ k



(3.2)



kΦ∗Γ yk ≤ (1 + δ|Γ| )1/2 kyk.



(3.3)



and Lemma 3.2. Assume Γ and Λ are two disjoint sets of indices. If Φ satisfies RIP of order |Γ ∪ Λ| with constant δ|Γ∪Λ| , then for any vector x ∈ R|Λ| kΦ∗Γ ΦΛ xk ≤ δ|Γ∪Λ| kxk.



(3.4)



The proof of the above two lemmas see([5] and [13]). For convenience, in the rest of this paper we denote Ω(r, j) := {i1 , . . . , ij } ⊂ [1, N ] such that |hr, φi1 i| ≥ . . . ≥ |hr, φij i| ≥



sup



|hr, φi|.



φ∈Φ φ6=φi ,k=1,2,...,j k



Lemma 3.3. Assume Φ satisfies RIP of order js + K with constant δ := δjs+k < 1/2, where js ≥ K. Then we have Ω(y, js) ∩ T 6= ∅. Proof. We can prove by contradiction. Assume Ω := Ω(y, js) and Ω∩T = ∅. Since Ω maximize the inner products, by (3.2) we have kΦ∗Ω yk ≥ kΦ∗T yk = kΦ∗T ΦT xT k ≥ (1 − δK )kxk. In addition by Lemma 3.2, δjs+K kxk ≥ kΦ∗Ω ΦT xT k. Thus δkxk ≥ (1 − δ)kxk ≥ (1 − δ)kxk. Apparently, if δ < 1/2 the above inequality yields a contradiction. This implies Ω ∩ T 6= ∅ for δ < 1/2. 2 The interpretation of the above lemma tells us under some RIP condition, if only j is big enough, it guarantees that Ω(y, js) includes some right indices. Then let us consider the case that the true support of x is partially known. Assume a subset of true support of x, say, Γ ⊂ T is given. And let r = y − PΓ (y). Denote Ω := Ω(r, L) and Ω0 := Ω0 (r, L, Γ) := Ω∪Γ. Then define Ω0a := Ω0a (r, L, Γ) as follows. First, find w ∈ RN such that wΩ0 = argminz ky −ΦΩ0 zk and w[1,N ]\Ω0 = 0. Next, we define Ω0a := {i ∈ [1, N ] : i ∈ Ω0 and |wi | ≥ a/2}. 4



Lemma 3.4. Assume Φ satisfies RIP of order L + K with constant δ := )a. If Γ ⊂ T and r = y − PΓ (y), then Ω0a (r, L, Γ) = δL+K < b and kxk < ( 1−b 2b Ω0 (r, L, Γ) ∩ T . Proof. It is sufficient to consider two cases. First, we denote Ω := Ω(r, L) and assume Ω ∩ T = ∅. From the definition of Ω0 := Ω0 (r, L, Γ), we obtain ΦΩ0 wΩ0 = PΩ0 (y) = PΩ0 (ΦT xT ) = PΩ0 (ΦΓ xΓ + ΦT \Γ xT \Γ ) = ΦΓ xΓ + ΦΩ0 Φ†Ω0 ΦT \Γ xT \Γ = ΦΓ xΓ + ΦΩ0 xp , where xp = Φ†Ω0 ΦT \T 0 xT \T 0 . Therefore, by Lemma 3.1 and Lemma 3.2, kxp k = k(Φ∗Ω0 ΦΩ0 )−1 Φ∗Ω0 ΦT \Γ xT \Γ k δL+K ≤ kxT \Γ k 1 − δL+K δ kxT \Γ k. ≤ 1−δ Since δ < b, by simple calculation , if kxT \Γ k ≤ kxk < a(1−b)/2b we have kxp k∞ < a/2. And clearly kxp k∞ ≤ kxp k < a/2. It is not difficult to see that the magnitude of every component of xΓ is greater than a. Therefore, for w its components supported on Γ have magnitudes greater than or equal a/2, and the components supported on Ω have magnitudes less than a/2. This implies that Ω0a = Ω0 ∩ Γ = Γ. In the second case, we denote T 0 := Ω ∩ T and assume T 0 6= ∅. Furthermore, we denote T 00 = T \(Γ ∪ T 0 ). It is clear that ΦΩ0 wΩ0 = = = =



PΩ0 (y) PΩ0 (ΦT xT ) = PΩ0 (ΦΓ xΓ + ΦT 0 xT 0 + ΦT 00 xT 00 ) ΦΓ xΓ + ΦT 0 xT 0 + ΦΩ0 Φ†Ω0 ΦT 00 xT 00 ΦΓ xΓ + ΦT 0 xT 0 + ΦΩ0 x¯p ,



where x¯p = Φ†Ω0 ΦT 00 xT 00 .Therefore, by Lemma 3.1 and Lemma 3.2, k¯ xp k = k(Φ∗Ω0 ΦΩ0 )−1 Φ∗Ω0 ΦT 00 xT 00 k δL+K ≤ kxT 00 k 1 − δL+K δ ≤ kxT 00 k. 1−δ 5



Since δ < b, by simple calculation, if kxT 00 k ≤ kxk < a(1 − b)/2b we have kxp k∞ < a/2. And clearly kxp k∞ ≤ kxp k < a/2. It is not difficult to see that the magnitude of every component of xΓ and xT 0 is greater than a. Therefore, for w its components supported on Γ and T 0 have magnitudes greater than or equal a/2, and the components supported on Ω\T 0 have magnitudes less than a/2. This implies that Ω0a = T 0 ∪ Γ = Ω0 ∩ T , which completes the proof. 2 Theorem 3.1. Assume K-sparse signal x ∈ RN satisfies |xi | ≥ a for all i ∈ supp(x). Assume L is the smallest integer such that sL ≥ K. If Φ satisfies RIP with order sL + K and δ := δsL+K < b < 1/2, then for all x )a TOMMP(s, a) will recover x exactly. such that kxk < ( 1−b 2b Proof. Let us prove by induction. At the very beginning, initialize the estimated support Γ := ∅ and residual r := y. Without of loss of generality, assume Ω(r, js) ∩ T = ∅ for j = 1, . . . , n − 1 and Ω(r, ns) ∩ T 6= ∅. Using Lemma 3.3, we can claim that n ≤ L. And apply Lemma 3.4, we derive Ω0a (r, js, Γ) = Ω0 (r, js, Γ)∩T = ∅ for j = 1, . . . , n−1 and Ω0a (r, ns, Γ) = Ω(r, ns)∩T . This implies that Λja = ∅ for j = 1, . . . , n−1 and Λna = Λn ∩T 6= ∅. Then let rn := y−PT1 (y) = Φxn . If rn = 0, we finish the proof. Otherwise, since Λna is a subset of T , xn is at most K sparse. We can repeat a argument similar as above. The only modification needed is to update Γ := Λna and r := rn . We can see that every time we do the repeation, we would get a subset of the true support T . Finally, we will get them all, equivalently we recover the signal x. 2 This new algorithm provided in this paper is a greedy algorithm. Besides the observations y and sensing matrix Φ, we require knowing of the threshold a of x. Consider all other known greedy algorithms by far, many of them need the sparsity to run. This new algorithm requires different information of x and also guarantees exact recovery under some condition. It widens the applications of greed algorithms to those cases while the accurate sparsity is not available.
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