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Abstract. Mind wandering is a ubiquitous phenomenon where attention involuntary shifts from task-related processing to task-unrelated thoughts. Mind wandering has negative effects on performance, hence, intelligent interfaces that detect mind wandering can intervene to restore attention to the current task. We investigated the use of eye gaze and contextual cues to automatically detect mind wandering during reading with a computer interface. Participants were pseudo-randomly probed to report mind wandering instances while an eye tracker recorded their gaze during a computerized reading task. Supervised machine learning techniques detected positive responses to mind wandering probes from gaze and context features in a user-independent fashion. Mind wandering was predicted with an accuracy of 72% (expected accuracy by chance was 62%) when probed at the end of a page and an accuracy of 59% (chance was 50%) when probed in the midst of reading a page. Possible improvements to the detectors and applications are discussed. Keywords: gaze tracking, mind wandering, affect detection, user modeling
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Introduction



Most of us have had the experience of reading, listening to a lecture, or engaging in a personally-relevant task only to realize that our attention has gradually drifted away from the task at hand to off-task thoughts, such as dinner, childcare, or everyday worries and anxieties. It has been estimated that these automatic attentional shifts toward internal task-unrelated thoughts, referred to as mind wandering (MW, or zoning out), occur between 20-40% of the time depending on the task and the environmental context [12, 19, 24]. For example, one recent large-scale study tracked MW in 5,000 individuals with random prompts from an iPhone app and made the surprising discovery that people reported MW for 46.9% of the prompts [12]. MW is not merely incidental but also negatively effects performance for tasks requiring conscious control because an individual cannot simultaneously focus on both the task at hand and task-unrelated thoughts. Research has indicated that MW leads to performance failures during a number of tasks, such as increased error rates during signal detection tasks [22], lower recall during memory tasks [20] and poor comprehension during reading tasks [9]. For computer-supported tasks, this suggests that there is an opportunity for an intelligent interface to attempt to reorient attention to



the task at hand when MW occurs. This paper makes a first step towards this goal by automatically detecting MW in near real-time in a manner that generalizes to new users. 1.1



Related Work



User state estimation is a broad topic applicable to a variety of areas such as affective computing, attention-aware computing, augmented cognition, and social signal processing. MW detection is a unique instance of user state estimation, specifically the detection of attentional states (or the lack thereof in the case of MW). Interest in modeling user attentional states has spurred research into how interface design decisions affect attention. For example, Muir et al. [14] used eye movements to explore how attention was affected by adaptive hints in an educational game. There have also been efforts at attentional state estimation. Yonetani et al. [26] analyzed the relationship between eye gaze and saliency dynamics of a video in order to determine if a user was in a high level attention condition or a low level attention condition with an accuracy of 80.6%. Additionally, Navalpakkam et al. [15] created hidden markov models that accurately modeled attention while users chose to read one of eight articles displayed on a computer screen. Although a growing number of studies have investigated attention, with the two exceptions noted below, none have considered MW behaviors. MW is a distinct aspect of attentional state as it is defined by involuntary lapses in attention. While numerous studies have investigated MW [9, 18, 23], research on realtime detection of MW is in its infancy. Drummond and Litman [8] made one of the first attempts to automatically detect MW (operationalized as zoning out) with acoustic-prosodic (e.g., pitch) features. Their model attempted to discriminate “high” versus “low” zoning out while users were engaged in a spoken dialogue with an intelligent tutoring system. Their accuracy of 64% reflects an important first step in MW detection. However, their validation approach did not ensure independence of training and testing sets, so generalization to new users is unknown. Furthermore, their MW detector is limited to speech-enabled interfaces. In this paper, we consider eye gaze as a possible modality for MW detection. Eye movements are attractive since they are ubiquitous in most visual interfaces. There has also been previous research linking eye movements and the occurrence of MW. For example, research has found that individuals blink more often [24] and are less likely to fixate, re-fixate, and look backward through previously read text [17] when MW compared to normal reading. These studies, however, did not attempt to automatically detect MW from eye gaze and although eye gaze has been used for attentional state estimation (as cited above), there is no research directed at MW detection. We recently took a step in this direction by making an initial attempt to use eye gaze data to detect mind wandering during reading [6]. The best performing models (supervised learners) yielded a detection accuracy of 60% on a down-sampled corpus containing 50% “yes” and 50% “no” responses. Although these results are promising, they are limited by the fact that classification accuracy was not very impressive. Furthermore, the data set was downsampled prior to classification, thereby interfering with the natural distribution of MW responses (35%).



1.2



Current Work



This study reports the development and validation of one of the first (aside from exceptions above) fully automated user-independent detector of MW during reading. We focus on a computerized reading task since reading is a critical component of many real-world tasks and is negatively affected by MW [9]. Our approach to MW detection entails collecting eye gaze data and self-reports of MW while users read texts on a computer screen (see Figure 1). We then extract features from the eye gaze signal and contextual cues (see below) and use supervised classification techniques to build models that discriminate instance of MW from normal reading. The models are constructed and validated in a user-independent fashion, so we will have some confidence that they generalize to new users. The present research is novel in a number of respects. First, previous work on attentional state estimation has not considered MW, and other than the Drummond & Litman study [8] and our preliminary attempt [6], Figure 1. Gaze fixations (circles) and saccades this work represents the first large(lines) of a sample page. Diameter of circle is scale attempt at fully automated userproportional to fixation duration independent detection of MW. Second, it significantly expands upon our preliminary work with a much larger and more diverse data set. Third, we considered an enhanced set of gaze features in order to improve classification accuracy when compared to our preliminary attempt using an impoverished feature set. Fourth, eye gaze features were complemented with contextual cues, such as high-level text characteristics (e.g., difficulty) and reading behaviors (e.g., reading rate), as context might help disambiguate noisy gaze signals.
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Data Collection



2.1



Participants



Participants were 178 undergraduate students from two U.S. universities that participated for course credit. 93 students were from a medium-sized private mid-western university while 85 were from a large public university in the mid-south. The average age of participants was 20 years (SD = 3.6). Demographics included 62.7% female, 49% Caucasian, 34% African American, 7% Asian, 6% Hispanic, and 4% “Other”. 2.2



Texts and Experimental manipulations



Participants read four different texts on research methods topics (i.e., experimenter bias, replication, causality, and dependent variables). On average the texts contained 1500 words (SD = 10) and were split into 30-36 pages with approximately 60 words per page. Texts were presented on a computer screen with size 36 Courier New font.



There were two manipulations: difficulty and value. The difficulty manipulation consisted of presenting either an easy or a difficult version of each text. The value manipulation pertained to questions from “high-value” texts which counted three times more toward the test score than questions for the “low-value” texts. Participants were instructed they would be required to read additional material if they did not do well enough on the posttest, incentivizing them to do well on the posttest (and thus the “high-value” questions) to avoid an unappealing additional task. The difficulty and value manipulations were part of a larger research study and are less relevant here. 2.3



Mind Wandering Probes



Auditory probes were used to measure Table 1. Incidence of mind wandering MW. Although misreports are possiResponse Type Yes No Total ble, there is no clear alternative for 209 651 860 End-of-page tracking such a highly internal phe1278 2839 4117 Within-page nomena, and auditory probes are the 1487 3490 4977 Total standard and validated method for collecting online MW reports [13, 23]. Nine pseudorandom pages in each text were identified as “probe pages.” An auditory probe (i.e., a beep) was triggered on probe pages at a randomly chosen time interval 4 to 12 seconds from the time the page appeared. These probes were considered to be within-page probes. An end-of-page probe was triggered if the participant tried to advance to the next page before the within-page probe was triggered. Participants were instructed to indicate if they were MW or not by pressing keys marked “Yes” or “No,” respectively. The instructions defined MW as consisting of having “no idea what you just read” and realizing that “you were thinking about something else altogether.” Table 1 provides a summary of analyzed MW reports. The MW probabilities of 24% for end-of-page and 31% for within-page probes are similar to previous studies [19, 23]. 2.4



Procedure



All procedures were approved by the ethics board of both Universities prior to any data collection. After signing an informed consent, participants were seated in front of either a Tobii TX 300 or Tobii T60 eye tracker depending on the university (both were in binocular mode). The Tobii eye trackers are remote eye trackers, so participants could read freely without any restrictions on head movement. Participants completed a brief 60-second standard calibration procedure. Participants were then instructed how to respond to the MW probes based on instructions from previous studies [9]. Next, they then read four texts for an average of 32.4 mins (SD = 9.09) on a page-by-page basis, using the space bar to navigate forward. They completed a posttest after reading all four texts and were fully debriefed.
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Supervised Classification



3.1



Feature Engineering



Gaze fixations (points where gaze was maintained on the same location) were estimated from raw gaze data using a fixation filter from OGAMA, an open source gaze analyzer [25]. The series of gaze fixations and saccades (eye movements between fixations) were segmented into windows of varying length (4 secs, 8 secs, 12 secs), each ending with a MW probe. The windows ended immediately before the auditory probe was triggered in order to avoid confounds associated with motor activities in preparation for the key press in response to the probe. Windows that contained less than five fixations or windows that were shorter than four seconds were eliminated because these windows did not contain sufficient data to compute gaze features. Three sets of gaze features were computed: 30 global features, 19 local features, and 12 context features, yielding 61 features overall. Global features were independent of the actual words being read and fell into three categories. Fixation duration was the length of time in milliseconds of a fixation. Saccade duration was the time in milliseconds between two subsequent fixations. Saccade length was the distance in pixels between two subsequent fixations. For each of these three categories, we computed the number of events (fixations, saccades, etc), min, max, mean, median, standard deviation, skew, kurtosis, and range, thereby yielding 27 features. Three additional global features were computed, totaling 30 global features overall. Fixation dispersion was the root mean square of the distances of each fixation from the average position of all fixations in the window. Reading depth was the ratio of the actual reading time to an expected reading time calculated by multiplying the number of words in the window by 200ms, an estimated average fixation length in milliseconds during reading [16]. The last global feature was the fixation duration/saccade duration ratio. In contrast to global features, local features were sensitive to the words being read. The first set of local features consisted of different fixation types. First pass fixations were the first fixation on each word during the first pass through the text. Regression fixations were fixations on words that had already been passed. Single fixations were fixations on words that were only fixated on once. Gaze fixations were consecutive fixations on the same word. Non word fixations were fixations that were not on a word. Specific local features extracted from these different types of fixations included proportion of each fixation type compared to total number of fixations, and the mean and standard deviation of duration of each fixation type, totaling 15 local features. Four additional local fixations pertained to the extent to which well-known relationships between characteristics of words (in each window) and gaze fixations were observed. These included correlations between fixation durations and: (a) word length (number of characters), (b) hypernym depth, which is the semantic specificity of a word (i.e. “crimson” is more specific than “red”, which is more specific than “color”), (c) global frequency of a word, which is the overall frequency of the word in English as measured by the CELEX corpus [1], and (d) Synset size of a word, which was the number of synonyms of a word. The idea behind these features is that known relationships during normal reading, such as a negative correlation between word length and



fixation duration, should break down during MW compared to normal reading. Taken together, this yielded 19 local features in all. Context features captured the context of the reading task and included timing features and the difficulty and value of the text (see previous section). Session time, text time, and page time were the elapsed time between the MW probe and the beginning of the session, text, and page, respectively. Session page number and text page number were the number of pages read from the beginning of the session and text, respectively. Average page time was the average amount of time spent reading of all previous pages. Previous page time was the time spent reading the previous page. Previous page time ratio was the ratio of the previous page time to the average page time. Current difficulty and current value were the difficulty and value of the current text, respectively. Previous difficulty and previous value were the difficulty and value of the previous text, respectively. In all, there were 11 context features. 3.2



Model Building and Validation



Twenty supervised machine learning algorithms from WEKA [10] were used to build models discriminating MW (responding “Yes” to a MW probe) from normal reading (responding “No” to a MW probe). These included default WEKA implementations of: instance-based or lazy-learners (e.g., K-nearest neighbor), Bayesian probabilistic models, regression models, support vector machines, rule-based classifiers, decision trees, etc. We consider a large set of classifiers because we have no a priori prediction about the type of model that is best suited for this classification task. Models were built from datasets with a number of varying parameters in order to identify the most accurate models as well as to explore how different factors affect classification accuracy. First, data sets included either end-of-page or within-page MW reports as defined above (see Data Collection section). These report types were analyzed separately because they occur at different moments during reading and might potentially be associated with different gaze characteristics. Second, the features in each model were varied as each type of feature potentially captures a different aspect of gaze behaviors and we were interested in determining which feature set was most diagnostic of MW. Accordingly, models were built using global features, local features, context features, or a combination of the three. Third, models were built either with or without feature selection. Feature selection was performed in order to remove the negative influence of features that convey the same information (i.e. number of fixations and number of saccades) and restrict the feature space in order to address the “curse of dimensionality” [7]. Features that were strongly correlated with other features but weakly correlated with MW reports were discarded using correlation-based feature selection (CFS) [11]. Fourth, we calculated features using four different window lengths to ascertain the amount of gaze data needed to predict MW. Windows that were either 4, 8, or 12 seconds before each MW probe were considered. Fifth, we varied the minimum number of fixations that were required in each window before it was included in the data set. A lack of fixations could indicate gaze tracking problems, prolonged eye closure, off-screen gaze, etc. To account for this,



each window was first required to have at least 5 fixations. In addition, windows were required to have a minimum of 1, 2, or 3 fixations per second. Finally, the data was modified in five ways encompassing various combinations of outlier treatment and downsampling. The data was: unmodified (raw), trimmed, winsorized, trimmed and downsampled, or winsorized and downsampled. Outlier treatment was performed because outliers can cause model instability – especially for parametric models. Trimming consisted of removing values greater/lower than 3 standard deviations above/below the mean, while winsorization consisted of replacing those values with the corresponding value +3 or -3 standard deviations above/below the mean. Downsampling was also varied in data sets that were trimmed or winsorized as there was an uneven class distribution (“No” MW responses accounted for 70% of all responses), which can have adverse effects on classification accuracy. Instances from the most common MW response (i.e., “No” responses) were removed at random until there were an equal number of “Yes” and “No” responses in the training set. Importantly, downsampling was only applied to the training data. A leave-several-participant-out validation method was used to ensure that data from each participant was exclusive to either the training or testing set. Data from a random 66% of the participants were placed in the training set, while data from the remaining 34% were placed in the testing set. Feature selection was done on the training set after this split, to ensure independence from the testing set. This process was repeated 20 times for each model and classification accuracy was averaged across these iterations. The kappa metric [5] was used to evaluate model performance as it corrects for random guessing when there are uneven class distributions as with the current data. The kappa metric is calculated using the formula K = (Observed Accuracy - Expected Accuracy) / (1 - Expected Accuracy), where Observed Accuracy is equivalent to recognition rate and Expected Accuracy is computed from the confusion matrix to account for the pattern of misclassifications. Kappas of 0, 1, > 0, and < 0 indicate chance, perfect, above chance, and below chance agreement, respectively.
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Results



The parameters and results for the best (highest kappa) models for either end-of-page and within-page MW reports are listed in Table 2. Both were Bayesian models (Naive Bayes for end-of-page and Bayes Net for within-page), which suggests that these models might be suitable for this type of data and classification task. Table 2. Results for best models. Standard deviations in parenthesis.



Type of Probe



Features



Data



Win. Size(s)



Fix /S



Kappa



Acc.



Exp. Acc.



End-ofpage



Global, Local, Context



Trimmed



8



0



.28 (.08)



72% (5%)



61% (5%)



Withinpage



Global with CFS



Winsorized



12



3



.17 (.08)



59% (5%)



50% (3%)



Table 3. Confusion matrices for best models Confusion matrices for each Actual Classified Prior model are shown in Table 3. Yes No From this table, we note an Yes .54 (hit) .46 (miss) .23 approximately 50% chance of End-ofNo .23 (FA) .77 (CR) .77 accurately classifying MW page responses (hits) versus incorYes .61 (hit) .39 (miss) .36 rectly classifying MW as nor- WithinNo .42 (FA) .58 (CR) .64 mal reading (misses) for the page end-of-page MW responses. Note. Values are proportionalized and averaged over iterations. The hits: misses ratio is higher FA = false alarm; CR = correct rejection for the within-page MW responses (roughly 60% hits vs. misses). Note, however, that in both cases hit rates greatly exceed the prior probabilities of “Yes” MW responses. Correct rejections (correctly classifying normal reading or CRs) and false-alarms (incorrectly classifying normal reading as MW or FAs) for both models were in line with prior probabilities of “No” MW responses, but we note a higher proportion of CRs to FAs for end-ofpage responses.



4.1



Parameter Comparison



Kappa Value



As certain operations such as Global 0.2 outlier treatment or downsampling increase complexity in realLocal time systems, we investigated the effect of each parameter on kapContext 0.1 pa values across the best performing classifier for each paGlobal + rameter configuration. The only Local + Context parameter with a clear trend was 0 feature type, which is shown in End-of-page Within-page Figure 2. Models built with just global features outperformed Figure 2. Effect of feature type on kappa value models built with just local features or models built with just context features. However, models built with a combination of features resulted in a small improvement over global features alone. 4.2



Feature Selection



The 10 top ranked features for the best models are shown in Table 4. It is interesting to note that the top four features for the end-of-page model were context features. Furthermore, maximum saccade length, mean saccade length, saccade length skew, and saccade length range were among the top features for both models, indicating that saccade length is an important indicator of MW.



Table 4. Top 10 ranked features for each model



Rank 1 2 3 4 5 6 7 8 9 10
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End-Of-Page Previous Value Previous Difficulty Difficulty Value Maximum Saccade Length Saccade Length Range Page Number Saccade Length SD Mean Saccade Length Saccade Length Skew



Within-Page Maximum Saccade Length Median Saccade Length Fixation Duration/Saccade Duration Saccade Length Range Mean Saccade Length Saccade Length Skew Median Fixation Duration Mean Fixation Duration Mean Saccade Duration Minimum Saccade Duration



General Discussion



Mind wandering (MW) is a highly frequent phenomenon that has a significant negative impact on performance. This suggests that systems that support critical tasks such as learning, vigilance, and decision making should have some mechanism for tracking and responding to wandering minds. As an initial step in this direction, the purpose of this paper was to build a system capable of automatically detecting MW using eye gaze in a manner that generalizes to new users. Main Findings. A number of conclusions can be drawn from our results. First we have shown that it is possible to detect MW during reading by analyzing eye gaze features and aspects of the reading context. We were able to unobtrusively detect MW while reading both within a page and at the end of a page with accuracies of 59% and 72% respectively. Importantly, our user-independent validation method provides evidence that our models generalize to new users. Our work expanded on previous research by analyzing a richer eye gaze feature set that was complemented with an entire new set of context features which resulted in improved MW classification accuracy. Generalization was improved by obtaining participants from two universities with very different demographic characteristics. Second, classification rates were much higher for end-of-page MW reports compared to within-page MW reports. One possibility is that gaze patterns are distinct within a page vs. at the end of a page, thereby resulting in different classification accuracies for the same features. Alternatively, MW itself could adopt different forms when occurring within vs. at the end of a page. Analyzing this temporal aspect could yield to a deeper scientific understanding of MW itself, which would then be leveraged towards improving MW classification accuracy. Third, feature type had a profound effect on classification accuracy. Global features resulted in much higher classification accuracy when compared to local features, thereby suggesting that it might be more important to track overall gaze patterns (global features) rather than focusing on the specific words being read (local features). This is a significant finding because the global features are easier to compute and are more likely to generalize to different tasks beyond reading. Additionally, although



context features were among the highest ranked features in the end-of-page model, context-only models performed poorly, indicating that alone they are not sufficient for proper classification. Future research is needed to understand how a global MW model built in one task context (e.g., reading) can generalize to closely related (e.g., textdiagram integration) or unrelated (e.g., watching a film) contexts. Applications. The present findings are applicable to any user interface that contains a task involving reading comprehension of primarily textual information. MW reduces the ability to learn information from a text, so it has negative effects for any learning task involving text comprehension, which is the standard way to learn. In addition to reading, it is possible that gaze-based MW detection during a wider array of tasks and contexts could be attempted as well. Attentional state estimation has already been studied in a variety of areas, and any interface that would benefit from modeling attentional states would likely also benefit from modeling MW, which is an involuntary lapse in attention. Further research is needed to better understand the need and potential of automatic MW detection systems. Limitations. It is important to discuss a number of limitations with our study. First, the cost of high quality eye trackers limits the scalability of eye gaze as a MW detection modality. That being said, it is possible that this will be resolved in the short term due to the steadily decreasing cost of eye tracking technology such as Eye Tribe ($99) and Tobii EyeX ($195) eye trackers, or web-cam based eye tracking [21]. Second, although the participants were more diverse than in the two previous attempts at MW detection, the sample was still restricted to data from undergraduate students collected in a lab setting. Hence, quantifying performance on a more diverse population and in more diverse settings would boost some of our claims of generalizability. Third, although self-reports of MW have been validated in a number of studies [22, 23], they rely on participants to respond accurately and honestly. However, at the current moment there is no clear alternative for tracking MW. One alternative that we are exploring involves experimentally inducing MW and tracking associated gazepatterns. Finally, our highest accuracy of 72% can be considered to be moderate at best. However, this MW detection accuracy reflects a considerable improvement over chance, and is comparable with current user state detection systems when evaluated in a user-independent fashion [2–4]. Furthermore, MW is an internal, evasive, and noisy phenomenon, and generalizability was emphasized over accuracy by collecting naturalistic instances of MW and using a stringent validation method which guarantees independent training and testing sets. Accuracy would ostensibly be higher with models optimized for individual users. Future work. Future work could be focused in several areas. First, additional eye movement features could be considered. Possible features that were not included in the present study are eye blink features, pupillometry features, and temporal dynamics of gaze trajectories. Second, it is possible that easily collected individual differences such as a user’s predisposition for MW or baseline measures of reading behavior could be used to improve detection rates. Third, instead of using the “probe-caught” method used in this study, a more naturalistic “self-caught” method could be employed where participants are instructed to self-monitor for MW and report whenever they do so. Finally, possible interventions to restore attention when MW is detected



could be explored, including pausing the session, displaying the missed content in an alternate format, or even merely notifying the user that they were MW. Concluding Remarks. In summary, the present study demonstrated that gaze data coupled with contextual cues can be effective in automatically detecting MW during reading. Importantly, our approach was relatively unobtrusive (remote gaze trackers are no-contact sensors), allowed for unrestricted head and body movement, involved an ecologically-valid reading activity, and used a supervised classification method that is likely to generalize to new individuals. Our results indicate that future attempts to detect MW using eye gaze data should at the very least include global features, which can be easily computed with low-cost eye tracking, though this is an empirical question that awaits further research. Acknowledgment. This research was supported by the National Science Foundation (NSF) (ITR 0325428, HCC 0834847, DRL 1235958). Any opinions, findings and conclusions, or recommendations expressed in this paper are those of the authors and do not necessarily reflect the views of NSF.
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