









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript
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Abstract



1.



Modularity is a concept that is widely used in biological science with various interpretations. In this chapter we will first give a general overview of modularity in biology, and later focus on the modularity in synthetic biology. In engineering, a module is a component whose intrinsic functionality is independent of its surrounding milieu. In biology, however, modularity is less clear-cut; for example, modules can be classified by network interactions or by functional distinctiveness such as the reuse of protein domains. In synthetic biology the question of modularity is more closely related to engineering where functional independence is important. One way of defining synthetic modules is by specifying a generic pattern of regulations that results in desired functionalities, which we term a design pattern. In this perspective, connections between modules are described by the regulations, which are represented by molecular reactions. Under these reactions, the output of an upstream module – the concentration of regulating molecules – is sequestered by the input of the downstream module. This sequestration can cause the change in the upstream module function. We quantify the maximally tolerable load from the downstream input, which we term gene circuit fan-out. We provide an efficient and practical way of estimating the fan-out by experiment.



Introduction



Why do we need to define the notion of “modularity” in biology? There are two answers. The first answer is that recognizing modules in a biological system may allow us to reduce the system complexity by decomposing it into modules. The second is that understanding how to construct modules will allow synthetic biologists to engineer a biological system efficiently by reusing existing modules. These two answers are not entirely distinct. Understanding modularity in natural systems will



2 inevitably help synthetic biologists design artificial modules. Similarly, engineering synthetic modules enables us to gain better understanding of the requirements for modules, allowing us to recognize modules in natural systems. The term modularity has different meanings for different biological systems of interest. Modules in natural systems can be clusters of interacting proteins or members of a complex pathway. Modules may also be patterns of biological interaction that are repeated in different context and provide similar functions. In synthetic biology, the module is a biological component that maintains its defined function. This definition of module is for engineers who wish to reuse modules to create larger systems showing sophisticated functions, similar to the use of electronic parts to create larger circuits. In order for a module to retain its function in different surrounding milieu, it must have functional independence. The majority of this chapter will discuss what factors can disrupt a module’s function and how to maintain functional independence.



2.



Modules in natural systems



The definition of a module and its interpretation are context-dependent in biology. In this section, we will discuss four different definitions and interpretations. The first two are concepts derived from classical graph theory, and the rest from computer and electrical engineering.



Modules as physically interacting molecules With the coming of high-throughput methods, networks of interacting proteins have been constructed for various organisms. These networks do not indicate the cause or effect of an interaction; they state the fact that two molecules are capable of interaction due to their physical structure. The networks formed by these interactions have some resemblances of other evolved networks, such as social networks or the Internet. The evolved networks are often described by key words such as “scale-free” and “small-world”. These terms follow from the fact that the networks have fractal-like properties and that the path to reach any molecule from any other molecule is usually very short (hence it’s a “small world”). The distribution of highly interacting and weakly interacting molecules generally follow a power law distribution, and the nature of such networks have been studied well in graph theory [Faloutsos et al., 1999, Amaral et al., 2000]. At the same time, they also have distinct properties, such as distribution of network “motifs”, which are significantly recurring network subgraphs [Alon, 2003].



3 Modules in graph theory are based on clustering properties of nodes in a network [Reichardt and Bornholdt, 2006]. For example, in social networks, it is common to see clusters of individuals who are all socially acquainted with each other. Further, if additional information such as ethnicity or sex are available, different clusters often show enrichment of different features. Such clustering and enrichment are seen in interacting proteins; clusters of interacting proteins often belong to the same biological process [Spirin and Mirny, 2003], such as DNA replication or stress-response. These clusters that are enriched in a biological process can be defined as biological modules. In this case, the concept of a module is defined by physical interactions of related biological molecules. Since the physical interactions do not imply any particular function describing an input-output relationship, this definition of modularity is less useful for the purpose of engineering.



Modules as temporally interacting genes Another definition of a module is a set of molecules that are temporally correlated. In other words, if one molecule of a set is present at a particular point in time, then it is likely that the other molecules are also present. Similarly, if one is absent, then it is likely that the others are absent as well. These correlations are normally found from microarray data measuring expression of thousands of genes across multiple experimental conditions [Murali and Rivera, 2007]. When we see such correlation, the most obvious hypothesis is that these correlated molecules are involved in common cellular processes. Interestingly, many of these correlations are conserved across multiple species [Stuart et al., 2003], adding to the hypothesis that the common processes are used as a module. Combining physical interactions and temporal correlations can often result in more compact and meaningful modules [Murali and Rivera, 2007]. Such definitions can be useful in identifying components of natural systems that are related to a particular pathway of interest. For example, suppose a metabolic engineer is interested in optimizing production of a metabolite. For such an engineering goal, understanding the biological players in the pathway will be crucial. Physical and temporal correlations from high-throughput data will be useful for such purpose. Nonetheless, this definition of modularity does not provide information on the functional input-output relationship of the module, and therefore the definition is not entirely applicable to synthetic biology.
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Figure 1.1. Quorum sensing as a module. The quorum sensing system spans two or more cells. The input for the system is the transcription factor and the promoter that it controls. The output is defined as the downstream gene or the protein that the gene encodes. The input of the system drives the production of an enzyme that produces the quorum sensing molecule. The receiving cell contains a receptor that binds the specific signal molecule and triggers a transcriptional response, which is the output of the module.



Modules as an input-output system A module can be defined as a functional component displaying a certain input-output characteristics. For example, the protein receptors and catalytic enzymes involved in quorum sensing can be considered a potential module. This is because the entire quorum sensing system has a specific “core”, or module, that can be reused across different species to provide the same functionality in different context. Weiss et. al [Chen and Weiss, 2005] demonstrated that the quorum sensing system from A. thaliana can be placed inside yeast cells to provide the cells with quorum sensing capability. This demonstrates that the function of the quorum sensing system is fairly independent of the host system, i.e. plant or yeast, although the system details, such as diffusion rates and binding affinities, will probably differ between yeast and plants. The quorum sensing system can be defined as a module that allows an input transcription factor to control the production of an output protein in another cell (Figure 1.1). The definition of the module may include additional details such as time delay between the input and output. Another good example of an input-output module are the numerous two-component systems in bacteria. The two-component systems consist of a membrane receptor that receives a specific extra-cellular signal and phosphorylates a protein inside the cell. The phosphorylated protein can be a transcription factor that upregulates one or more target genes. The two-component system is a module because each of those systems



5 can be “rewired” to control the expression of different downstream genes [Voigt, 2006].



Modules as design patterns The concept of “design pattern” is frequently used in computer science [Gamma et al., 2002], where it refers to generalized solutions to specific types of computer programming problems. The term has been used in biology [Konopka, 2007] to capture the same concept. In this chapter, we define design patterns in the context of biology as general solutions to achieve biological objectives. Examples of the objectives can be specific types of signal-response curves, dynamic behaviors such as oscillations, or population level distribution of phenotypes. Natural biological systems often contain design patterns that are repeatedly present in different context, and each pattern usually has specific characteristic features (objectives). For example, the entire class of two-component systems follow a generic design pattern of an activationdeactivation loop (Figure 1.2), which results in a sigmoidal input-output response [Russo and Silhavy, 1993]. While each two-component system has a specific molecule that acts as the input, the design pattern itself does not specify the type of molecule that acts as the input signal or the downstream protein. Design patterns can include network features such as feedback regulation, which is commonly observed in natural systems as well as in synthetic systems. Negative feedback can also be used to maintain oscillations within a cell, and all natural oscillations that have been investigated has some form of negative feedback [Thomas and D’Ari, 1990]. In contrast, positive feedback can result in bistability [Thomas and D’Ari, 1990]. An interesting design pattern that combines oscillations and positive feedback is the one that causes segmentation of insects and mammal bodies [Cooke and Zeeman, 1976]. In this design, the oscillations are interrupted by a morphogen gradient that recedes during the growth of the organism. As the morphogen leaves the system, the oscillations stop. However, the stopping of the oscillation triggers a switch, which causes the cell to differentiate into different types depending on the phase of the oscillation. The net effect is that an oscillation in time is converted to an oscillation in space. The design pattern, oscillator and positive feedback, is used for the objective, conversion of a temporal oscillation to a spatial one. The definition of design pattern can overlap with that of network motif [Shen-Orr et al., 2002], although design patterns can be more abstract than network motifs. Network motifs are frequently occurring network
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Figure 1.2. A two-component system module and its design pattern. The module (left) convert extracellular signal to gene transcription and produce a sigmoidal response by using a design pattern: activation-deactivation loop (right). The boxed region is the module, and the molecules outside the boxed region are the inputs and outputs. The design pattern (right) can show a protein switching states; the state transition is catalyzed by enzymes. The sigmoidal response – design objective – is achieved when one of the enzymes is used as the “input” and one of the states of protein is used as the “output”. The two-component module (left) is a special case of the design pattern shown to the right.



architectures. A design pattern need not have a specific network architecture. This can be demonstrated by the class of biological networks that have a non-monotonic input-output response. In these networks, the input acts as an activator until a specific threshold, after which it acts like a repressor. There are many network architectures that can give this response [Entus et al., 2007], but the general design pattern is the same: the input needs to upregulate and downregulate the output in some way such that the upregulation dominates initially and the downregulation dominates after the specific threshold, causing the nonmonotonic behavior. The incoherent feed-forward motif [Shen-Orr et al., 2002] is a specific architecture, or network motif, that follows this design pattern, and it has been found to exhibit non-monotonic input-output behavior [Entus et al., 2007]. The design pattern can be the same as this motif, but it can also be something much more general. For example, a network where the downregulation and upregulation is achieved through



7 protein phosphorylation would not be the same network motif as the one without the phosphorylation, but it would be the same design pattern. Identifying design patterns in nature can greatly benefit biological engineering. There are many themes that are often repeated in nature. For example, more than half the genes in E. coli genetic regulatory networks have some form of auto-regulation [Thieffry et al., 1998, ShenOrr et al., 2002]. When we understand the reason for this many autoregulations, we might identify certain design patterns that nature uses in constructing gene regulatory networks. There may be similar repeated themes in protein networks as well. Identifying design patterns that satisfy desired objectives will allow engineers to decompose a challenging problem into manageable subproblems.



3.



Modules in synthetic systems



The last two definitions of modularity, namely input-output systems and design patterns, overlap with the concept of modularity in synthetic biology. Synthetic biologists often think of modules as input-output systems, which is exemplified by the several Boolean logic abstractions that can be observed in synthetic genetic networks [Lou et al., 2010]. Similarly, design patterns such as feedback have been repeatedly used in synthetic biology to achieve specific design objectives such as bistability [Gardner et al., 2000, Judd et al., 2000] and oscillations [Garcia-Ojalvo et al., 2004, Stricker et al., 2008, Tigges et al., 2009]. Additionally, concepts from classical control theory have been used in conjunction with knowledge of biological systems to construct simple devices such as linear amplifiers [Nevozhay et al., 2009]. When modules are connected, the module interface can be described by reaction processes. It is important to realize that the reactions between molecules cause the involved reactants to become converted or sequestered during the process, e.g., through enzymatic reactions or binding-unbinding reactions. As a result, when we consider a functional module, the output of one module can be affected by downstream modules, hence disrupting the function of the upstream. The remainder of this chapter will discuss when such disruptions can occur and how they can be prevented.



4.



Module Interface Condition: Fan-out



In electrical engineering there exist guidelines and published constraints on how many electronic parts can be connected and driven from a source. For example, in analog circuits the impedance at the input is designed to be matched roughly at ten times the impedance at the
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Figure 1.3. Module interface process for gene circuits: (A) TetR repressors of the repressilator [Elowitz and Leibler, 2000] drives a multiple copy of a downstream module. The downstream module can be considered to be placed in a plasmid. (B and C) The amplitude and period of signals in the upstream module can be changed as the load from the downstream increases. The BioModel BIOMD0000000012 [Le Nov`ere et al., 2006] was used for the repressilator (refer to the supplementary information in [Kim and Sauro, 2010]).



driving circuit. In digital circuits, such as TTL circuits, the fan-out and fan-in – the maximum numbers of downstream and upstream logic gates that can be connected to – are specified for a given electronic module. Satisfying such constraints is crucial for the expected circuit functionality. Similar criteria for connecting two synthetic biological modules has been proposed recently [Del Vecchio et al., 2008, Kim and Sauro, 2009, Jayanthi and Del Vecchio, 2009, Kim and Sauro, 2010]. The fan-out of a genetic circuit has been defined as the maximum number of downstream promoters that can be driven from an upstream circuit signal without significant time-delay or signal attenuation [Kim and Sauro, 2010]. The fan-out was shown to be closely related to retroactivity proposed by Del Vecchio et al [Del Vecchio et al., 2008]. Here we will show how the fan-out is quantified and estimated.



Module interface process Transcription factors play a role of connecting two synthetic gene circuits. The connection can be described by a set of reaction processes: transcription, translation, degradation, and downstream-module promoter regulation. This set of reactions will be called module interface processes (MIPs) (see Fig. 1.3).
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Mapping between a MIP and an RC-circuit We will show how a MIP can be mapped to an electric circuit composed of a resistor and a capacitor connected in series – RC circuit, and use this mapping for the interpretation of retroactivity [Del Vecchio et al., 2008].



Isolated case. When an upstream output is isolated, the interface process can be considered as a simple TF translation-degradation process (Fig. 1.4A and B). The concentration X of the TF follows dX = α(t) − γX, dt



(1.1)



with α(t) the translation rate and γ the degradation rate constant. Consider a RC circuit shown in Fig. 1.4C. The voltage Vin is applied to both the resistor and capacitor: Vin = RI + Vout ,



(1.2)



with I the current and Vout the voltage drop across the capacitor. The current is equal to the rate of charge accumulation (Q) in the capacitor: I = dQ/dt, and an increment in the charge dQ increases the voltage drop across the capacitor: dQ = CdVout , with C capacitance [Nilsson and Riedel, 2008]. Thus, I can be expressed as I=C



dVout . dt



By substituting this into Eq. (1.2), we obtain dVout Vin Vout = − , dt RC RC



(1.3)



where RC is known as the response time of the circuit [Nilsson and Riedel, 2008]. From Eqs. (1.1) and (1.3), we obtain the following correspondence: X = Vout , α = Vin /RC, and γ = 1/RC, and the response time τ0 is expressed as 1 τ0 = RC = . (1.4) γ Thus, the MIP in the isolated case can be directly mapped to the RCcircuit.



Connected case. When two modules are connected (Fig. 1.5A), the upstream module output TFs are sequestered by the downstream promoters. This was shown to slow down the interface dynamics and
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Figure 1.4. Isolated module output: A translation-degradation process for X can be simplified by a reaction process shown in (B). The process can be mapped to an RC-circuit by Vout = X, Vin = α/γ, and RC = 1/γ.



this effect was quantified by retroactivity [Del Vecchio et al., 2008]. In [Del Vecchio et al., 2008], they assumed that the binding-unbinding process of the TF is fast enough that the process reaches the quasi-steady state and also assumed that the lifetime of the bound TF is much longer than that of the unbound TFs. Specifically, they showed that the free TF concentration X changes in time by the following equation dX = (1 − R(X))(α − γX), (1.5) dt where R(X) is the retroactivity that is always less than 1 and nonnegative. The extra factor 1 − R, that is also less than 1 and nonnegative, appears when compared with the isolated case. This is mathematically why the dynamics of X slows down. The slow-down is related to the increase in the apparent life time of X: τa ≡



1 . (1 − R)γ



(1.6)



We will consider the MIP shown in Figs. (1.5)A and B, and map it to a circuit as shown in Fig. 1.5C. In the circuit, the total capacitance becomes the sum of the two capacitances: CT = C + C 0 . and the response time becomes RCT : τ = RCT . Thus, the output voltage is governed by the following equation:    dVout Vin Vout C0 Vin Vout = − = 1− − . dt RCT RCT C + C 0 RC RC



(1.7)
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Figure 1.5. Connected Module Output: The upstream TFs (X) regulate the downstream promoter (A). The corresponding MIP can be modeled as the reaction process shown in B, where Pf , Pb , and PT denote the numbers of free, bound, and total promoters, respectively. The reaction process is mapped to an RC-circuit with an increased capacitance by C 0 . It is shown that C 0 increases linearly with PT (refer to [Kim and Sauro, 2010] for the proof).



From Eqs. (1.5) and (1.7), we obtain R=



C0 , C + C0



(1.8)



and find that the response time τ corresponds to τa (Eq. (1.6)): τ = RCT =



1 . (1 − R)γ



(1.9)



We have shown that connecting downstream promoters is equivalent to connecting extra capacitors in parallel. These extra capacitors increase the total capacitance of the circuit and make all the capacitors take a longer time to fully charge, resulting in the longer response time. Biologically, the bound promoters sequester free TFs into a nearly nondegradable state (one of the assumptions taken in [Del Vecchio et al., 2008]). This causes the apparent lifetime to increase and the interface dynamics to slow down. How is the response time τ related with the load from the downstream, i.e., the number of promoters PT ? The response time was shown to



12 increase with PT [Kim and Sauro, 2010] as τPT = R(C + PT C1 ),



(1.10)



with C1 a proportionality constant. By camparing with Eq. (1.9) the total capacitance can be obtained as CT = C + P T C1 . This indicates that a unit load of a single downstream promoter is C1 . This linearity appears since each downstream promoter acts as an independent sequestrator of the upstream output TFs. Note that the linearity does not come from any linearization approximation.



Gene circuit fan-out A gene circuit fan-out is defined by the maximum number of promoters in a downstream module that the upstream output can regulate without a significant signal distortion. For example, we consider a MIP described in Fig. 1.3. When the upstream output TetR regulates downstream tetRpromoters, the oscillation amplitude of the TetR concentration can be significantly changed. In Fig. 1.3B and C, it was 40% decrease when PT is increased from 0 to 100. Our interest is to quantify the maximum value of PT that the upstream module can tolerate. Consider again the RC-circuit shown in Fig. 1.5C as a map of the simple MIP shown in Fig. 1.5A, and analyze the circuit frequency response between the input and output voltages. The capacitor of the circuit acts as a low pass filter: The high frequency components of the input signal are suppressed in the output due to the capacitor response time (charging time). When the capacitance no longer responds as fast as the input signal changes (Fig. 1.6B), the corresponding frequency is called cut-off frequency (ωc ) (Fig. 1.6B) and this corresponds to the inverse of the response time [Nilsson and Riedel, 2008]: ωc =



1 . RCT



Let us assume that the upstream module is the repressilator. In [Elowitz and Leibler, 2000], the oscillator could generate a frequency 1/150 min−1 . The time delay in genetic regulations may apply a certain upper limit ωmax in the frequency. If ωmax is smaller than the cut-off frequency ωc , the repressilator output will operate without any significant signal loss. As the number of the downstream promoters increases, the cut-off frequency (ωc = 1/RCT ) decreases, and when ωc becomes smaller
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Figure 1.6. Frequency response of the RC circuit shown in Fig. 1.5C : The signal gain g(ω) is defined by the ratio of the oscillation amplitude of the output signal out (ω) (Vout ) to that of the input (Vin ): g(ω) = ∆V , and is described by g(ω) = ∆Vin (ω) p −1 2 2 1 + ω /(RCT ) [Nilsson and Riedel, 2008]. The cut-off frequency (ωc = 1/RCT ) decreases as PT increases (B). We assume that the output signal is desired to be operated with the frequency less than a maximum operating frequency ωmax equal to 1 hour−1 . Fan-out is defined when ωc = ωmax (C). Parameters of the model: dissociation constant of the TF, Kd = kof f /kon = 1 nM [kon = 10(1/nM/hour), kof f = 10 (1/hour)], γ = 2(1/hour), α = 20(nM/hour).



than ωmax , the signal output will start to be suppressed. Thus, it is desirable that the total number of the promoter must be smaller than a certain value, which will be called the fan-out. The fan-out denoted by Fωmax is obtained where ωc equals ωmax by solving for PT : Fωmax =



  C 1/τ0 −1 . C1 ωmax



(1.11)



14 In the fan-out equation (1.11), there are two unknown parameters: C/C1 , and τ0 . These can be experimentally estimated by performing two independent experiments with and without any downstream module. In each experiment we measure the corresponding response time: τ0 and τPT (the operational method for measuring the response time will be presented later in this chapter). τ0 can be measured, and now how can we estimate the other unknown C/C1 from τPT ? If we know a priori the copy number of the promoters PT , we can obtain the value of C/C1 from Eq. (1.10). If the promoters are placed on plasmids, the copy number of the plasmids can be estimated depending on what type of origin of replication is used, and thus the copy number of the promoters PT can be known. By calculating τ0 /RC1 , we can estimate the other unknown, C/C1 . The proposed estimation method for the fan-out is very efficient in that a series of experiments for different values of PT do not need to be performed. What we need is just two experiments.



Gene circuit fan-out in more general interfaces We have hitherto considered a simple MIP without feedback and where the degradation rate is assumed to be first-order. It was shown that the same or similar fan-out function as Eq. (1.11) can be used in more general conditions [Kim and Sauro, 2010] which include TFs are oligomer and under enzyme-mediated degradation and self-regulation (Fig. 1.7A). The same fan-out expression as equation (1.11) holds. TFs regulate multiple promoters having different affinities. When there are two kinds of promoters, MIP can be mapped to an RCcircuit having two different capacitances connected in parallel to C as shown in Fig. 1.7B. The fan-out of each promoter was shown to satisfy the following functional relationship between F1 and F2 [Kim and Sauro, 2010]: 1/ωmax = τ0 (1 + F1



C1 C2 + F2 ). C C



(1.12)



We note that the fan-out is not a single number but is given by a functional relationship between Fi ’s: We need to balance the number of plasmids of different kinds depending on its unit load on the retroactivity, i.e., Ci /C. TFs regulate multiple operators (Fig. 1.7C). Regardless the number of the operators, the same fan-out function as Eq. (1.11) is obtained.
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Figure 1.7. Module interface processes that the fan-out function Eqs. (1.11) and (1.12) can be applied to: (A) An oligomer TF is degraded by proteases. (B) A TF can bind two different promoter plasmids having different binding affinities and different origins of replication. This can be mapped to an RC-circuit with two different capacitances connected in parallel. (C) An Oligomer TF can bind multiple operators. (D) Each different TF binds to its specific operator without affecting the binding affinity of the other.



Multiple output signals are used. When two output TFs (X and Z) regulate a downstream promoter independently (Fig. 1.7D), i.e., if there is no overlap between the operator regions and somehow X does not interfere with the operator region of Z and vice versa, the fan-out corresponding to each output TF can be obtained.
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Fan-out is enhanced with a inhibitory auto-regulation To increase the fan-out, there are two ways for this based on the fanout equations (1.11): increasing C/C1 or 1/τ0 . To increase 1/τ0 , we can apply a negative feedback on the translation of X and a positive feed-forward on the degradation rate. With these two feedback loops applied, the concentration level of X will be decreased and to prevent this, it is desirable to amplify the translation rate. This is exactly the same mechanism proposed by Del Vecchio et al. [Del Vecchio et al., 2008] to reduce retroactivity; when the retroactivity is reduced, the more loads from the downstream can be applied for achieving the same signal output attenuation. One of the mechanisms, inhibitory auto-regulation, is frequently found in Escherichia coli transcription factors regulating a set of operons, e.g., for amino-acid biosynthesis where a single TF may control multiple targets, likewise for flagella formation [Shen-Orr et al., 2002]. Such motifs are called sing-input-module motifs [Shen-Orr et al., 2002]. The concept of fan-out is not limited to gene regulatory circuits. In principle, as long as the same class of interface processes are found regardless of the type of biological systems, the fan-out and retroactivity concepts can be applied [Sauro, 2008, Del Vecchio et al., 2008]. For example, in the eukaryotic MAPK pathway, doubly phosphorylated MAPK can activate a number of downstream proteins and transcription factors in the nucleus. This MAPK regulation can be described by the module interface process similar to the one shown in Fig. 1.7B (in this case, many promoter plasmids instead of the two). In the MAPK pathway, there is a negative feedback from MAPK to the phosphorylation of MAPKKK [Sauro and Kholodenko, 2004, Sauro and Ingalls, 2007]. The negative feedback increases the fan-out of the MAPK module thereby permitting MAPK to effectively regulate multiple targets and multiple homologous binding sites.



5.



Measuring the time constant τ from gene expression noise



In the previous section, we have introduced the concept of fan-out and quantified it for various gene circuit module interfaces. To quantify the fan-out, we need to estimate the response time τ for the case when the downstream is connected and disconnected. In this section, we focus on an operational method for measuring the response time by using the stochastic nature of gene circuits. Gene expression is known to show significant stochastic fluctuations (for review, [Rao et al., 2002, Raser and



17 O’Shea, 2004, Kærn et al., 2005, Shahrezaei et al., 2008]), which often contains useful information [Dunlop et al., 2008, Munsky et al., 2009]. Because the noise can be considered an outcome of continuous perturbations (generated from both intrinsic and extrinsic sources), it can be used to obtain the systems dynamical response to the perturbations. The response time of the circuit output was shown to be closely related to its correlation time. The fact that the response time can increase significantly with the downstream load indicates that the output noise can show much longer correlation time, i.e., fluctuate much more slowly. Thus it was proposed that the response time can be estimated from the measurable changes in the noise correlation time [Kim and Sauro, 2009]. The proposed method does not require any externally manipulated signals or pulses, but rather uses the noise present inherently in the system, yielding a practical estimation approach.



Noise correlation time In this section, we consider the MIP described in Fig. 1.8B in the stochastic regime. The value of Pb fluctuates stochastically. There are two types of fluctuations, fast and slow. The fast one comes from the rapid binding-unbinding reactions and the other from the slow translationdegradation processes. We are interested in the time-scale of the slow process and assume quasi-equilibrium in the binding-unbinding processes. At the first level approximation, we replace Pb∗ with the mean value of Pb over the fast fluctuations (Fig. 1.8D).



Isolated case. Consider first the isolated case. In the stochastic description, stochastic fluctuations in X, deviate from the stationary state mean value, will spend a time 1/γ typically in reaching the mean value (Fig. 1.10), so that the autocorrelation function GX (τ ) becomes significant up to the time interval 1/γ (called the correlation time; see Fig. 1.10): mathematically, GX (τ ) = GX (0)e−τ /Ti with Ti ≡ 1/γ [Anishchenko et al., 2002]. For the isolated case, the correlation time in the stochastic framework equals the response time in the deterministic framework [Anishchenko et al., 2002]. Connected case. The degradation rate of Y (= γ[Y − Pb∗ (Y )] as shown in Fig. 1.8D) can become highly nonlinear: When the number of TFs is less than the number of their specific promoters, most TFs are bound and less likely degrades. When the number of TFs are much larger than the number of the promoters, most TFs are unbound and can degrade. This is why the degradation rate can become highly nonlinear when the binding affinity of the TFs are strong (see Fig. 1.9B). For



18 A.



B.



C.



D.



Figure 1.8. Reaction models for a MIP: (A) Monomer transcription factors regulate promoters located in a downstream module and this process can be modeled as shown in (B). This reaction model can be equivalently described by (C). Y denotes the total copy number of the TFs. (D) The reaction model (B) and (C) can be simplified under the quasi-equilibrium assumption for Pb .



example, consider the case that the total copy number, Y , fluctuates for most of the time between 99 and 102 as shown in Fig. 1.9C. When the value of Y is between 100 and 102, the corresponding degradation rate has a approximate slope of γ, indicating that the corresponding noise correlation time is approximately equal to ' 1/γ. However, when the value of Y is between 99 and 100, the slope drops significantly, indicating that the correlation time is much larger than 1/γ. Thus, as the net effect of the two, the apparent correlation time increases. This result reflects the increase in the response time in the deterministic framework, i.e., retroactivity. We define the correlation time T as the slope of the autocorrelation of signal Y (note for the isolated case that Y = X): 1/T ≡ −



d log GY (τ ) . dτ



(1.13)



In the estimation of correlation times, we recommend to use the signal Y rather than X. There are two reasons for this. The first is that Y can be observed experimentally when the output TF is tagged for fluorescence and the bound TFs have the same fluorescence intensity as the free TFs. The second is that Y is the variable relevant at the time scale of our interest (of the order of cell-doubling time or less). In the time scale of our interest, the fast binding-unbinding reactions occur many times, resulting in rapid fluctuations in X and the fluctuations can
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Figure 1.9. Degradation rate functions (γX) for the MIP shown in Fig. 1.8D. (A and B) The rate functions are compared for the deterministic isolated and connected cases. Xe and Ye represent the equilibrium values of X and Y . (C) In the stochastic framework, the degradation rate function γhXiY can become highly nonlinear for the probable region of Y . The average copy number of the unbound TFs hXiY is computed for the different values of the total copy number (Y ), and the probability distribution function of Y , P (Y ), is numerically computed for the process shown in Fig. 1.8D based on the Gillespie stochastic simulation algorithm [Gillespie, 1977]. Parameters: Kd = 1pM , and PT = 100nM [α = 0.5 nM hour−1 , γ = 1 hour−1 , kon = 10 nM−1 min−1 , kof f = 0.01 min−1 ]. We set the volume of the host cell (e.g. E. coli) roughly equal to 1µm3 , and a copy number of one corresponds to 1 nM. As a result we interchange the unit of nM with that of copy number.



be considered averaged out in this slow time scale. Thus it is natural to consider a variable that does not fluctuate due to the binding-unbinding process. The total number Y satisfies this property. Thus, the variable Y was considered a pure slow mode [Rao and Arkin, 2003, Del Vecchio et al., 2008]. Using the signal Y results in more accurate estimates of correlation times when compared with the case of using X (e.g., see Fig. 1.10B). For the case of X, the autocorrelation of X is strongly affected by the fast binding-unbinding reactions and this is why we have used the autocorrelation of Y .



20 Simulation results. We have numerically estimated the correlation time by performing stochastic simulations. We have used parameter values appropriate for degradation tagged TFs in E. coli host cells: The average copy number of the TF is set equal to 2 and the dissociation constant Kd of the TF specific promoters between 0.001 and 100 nM [Scholz et al., 2000, Setty et al., 2003, Pompeani et al., 2008, Rosenfeld et al., 2005] and the average copy number of plasmids containing the specific promoters to 1 and 100. We have fitted the autocorrelation of signals X and Y to exponential functions. The fit turns out much better for the signal Y (one specific example is shown in Fig. 1.10). The noise correlation time well matches with the response time estimated in the deterministic framework. Consideration of extrinsic noise. We have not hitherto considered any extrinsic noise, which appears due to cell replication and environmental fluctuations. Such extrinsic noise has been shown to affect the autocorrelation functions [Rosenfeld et al., 2005, Austin et al., 2006, Weinberger et al., 2008, Dunlop et al., 2008] and thus needs to be taken into account for estimating the response time. If a transcription factor with a fluorescence marker is tagged for degradation, the lifetime of the TF can be comparable to the cell doubling time. Then, the autocorrelation function of the fluorescence emitted from the TF can be fitted to the multi-exponential function [Kim and Sauro, 2009]: GY (τ ) = Ae−γE τ + Be−(γE +1/T )τ ,



(1.14)



with γE = log(2)/Td (Td is a cell doubling time and can be independently measured by experiment) and T the correlation time. The above form of the autocorrelation has been investigated in its Fourier transform (power spectral density) by Austin et al. [Austin et al., 2006] for a half-life reduced GFP variant. By fitting the above nonlinear function Eq. (1.14) to experimentally estimated autocorrelations, the correlation time T can be obtained.



6.



Fan-out/retroactivity estimation



Let us consider the simple MIP shown in Fig. 1.5A as a model for TFs in E. coli (without considering any extrinsic noise). We performed the stochastic simulations with and without any downstream-module promoter (PT = 100 and 0) for experimentally reasonable parameter values (α = 20 nM hour−1 , γ = 2 hour−1 , kon = 10 nM−1 hour−1 , and kof f = 10 hour−1 ). For the simulation, we used the standard Gillespie method [Gillespie, 1977]. The concentration levels of the total TF
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Figure 1.10. Stochastic fluctuations in a fluorescence intensity from fluorescencetagged TFs and its autocorrelation function: (A) The intensity can be represented by the total number of the TFs, free and bound. If the autocorrelation GY (τ ) folτ lows an exponential function GY (0)e− T , the correlation time corresponds to T [Anishchenko et al., 2002]. The autocorrelation can show longer correlations when the upstream module regulates the downstream. (B) For the connected case (Fig. 1.8B), the autocorrelation function of Y approximates an exponential function and its correlation time also approximates the response time measured in the deterministic case. However, the approximation does not hold for X. The lines labeled “Deterministic” are drawn for comparison purposes. We used the Gillespie stochastic simulation algorithm [Gillespie, 1977]. Parameters: (B) Kd = 0.1 nM with kon = 10 nM−1 , hXi = α/γ = 2nM (α = 2 nM hour−1 , γ = 1 hour−1 ), and PT = 100nM.



was recorded 100 times over 2 hours. We observed the autocorrelations of the output signals and fitted them to exponential functions: G(∆t) = A exp(−∆t/τ ) with τ a correlation time (we conducted a linear fit in the log-scale in the y-axis and the normal scale in the x-axis and obtained the correlation time τ from the fitted slope). We obtained the error bar of the time constant from 10 independent replicates of the autocorrelation. When the translation rate α was set to 20 nM hour−1 , we obtained τ0 = 0.52 ± 0.06 hour and τ100 = 0.9 ± 0.1 hour. We obtained C/C1 =



22 140 ± 20, by using RC τ0 C = PT = PT , C1 RCT − RC PT =100 τPT − τ0 PT =100 where we used CT − C = PT C1 . From Eq. (1.11), we obtained the fan-out function for this MIP:   1/0.9[±0.1] Fωmax = 140[±20] −1 . ωmax If the maximum operating frequency ωmax of the upstream module is 1 hour−1 , the fan-out estimate is F = 130 ± 20. This means that we can use promoter plasmids with low, medium, and high copy numbers without affecting the upstream module, if a single TF-specific operator site resides on a plasmid. We can also estimate the retroactivity by using R = (CT − C)/CT = (τT − τ0 )/τT : R = 0.4 ± 0.1. If we reduce the translation rate by half (now, α = 10 nM hour−1 ) the free TF concentration decreases by half. As the concentration decreases, the faction of the TF that are bound increases, resulting in higher retroactivity [Del Vecchio et al., 2008] and lower fan-out. We estimated τ0 = 0.52 ± 0.07 hour and τ100 = 1.75 ± 0.04 hour. For the same ωmax = 1 hour−1 we obtained the fan-out: F = 40 ± 1. This would mean that we could safely use only low copy number plasmids. The retroactivity is estimated to be 0.70 ± 0.05.



Summary In this chapter first we gave a general overview of the concept of modularity in different context of biology and introduced a modularity concept called design pattern that describes a generalized network architecture for achieving certain types of design objectives. The modules in synthetic biology conform to the notion of design pattern because synthetic biology is concerned with design of novel networks for achieving specific goals. Later, we considered synthetic circuits in terms of a functional module and investigated what conditions the modules require for minimizing inferences between modules. We have introduced the concept of fan-out, which quantify the maximum load from a downstream module that can be tolerated by the upstream module. We have proposed an efficient operational method to estimate the fan-out experimentally by minimizing the number of repetition of experiments significantly and by utilizing gene expression noise that are present inherently. We have shown that the fan-out can be enhanced by self-inhibitory regulation on the output. In the estimation process of the fan-out, the retroactivity



23 can also be estimated. This study provides a way for quantifying the level of modularity in gene regulatory circuits and helps characterize and design module interfaces and therefore the modular construction of gene circuits.
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