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ABSTRACT In this dissertation we develop a novel approach to the computational modelling of turbulent flows. Our new method combines large-eddy simulation (LES) with the one-dimensional turbulence (ODT) model of Kerstein. The LES equations result from spatial filtering of the Navier-Stokes equations, the fundamental equations of fluid mechanics. Filtering reduces computational cost by smoothing the solution but generates a new term, the “subgrid stress,” which must be modelled (i.e., closed). This term can be interpreted as the stress due to unresolved advective motions across a control volume surface. ODT, adopted here as the subgrid stress model, addresses key limitations of LES, namely, the need to explicitly account for smallscale variation in temperature and species concentrations for chemically reacting flows and the need to resolve the near-wall shear stress in boundary layer flows. Our method has the power to dynamically bridge across orders of magnitude in Reynolds number (a measure of the degree of turbulence) between the three-dimensional, energy-containing scales of motion and the isotropic, dissipative scales where molecular processes dominate. ODT models diffusion along a one-dimensional (1D) line using molecular transport coefficients. Turbulent advection along the line is modelled by stochastic mapping events. The mappings rearrange fluid elements in a conservative way and increase the local strain, thereby increasing the likelihood of future events and generating a cascade of length scales characteristic of turbulent flows. The method developed here is validated for decaying isotropic turbulence and extended to multiprocessor calculations using a portable set of Fortran kernels called the “LESODT tool kit.” To some degree, coupling to LES alleviates the need to empirically tune the ODT rate constant. In this dissertation we also develop a simplified ODT model (“ensemble mean closure”) where mapping events act upon a velocity field linearized by the local LES strain and do not affect the probability of



future events. The linearization allows analytic determination of the rate constant through an equilibrium analysis, and, to leading order, this constant matches the empirically observed values.
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CHAPTER 1 INTRODUCTION If you can fill the unforgiving minute With sixty seconds’ worth of distance run – Yours is the Earth and everything that’s in it, And – which is more – you’ll be a Man my son! – Rudyard Kipling Rudyard Kipling was a 4:30 miler!! Fluid mechanics has had a profound impact on humanity. Ancient civilizations flourished near fertile river beds when they developed methods for irrigating crops. Powered by the oceanic winds, port cities exploded in number and a world-wide economy was established. The engines driving our world economy to this day would not exist without an understanding of fluid motion. The modern study of fluid mechanics dates back hundreds of years. The laws of mechanics put forth by Isaac Newtwon in the 1600s eventually led to the formulation of the famous Navier-Stokes equations (after Claude Louis Marie Henri Navier and George Gabriel Stokes) around 1830, which, it is believed, perfectly describe the deterministic evolution of a fluid (in the continuum limit). These equations are on a short list of the most important unsolved mathematical problems in human history [17], solve them (or prove there is no solution) and you will have a cool million dollars in your pocket (http://www.claymath.org). The marvellously complex behavior of the Navier-Stokes equations has two general categories, one in which the fluid viscosity is extremely large (think of cold maple syrup), called laminar flow, and one in which the viscosity of the fluid is extremely small: TURBULENCE!



2 The modern study of turbulence originated in the 1930s with the seminal contributions of Geoffrey Ingram Taylor [84]. Important (understatement) contributions from Andrey Nikolaevich Kolmogorov [44, 45] began to solidify a quantitative framework which has made the present-day modelling of turbulent flows possible. The classical picture of turbulence is embodied by the “energy cascade,” a concept perhaps most easily conveyed through the rhyme of Lewis Fry Richardson [70], Big whorls have little whorls, Which feed on their velocity, And little whorls have lesser whorls, And so on to viscosity. The idea suggests, as our experience will confirm, that the energy of turbulent motion is distributed across a broad range of length scales (think of the corrugated outline of a cumulus cloud) and that the energy decreases as the length scales get smaller. The development of the digital computer in the 1960s revolutionized the study of fluid flow. Analytical solutions to the Navier-Stokes equations are few and far between (and limited to very simple laminar flows) and with the advent of computers the numerical solution of the governing equations became feasible, allowing solutions to turbulent flows! The practice of using computers to solve the equations of fluid mechanics has grown into its own branch of science called “computational fluid dynamics” (CFD). The strategy in CFD is to approximate the continuous (analog) character of the fluid velocity field with a discrete set of (digital) data. These data are distributed across a computational domain and are mapped to spatial and temporal locations of the physical problem of interest. Roughly speaking, the more points used the more accurate the approximation (think of increasing the resolution of a television screen). When enough spatial and temporal points are used to capture the smallest motions of the flow it is said that we are performing a “direct numerical simulation” (DNS) of the Navier-Stokes equations.



3 DNS provides a wealth of “data” for simple turbulent flows. Though DNS will never replace experiment, the ability to capture three-dimensional (3D) portraits of flow fields frozen in time and to interrogate the spatio-temporal data at will has greatly enhanced our understanding of the phenomenology of turbulence, and this has led to improved, more cost effective models. The principal disadvantage of DNS is computational cost. The number of points needed to capture the physics of the flow increases exponentially and the computational work is disproportionately weighted to the small scales. Something like 99% of the computational workload goes to resolve the small-scale energy, only 20% of the total [67]. Engineering applications are generally much too large to be solved using DNS and this situation is likely to prevail for decades. The most common way to overcome this scaling issue is to derive an equation for the statistical mean velocity field resulting from the Navier-Stokes equations. This approach is known as “Reynolds averaged Navier-Stokes” (RANS). Where DNS can be envisioned as a high-definition motion picture of the Navier-Stokes equations, RANS can be envisioned as a time-exposed photograph of Navier-Stokes. Information about the turbulent fluctuations is lost in the averaging process, leading to the classic “closure problem” in turbulence. See, e.g., Pope [67] for a detailed discussion on methods for solving the RANS closure problem. RANS has been the CFD workhorse for engineering applications for the last 30 years and to this day continues to be the most common way to solve problems with complex geometry. A method that falls between the cost of RANS and DNS (but much closer to RANS) and has been used and developed for many years by the meteorology community is “large-eddy simulation” (LES). At the present time the use of LES is just beginning to make its way into engineering applications like the study of gas turbine engines [72] and refinery and off-shore flare technology [81]. In LES we apply a spatial filter to the Navier-Stokes equations, which smooths the velocity field and decreases the resolution requirements needed to perform differential (calculus) operations. In the context of our HDTV/time-exposure analogy, LES is a very pixelated (or blurry) movie of the fluid flow. A closure problem similar to



4 the one encountered in RANS also exists for LES and is currently one of the most prominent areas of research in fluid mechanics. The problem of “closing” the LES equations can be thought of as guestimating the amount of fluid flow that is unresolved due to the filtering (pixelation) of the high-definition fluid motions. The motions of the small scales cannot be “seen” by the computational grid. Therefore, we need to add (or subtract) some extra motions to the pixelated motions. Consider the case of weather modelling as an example. The computational grid may only have enough points to capture the average wind speeds across a distance of 10 miles. We need a model of the “subgrid scales” to capture the effects of local gusts of wind. The most common model of these subgrid motions was developed by Joseph Smagorinsky in 1963 [80]. Significant improvements to this model were not made for nearly 30 years. In 1991 Massimo Germano and others [24] introduced the “dynamic procedure” for computing the constant in Smagorinsky’s model. The Smagorinsky model closes the LES equations by inferring the net effect of the residual motions and does not attempt to construct a detailed spatial and temporal picture of the dynamics or structure of the small scales. Therefore, it lacks the infrastructure to account for interactions among subgrid motions and the resulting heterogeneous distribution of species concentrations (e.g., fuel and air). Capturing the details of the subgrid species distribution is of the utmost importance for modelling chemically reacting flows. In the early 1990s Alan Kerstein introduced the “linear-eddy model”[37] (LEM), a modelling concept that addresses the issue of small scale kinematics without incurring the cost of direct simulation of Navier-Stokes. LEM has developed into a state-of-the-art subgrid mixing model for turbulent reacting flows [72] and has also branched into a model for ultra-high Reynolds number (extremely turbulent) momentum transport, called “one-dimensional turbulence” [41], ODT! In a loose sense, ODT is a one-dimensional surrogate for DNS. Being 1D, however, it does not suffer from the “curse of dimensionality” [a phrase coined by David Keyes at the 2005 Computational Science Graduate Fellows meeting]



5 which makes DNS intractable for even modestly turbulent flow. ODT is such an amazingly different modelling approach that we are still in the early stages of understanding how it behaves. It is as though we have just been handed the Navier-Stokes equations and we are setting out to understand their mathematical properties. Scoff, if you will, at the analogy, but the power to bridge many orders of magnitude in Reynolds number in a way that is computationally tractable is a monumental achievement. Whenever improvements in computational hardware allow DNS to double its resolving power, ODT’s power has gone up four-fold! This does not even consider the fact that typical DNS algorithms make abysmal use of peak machine performance (like 20%, or worse) whereas ODT utilizes cache in close to an optimal way. LES and ODT have complementary strengths and weaknesses. ODT’s major weakness is that, being one-dimensional, it cannot handle the three-dimensionality of flow near complex geometries. It is for this reason that ODT parameters require tuning for different flow configurations. In contrast, LES is specifically designed to model only the scales of the flow that exhibit three-dimensionality. These scales contain the vast majority (like 80%) of the energy of the flow. An ideal LES strategy would be to “hand off” the simulation to a cheaper “subgrid model” at a scale where the flow begins to exhibit universality due to the cascade process. ODT is a strong candidate for such a subgrid closure. One of the major weaknesses of LES is that, because motions remain anisotropic close to a surface, the LES resolution requirements approach those of DNS in this region. The seminal work of Schmidt et al. [73] used ODT as a near-wall closure in a channel flow LES, showing that no increased LES resolution near the wall was required. Schmidt et al. have since extended their formulation to bulk flow closure and, in a method quite similar to the one presented here, have validated their approach for the classical decaying isotropic turbulence problem [74]. The disadvantages of the Schmidt et al. bulk-flow approach are that it requires three-dimensional communication at the ODT resolution for mean flow advection of small-scale fluctuations (this is a hinderance for parallelization), the fine-scale



6 evolution equations are integrated explicitly in time which becomes increasingly more expensive as the Reynolds number is increased, and the extent to which numerical diffusion plays a role in the LES subgrid energy production rate is currently unclear. Additionally, the approach is not portable to pre-existing LES formulations. These considerations, while minor relative to the potential advantages of the method, led to the development of a similar, but alternative approach to combine LES and ODT which is the topic of this dissertation. The Schmidt et al. method [74] can be thought of as an ODT simulation with an LES-scale velocity field as a mere by-product. We like to say it is a “bottom-up” approach. Conversely, the method presented here is a “top-down” approach. The LES solver is equally capable of using any subgrid model on the market at the flip of a switch. The LES numerics can easily be improved. We currently have options for fourth-order spatial and third-order temporal resolution in our code. Maintaining a classical LES approach is what keeps the numerical analysis manageable. We are able to take advantage of the decades of effort that have gone into improving numerical methods for partial differential equations (PDEs). And, we are able to seamlessly interface with large-scale frameworks that have spent years in understanding and improving parallel performance of algorithms to solve PDEs with elliptic constraints. ODT falls into a category of LES subgrid closures generally referred to as “synthetic field” closures. Other methods within this category include the fractal interpolation closure of Scotti and Meneveau [76] and the deconvolution technique of Domaradzki [18]. Neither of these methods has managed to solve the LES energy dissipation problem without inclusion of a dynamic Smagorinsky term. An approach more closely resembling our LESODT method is the “two-level simulation” (TLS) method of Kemenov and Menon [36]. Like LESODT, TLS carries velocity components on a 3D lattice structure and numerically solves a transport equation, similar to a viscous Burgers equation, for the evolution of the subgrid fluctuations. The large-scale and small-scale fields are coupled via forcing terms which are equal in magnitude and opposite in sign for the two sets of equations. One of the major



7 differences between Kemenov’s approach and the one considered here is that TLS starts each LES time step with zero fluctuations in the subgrid field, preventing the method from capturing any effect of the history of the turbulent motions. Also, the subgrid transport equation is evolved for an unspecified amount of time. The time integration is stopped when the spectra of the LES and subgrid fields align. It is not clear how this procedure is to be automatically implemented for generalized flow configurations. To our knowledge these are the predominant methods that bear resemblance to the approach considered here. For a broad survey of LES closure techniques the interested reader is referred to the review article of Meneveau and Katz [54] and the monograph of Sagaut [71]. As the title might suggest, this dissertation is organized as follows: we will first discuss large-eddy simulation, then we will discuss one-dimensional turbulence, and then we will combine the two. Chapter 2 examines conventional closure approaches and numerical methods for LES. The finite-volume method is highlighted and an analysis of kinetic energy transport for strong stability preserving Runge-Kutta time integration schemes is presented. Chapter 3 presents the relatively recent variable density ODT formulation and makes modest upgrades to the approach which are built into a portable set of subroutines called the “LESODT tool kit” (see Appendix A) which is freely available on the web (http://www.inscc.utah.edu/∼randy). Chapter 4 is the core of the thesis and readers familiar with both LES and ODT might want to skip ahead to this point. Here we examine how ODT is to be used to generate an LES subgrid stress and how the ODT code is to be incorporated in the LES framework. We validate the method by comparing spectral results with the Comte-Bellot and Corrsin [14] and Kang et al. [35] data sets for decaying isotropic turbulence. Using the LESODT tool kit we then implement the ODT closure into the Arches fire code, which is built on the massively parallel Uinta computational framework (http://www.sci.utah.edu), and verify the single processor and multiprocessor performance of the algorithm. Chapter 5 provides the details of a key algorithmic step in the closure: subgrid data reconstruction. In this step the filtered ODT field is constrained to match the cell averaged LES field,



8 mimicking the net effect of the large-scale three-dimensional forces. Chapter 6 describes the development of “ensemble mean closure” (EMC) which is an algebraic closure derived from the mappings and time-scale physics employed by ODT. The purpose of developing this model was to draw a connection between ODT and the more common eddy-viscosity closures. The algebraic form of the model lends itself to analysis and we are able to derive a theoretical value for the EMC eddy rate constant that forms an upper bound on the ODT rate constant. We wrap up with conclusions in Chapter 7. For the sake of posterity, the appendices mainly present mathematical details that are too cumbersome to be placed in the main body of the text. While some of the derivations are of little immediate value, those of Appendix F are of prime importance to understanding the spectral results in Chapter 4. And now, let the fun begin.



CHAPTER 2 FINITE-VOLUME LARGE-EDDY SIMULATION Think. Then discretize. – Vladimir Rokhlin Historically, the formal interpretation of LES has required the clear separation between numerical errors and physical modelling errors [25]. This idealization has been difficult to achieve in practice, however, and there are reasons to suspect that this formalism is not required [57] as second-order energy-conserving schemes seem to yield excellent results from a statistical point of view. That is, acknowledging that the LES velocity is a random variable (in the sense discussed by Pope [67]) means accepting the fact that one particular realization of a turbulent flow is often no more “correct” than another. Experience has shown that imposing the physically motivated constraint of kinetic-energy conservation on a numerical scheme is more important than achieving a vanishingly small truncation error for many classes of flows. To be sure, if one is interested in “forecasting” say the weather for the next couple of days given the current conditions (which will no doubt contain deviations from reality), then using high-order numerics is advantageous. It does not take long, however, before any simulation of this kind becomes junk in a deterministic sense. Luckily, for many situations of practical interest it is quite sufficient to obtain a statistically representative realization. For example, it will take approximately the same amount of time to boil a pot of water over a turbulent flame in spite of the fact that each time we tried this experiment the temporal evolution of the velocity and thermal fields would be entirely different. In the name of efficiency, then, it



10 is in our best interest to employ the cheapest numerical method that gets the job done. This chapter begins with an outline of the more prevalent LES approaches for incompressible flows. We then focus our attention on Schumann’s finite-volume method [75] for large-eddy simulation. Here we present a slightly more formal interpretation of this approach in terms of continuous filters and a subsequent sampling from the continuous space to obtain the finite-volume discretization. The strong-stability-preserving temporal integration methods, designed for use with total variation diminishing schemes, are here utilized in combination with energyconserving spatial discretizations. This strategy allows for analysis of the implied evolution of the kinetic energy of the system and can be useful for verification, stability analysis, and most importantly for constructing exact subgrid energy production terms.



2.1



An appraisal of conventional methods



In this section we give a cursory review of the conventional finite-difference LES approach as a contrast to the finite-volume method used later in this work. For more in depth discussion of conventional methods the interested reader is referred to [54, 67, 71]. 2.1.1



Continuous filters



Before discussing the application of filters to the Navier-Stokes equations, it is useful to first discuss their application to an arbitrary one-dimensional signal. A filtered variable results from the convolution of a resolved variable with a filter kernel as shown in (2.1): Z∞



u(x) ≡



G(x − x0 , ∆) u(x0 ) dx0 .



(2.1)



−∞



The filter kernel, G(r, ∆), is a weighting function whose support varies depending on the filter type. The most commonly used filters in LES are the tophat, Gaussian, and sharp spectral filters. The kernels and transfer functions for these filters are given in Table 2.1 [67].



11 The kernel and transfer functions form a Fourier transform pair, and it should be noted that while the tophat filter has compact support in physical space, it requires full support in wave space. The opposite is true of the spectral cutoff filter. The Gaussian filter has the attractive feature of being reasonably compact is both physical and spectral space (see Figure 2.1). For a more physical picture of the effect of filtering consider the signal shown in Figure 2.2. Here we have taken a 1D signal generated by superimposing Fourier modes with a Pao spectrum (see, e.g., [67]) and filtered it in several ways. Notice that the filtered fields are still continuous on the 1D space. Qualitatively one can detect that the tophat filter (middle section of Figure 2.2) still contains contributions from all wavenumbers (it is rather rough looking). Compactness of the transfer function in spectral space translates into smoothness of the field in physical space. 2.1.2



The finite-difference approach



The incompressible LES equations are obtained by application of a commuting filter (i.e., filters for which ∂x u = ∂x u) to the constant property Navier-Stokes equations. The momentum and continuity equations, respectively, become ∂τ sgs ∂ui ∂ui uj ∂p ∂τ ij + =− − − ij , ∂t ∂xj ∂xi ∂xj ∂xj



(2.2)



∂ui = 0, ∂xi



(2.3)



where the filtered molecular stress term is, τ ij = −2νS ij , where 1 S ij ≡ 2



‚



∂ui ∂uj + ∂xj ∂xi



(2.4) Œ



,



(2.5)



and the nonlinear advection term is decomposed as follows, defining the “subgridscale” (SGS) stress, τijsgs ≡ ui uj − ui uj . It is worth reiterating that this term is entirely inviscid in nature.



(2.6)
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Table 2.1. Filter kernels and transfer functions (κc =



Ò Kernel function, G(r, ∆) Transfer function, G(κ)
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Figure 2.1. Graphical representation of the filter kernels (left) and transfer functions (right) for the tophat, Gaussian, and spectral filters
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Figure 2.2. Fully resolved signal (thin solid line with largest amplitude) generated by superimposing 256 Fourier modes (512 points) with a Pao spectrum. The spectrally filtered field (left) is resolved to the Nyquist limit of a 32 point grid, i.e., sharp cutoff at kmax = π/∆ where ∆ = 16dx (dx being the spacing between grid points). The tophat field (middle) is obtained by taking a moving average of the fully resolved field over 16 points. The Gaussian field with same filter width is shown to the right. For reference, the physical width of the filter (∆) is shown by the thick solid horizontal line.



14 With (2.2) formulated in differential form it is straight forward to apply finitedifference numerical approximations to the spatial derivatives. Time integration is typically handled with Runge-Kutta or predictor-corrector methods (see, e.g., [50] for a survey of spatial and temporal methods). 2.1.2.1



Commutivity in time



As mentioned, the LES equations tacitly assume that the filter applied to the NS equations commutes with the differential operations. Formally, we must ask the question of whether ∂t ui = ∂t ui ? For the temporal derivative this is always true: ∂ui (x, t) = ∂t



Z



G(x − x0 )



∂ui (x0 , t) 0 dx , ∂t



∂ Z G(x − x0 )ui (x0 , t) dx0 , ∂t ∂ui (x, t) = , ∂t



=



(2.7)



because the integration is only over the spatial dimension. 2.1.2.2



Commutivity in space



What about the spatial terms? Consider the following: ∂ui (x, t) ∂ = ∂xj ∂xj Z



= Z



= =



Z



G(x − x0 )ui (x0 , t) dx0 ,



∂ G(x − x0 )ui (x0 , t) dx0 , ∂xj Z 0 ∂G(x − x0 ) 0 0 ∂ui (x , t) 0 0 G(x − x ) dx + ui (x , t) dx , ∂xj ∂xj



∂ui (x0 , t) Z ∂G(x − x0 ) 0 + ui (x0 , t) dx . ∂xj ∂xj



(2.8)



The presence of the second term in the last step indicates that the filtering operation only commutes for homogeneous filters, i.e., filters whose kernels are constant in physical space (because then the second term is zero). This becomes a significant issue for near-wall flows which inevitably vary spatial grid resolution near a wall. In fact the finite-volume approach discussed later is the only consistent formulation with regard to near-wall filtering.
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Resolution requirements



The most important task of a subgrid model in LES is energy dissipation. That is, it must transfer energy from the smallest resolved scales to the largest unresolved scales. From the classic view point of the turbulent energy cascade [44, 45], it is desirable that the LES grid be resolved to within the inertial subrange. This requires that the LES account for approximately 80% of the total energy [67]. Simulations which are under-resolved by this criterion are termed “very large-eddy simulations,” or VLES (e.g., climate simulations). It can be shown (see Pope Exercise 13.34 [67]) that for a sharp spectral filter the 80% criterion is achieved for periodic isotropic turbulence with N 3 = 383 grid points irrespective of Reynolds number. This is a strong argument in favor of developing adaptive methods for LES, which locally maintain 80% energy resolution. 2.1.2.4



Explicit filtering



The formal definition of the LES equations takes care not to mention the numerical grid spacing as part of the formulation. In principle, the filter scale, ∆, is completely independent of the LES grid spacing, h. This implies that upon grid refinement one approaches the solution of the LES partial differential equation (2.2), not the DNS solution. Whether this idealization can be realized in practice is still a matter of some debate. A lucid discussion on the practical application of explicit filtering can be found in [51]. 2.1.2.5



Truncation error



In practice, numerical truncation error is unavoidable. The seminal work of Ghosal [25] analyzed the truncation error for various numerical techniques for solving (2.2) and compared this error with the order of magnitude of the subfilter stress. In essence, his conclusions indicate that for fourth-order numerics a filter-to-grid ratio of ∆/h ≥ 2 is required and for second-order numerics a ratio of ∆/h ≥ 4 is required. The tacit assumption in this analysis is that the truncation error is “junk” and can have no physical meaning. We will have more to say on this later.
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Aliasing error



Aliasing is yet another source of error endemic to numerical solutions for nonlinear PDEs. It is incurred because spectral triad interactions among resolved scales can generate modes which are not resolvable by the grid and the energy from these interactions gets misplaced in low wavenumber modes that look identical when sampled on the discrete grid. Aliasing can be controlled by refinement of the grid (Ghosal [25] analyzed this contribution as well) or by applying de-aliasing rules in pseudo-spectral codes. The former is expensive in practice and the latter is not applicable for engineering codes where periodic boundary conditions are rare. An additional consideration pointed out by Chow [13] is that higher order spatial discretizations generate proportionately more aliasing error than lower order schemes. This lends more credibility to the use of low-order energy-conserving schemes in engineering codes where de-aliasing is impractical. 2.1.2.7



Subfilter vs. subgrid scales



The segregation of length scales, `, into “subfilter” scales, ∆ < ` < h, and subgrid scales, ` < h, is convenient for the development of “synthetic field” and “scale-similarity” closures. For some filters it is possible to invert the filtering operation and infer subfilter and subgrid scale models from this mapping (see, e.g., [71]). This practice makes judicious use of “grid” scales, ` ≈ h, which evolve according to discrete laws that conserve mass, momentum, and energy (provided the numerics are properly designed). It makes little sense to throw these scales away via explicit filtering with the hope of designing a subfilter model that can perform better than a dynamic evolution of the discrete Navier-Stokes equations. 2.1.3



MILES



An altogether different approach to modelling the energy containing scales of motion is MILES: Monotone Integrated Large-Eddy Simulation [7]. This technique makes use of dissipative numerical methods (e.g., flux limiters [87]) to provide stability to the numerical evolution of the discrete Navier-Stokes equations. The method is practical and robust and has shown promising results for a range prob-



17 lems. Unfortunately, fine tuning the characteristics of the resolved field is difficult if the subgrid dissipation is not based on a physical model. While MILES does a fair job of predicting bulk dissipation it is hard to image a numerical method comparing well with spectral results without inclusion of a physically based coefficient. 2.1.4 2.1.4.1



Conventional subgrid closures



Decomposition of the stress



The feature that distinguishes LES from RANS is the spatial filter. Decomposition of the resolved field into a spatially filtered and residual component, u = u+u0 , is known as a Leonard decomposition [46] and differs from a Reynolds decomposition in that the filtered residual component is not generally equal to zero, u0 6= 0. Because of this, the subgrid stress decomposition contains several terms, τijsgs = (ui + u0i )(uj + u0j ) − ui uj , = ui uj − ui uj + ui u0j + u0i uj + u0i u0j , |



{z



Lij



}



|



{z



Cij



}



| {z }



(2.9)



Rij



referred to as the Leonard stress, cross stresses, and Reynolds stress, respectively (see [23] for a similar, but Galilean invariant, decomposition). It is useful to consider the physical interpretation of the various components of the stress. The Leonard term is responsible for filtering and projecting the nonlinear interactions of the resolved components back to the finite LES space. This is a correction to the resolved advective term in accordance with the stated explicit filter used to derive the LES equations. It does not account for aliasing errors. The first cross term represents advection of the resolved field by turbulent fluctuations. The second cross term represents the advection of subgrid scales by the resolved field. The Reynolds stress is familiar from RANS and represents the advection of subgrid scales by turbulent fluctuations. 2.1.4.2



Backscatter



As mentioned, the subgrid stress tensor is derived from a totally inviscid process and though the net transfer of energy generally flows in the direction from large to small scales (forward cascade) it is also true that a large amount of energy is



18 transferred in the opposite direction (reverse cascade) through nonlinear interactions with small-scale motions. This process is known as backscatter and is signified by a negative production of residual kinetic energy in the implied filtered kinetic energy equation (discussed later). It is worth noting that the current state of the art for LES is not equipped to do much more than model the net energy transfer between scales. Examination of distributions of residual energy production from DNS confirms that the net energy flux is the result of large bursts from the forward and reverse cascades. Very few models possess a mechanism to account for backscatter in a robust manner and those that do drastically underestimate the degree. 2.1.4.3



The Smagorinsky model



Assuming equilibrium, one can set the residual energy production rate equal to the molecular dissipation rate and derive so-called “eddy viscosity”-type models. In these models the subgrid transport due to turbulent advection is treated as an enhanced diffusivity. The most common eddy viscosity model in LES is the Smagorinsky model [80] where the subgrid stress is approximated by, τijsgs ≈ −2νt S ij = −2 (Cs ∆)2 |S|S ij ,



(2.10)



where, νt is the eddy viscosity, |S| ≡ (2S ij S ij )1/2 , and typically Cs ≈ 0.2 depending on the filter type, numerical method, and flow configuration (Cs ≈ 0.05 for channel flow) [67]. This model is basically identical to Prandtl’s mixing length model with ` = Cs ∆. 2.1.4.4



The dynamic procedure



The dynamic procedure [24, 58] eliminates the need to specify the model constant, Cs , a priori. The basic assumption here is that the constant is the same for two different filter scales. The smaller scale is historically referred to as the “grid scale” (though the filter width need not equal the grid spacing, ∆ ≥ h), and the larger scale is referred to as the “test scale.” Implicit in this assumption is the requirement that both scales lie within the inertial subrange.



19 The residual stress at the test scale is given by, €



Ò Ô b b Tij ≡ u i uj − ui uj ≈ −2 Cs ∆



Š2 Ò Ò



|S|S ij ,



(2.11)



Ò is the test filter width and the hat defines an explicit test filter. By Test where ∆



filtering (2.6) and combining this with (2.11) one can construct the Leonard term, Lij . This is also known as the “Germano identity,” sgs Ô b b Lij = Tij − τÔ ij = ui uj − ui uj .



(2.12)



Notice that the Leonard term is directly computable from resolved LES quantities. By restating the Smagorinsky model in terms of the Germano identity (i.e., plug (6.9) and (2.11) into (2.12)) one ends up with an over-determined system of equations for the unknown, Cs , €



Š2 Ò Ò



Õ Ò Lij = 2 (Cs ∆)2 |S|S ij − 2 Cs ∆



|S|S ij .



(2.13)



Notice that we have pulled Cs out of the test filtering operation of the subgrid stress. Technically, this is only valid if the model parameter is a constant in space. Of course, the whole point behind using the dynamic procedure is that Cs is not constant in space. Still, this approximation yields acceptable results. Alternatively, it is possible to time lag the value of the coefficient for the test-filtered SGS stress while keeping the spatial variation. This is known as dynamic “localization” [26] and has shown promising results for buoyant plume simulations (per Zhaosheng Gao). In practice one takes a least squares approach to determining the length scale [49], (Cs ∆)2 = where



�



hLij Mij i , hMij Mij i



(2.14) ‹



Õ 2 Ò Ò Mij ≡ 2 |S|S ij − α |S|S ij .



(2.15)



Ò The only model parameter, then, is the filter width ratio, α = ∆/∆, usually taken



to be 2.



20 The angled brackets in (2.14) conceptually represent averaging over a homogeneous region of space which, experience has shown, is necessary for stability. We have found that averaging over the test filter width is adequate. The dynamic model can allow backscatter, in principle, via a negative eddy viscosity. This also causes instability, however, and standard practice is to “clip” the constant to zero if hLij Mij i < 0, disallowing backscatter. With these implementation practices the dynamic model is generally robust. The implementation can be made more efficient by computing the constant roughly every 10 time steps (based on the advective CFL), and only for the first RungeKutta step. Indeed further study of efficient dynamic implementation, especially for parallel computations, is warranted. Though the frequency of computation seems to have minimal impact, one should be cautioned that subtleties related to implicit filtering and discrete quadrature do significantly effect the results [51]. 2.1.4.5



Scale similarity and the mixed model



The scale similarity model directly applies the Leonard term obtained from the Germano identity (2.12) as the subgrid closure, Š



€



b b Ô τijsgs ≈ CL u i uj − ui uj .



(2.16)



This model correlates better than Smagorinsky with the subgrid stress in a priori comparisons to DNS data [54] but poorly predicts the rate of energy dissipation. In light of Germano’s decomposition [23] this is to be expected since the Leonard term is essentially a direct model for the Leonard stress and does not account for the crosses stresses and the Reynolds stress which are largely responsible for dissipation. The mixed model of Bardina [4] corrects this problem by supplementing the Leonard term with a Smagorinsky closure: €



Š



2 Ô b b τijsgs ≈ CL u i uj − ui uj − 2(Cs ∆) |S|S ij .



(2.17)



Typically, the Leonard coefficient, CL , is taken to be unity and the Smagorinsky constant is computed dynamically.
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Tensor diffusivity



We close this section with mention of perhaps the most sophisticated of the recently proposed LES models: tensor diffusivity [8, 47, 93]. The developers of this approach have been rigorous with regard to the explicit filtering interpretation of LES but acknowledge the necessity of accounting for the “subgrid” model as separate from the “subfilter” model [8], thus making the approach plausible for practical applications. Generally, the subgrid scales are modelled using a dynamic Smagorinsky model [93]. The basis of the subfilter model lies in the following exact series expansion where the overbar represents a Gaussian filter (derived by Leonard [47]), ab − a b =



∞ X



∆2n n n ∂x a ∂x b . n=1 n!



(2.18)



The expansion in terms of velocity components in multi-dimensions is ui uj − ui u j = ∆ 2 ∂ k ui ∂ k u j +



∆4 2 ∆6 3 2 ∂kl ui ∂kl uj + ∂ u i ∂ 3 uj + . . . 2! 3! klm klm



(2.19)



The model is constructed by considering the first term of this expansion. This term is nonlinear and can account for backscatter but, like the scale similarity model, does a poor job of capturing dissipation. Hence, the tensor diffusivity model is supplemented by a dynamic Smagorinsky term and the subgrid model becomes τijsgs ≈ Cnl ∆2



∂ui ∂uj − 2(Cs ∆)2 |S|S ij . ∂xk ∂xk



(2.20)



A variant of this model, where both model coefficients are computed by the Germano dynamic procedure, was implemented by [35] and compared, along with other models, against high Re wind-tunnel data. Based on these results, this “dynamic mixed nonlinear” model appears to be the current state-of-the-art for LES subgrid closures.



2.2



The finite-volume method



The formulation presented here is similar to [75] and is chosen to make use of a combination of the finite-volume (FV) and semidiscrete approaches for the numerical solution of scalar conservation laws. Both methods receive considerable attention in [50] and [91].



22 2.2.1



Integral balances



The integral forms of the governing equations for mass and momentum conservation of an incompressible fluid are, respectively, I S



uj nj dS = 0



(2.21)



and



Z d Z ui dV = − (ui uj + p δij + τij ) nj dS , (2.22) S dt V where p is the hydrodynamic pressure, τij = −ν(∂j ui + ∂i uj ) is the viscous stress



and ν is the kinematic viscosity. A principle advantage of the FV method is that discrete conservation of solution variables is obtained a priori. Care must be taken, however, to ensure discrete conservation of kinetic energy (see, e.g., [30, 59, 91]). 2.2.2



Finite-volume filters



Though the method is suited for irregular and unstructured grids, here we consider only simple cubic control volumes (CVs) of side h. Thus, the CV volume is V = h3 and the surface area of a given CV face k is Sk = h2 . We define (j)



a surface-filtered field, φ (x), to be the average value of the scalar, φ(x), on a two-dimensional (2D) planar surface normal to the xj direction. That is, we apply two orthogonal tophat filters to the scalar field. For example, the x1 surface-filtered field for a three-dimensional (3D) domain is (1)



φ (x) ≡



1 h2



Z x3 +h/2 Z x2 +h/2 x3 −h/2



x2 −h/2



φ(x0 ) dx02 dx03 .



(2.23)



The “volume-filtered” or “cell-average” field is then given by applying a 1D tophat filter to the surface-filtered field (in the direction normal to the surface), 1 Z Φ(x) ≡ 3 φ dV , h V (x) 1 Z x3 +h/2 Z x2 +h/2 Z x1 +h/2 φ(x0 ) dx01 dx02 dx03 , = h3 x3 −h/2 x2 −h/2 x1 −h/2 1 Z xj +h/2 (j) 0 = φ (x ) dx0j⊥Sj . h xj −h/2



(2.24)



The net result is what Pope [67] refers to as an “anisotropic box filter” and is reference frame dependent, an inherent characteristic of the finite volume approach which is tolerated because of the practical advantages of the method.



23 A remark on notation: With (2.24) we have introduced the convention that the cell average values will be denoted by capitalized variables which mark the state of the LES field at any given instant. Lower case variables are intended for continuous fields, in this case a DNS-like field that is filtered in physical space. Later we will use the lower case notation for the ODT field. This nomenclature has the advantage of alleviating the confusion often associated with explicit versus implicit filtering practices in LES. For example, here u denotes the explicit filtering of the continuous variable, u, while (as we will see shortly) U represents an interpolation of the LES state, U . To obtain the finite-volume discretization we sample the filtered fields from a discrete space. By inserting (2.23) and (2.24) into (2.22) we end up with the FV momentum equation:   dUi Sk (k) = − nkj ui uj (k) + p(k) δij + τ ij , dt V



(2.25)



where nkj is a matrix of unit normal vectors for each face k. The summation convention applies (except for superscripts, which are used here simply to reference a particular surface) and hence



Sk n V kj



=



h2 n h3 kj



=



1 n h kj



is the finite volume “di-



vergence” operator. For a cubic CV aligned with a cartesian reference frame this matrix is simply



2



nkj =



6 6 6 6 6 6 6 6 4



1 0 0 −1 0 0 0 1 0 0 −1 0 0 0 1 0 0 −1



3 7 7 7 7 7 7 7 7 5



.



(2.26)



In this notation the number of rows in nkj equals the number of faces of the CV and the number of columns equals the dimension of the domain (e.g., three columns for a 3D problem). Each row stores the unit normal vector for that face. Sk is a row vector (i.e., a 1 × 6 matrix) of CV face areas, all equal to h2 in this case. This notation is also convenient for unstructured grids with irregular CV shapes.
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FV-LES formulation



Equation (2.25) is obviously just a redefinition of terms in the integral momentum equation but highlights the fact that the FV approach employs two different filters. The challenge of a numerical method is to approximate the surface integrals based on cell-average (volume-filtered) data. In LES we have the additional difficulty that the underlying continuous data are not guaranteed to be smooth in any sense. Here we introduce a decomposition of the advective stress into “numerical” and “subgrid” components. The subgrid stress is thus defined by the difference between the exact surface-filtered flux (e.g., the surface filter (2.23) applied to a DNS-like field) and the numerical approximation used for the advective flux. This avoids any pretence that the numerical method does not play a role in the subgrid modelling strategy. It should be noted, however, that this approach is conceptually quite different from MILES in that we will employ kinetic-energy-preserving numerical schemes and thus the subgrid models will have a sound physical basis. We are left with the following FV-LES equations:   dUi Sk x x (k) sgs,(k) = − nkj U i j U j i + p(k) δij + τ ij + τij , dt V



(2.27)



where sgs,(k)



τij



x



x



≡ ui uj (k) − U i i U j j .



(2.28)



Note the distinction between the numerical advective flux defined by, for example, an interpolant (note that it is also common to invoke an ENO reconstruction [32, 78]), here denoted by an overbar on a capitalized variable, and the flux defined by application of a surface filter to the DNS-like velocity field. The first term in (2.28), the surface-filtered term, is the application of (2.23) to the dyadic ui uj on surface k. The second term depends on the numerical method and for our calculations is given by (2.35) in Section 2.3.2.2 where we have followed the notation of Morinishi [59]. The point to be made is that even though (2.27) already contains reference to the numerical procedure to be employed it is still an exact representation of the CV momentum balance.
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2.3 2.3.1



Numerical methods The semidiscrete approach



In the semidiscrete approach [50] one first approximates the surface-filtered fluxes using the cell-averages at a given time, t. One is then left with the task of solving a coupled set of ordinary differential equations in time. The right hand side of (2.27) is discretized, resulting in body forces due to numerical advection, pressure, diffusion and subgrid advection applied to the control volume, dUi (x, t) = Fia + Fip + Fid + Fisgs , dt = Fi (U (x, t)) .



(2.29)



Notice that if the functionality of Fi (U (x, t)) were known it would be possible to directly integrate the right hand side for some time ∆t = t(n+1) − t(n) to obtain an update of the form, (n+1)



Ui



(n)



(x) = Ui (x) + (n)



= Ui (x) +



Z t(n+1) t(n)



Z t(n+1) t(n)



dUi (x, t) dt , dt Fi (U (x, t)) dt ,



(n)



= Ui (x) + ∆tFÒi (x, t; ∆t) , where FÒ (x, t; ∆t) i



1 Z t(n+1) ≡ Fi (U (x, t)) dt . ∆t t(n)



(2.30)



(2.31)



The last step of (2.30) is an exact integration but looks like a Forward Euler update. This is the basis of MUSCL (Monotone Upwind Schemes for Conservation Laws) methods where the form of U (x, t) is supposed and the integration can (in some cases) be performed analytically. We will instead employ strong-stability-preserving (SSP) Runge-Kutta methods which possess the convenient characteristic of being a linear combination of Forward Euler steps. 2.3.2 2.3.2.1



Spatial discretization



The staggered grid



The staggered grid storage arrangement of Harlow and Welch [31] has stood the test of time. The scheme was designed to overcome the velocity-pressure



26 decoupling that leads to the “checker boarding” behavior of simple collocated schemes. Developed in 1965 it remains the basis for most structured finite-volume codes to this day, 40 years later! The reasons for this longevity are two-fold: the scheme is simple and the scheme conserves kinetic energy. A large portion of the LES community has come to regard energy conservation as imperative for numerical schemes. 2.3.2.1.1



In two dimensions. Because the 3D staggered arrangement is



intimidating at first, we start by presenting the basic staggered-grid concepts in 2D space. The general layout is shown in Figure 2.3. The pressure lives at the center of what is called the “pcell” control volume. The velocities that live on the faces of the pcell CV are conceptually responsible for the flux of all scalars that live as Eulerian cell averages in the pcell CV. For our incompressible case the only scalar we are interested in is the mass density. Constant density implies that the divergence about the pcell CV is zero. There is a fundamental inconsistency in the staggered arrangement in that the mass flux velocities (surface-filtered quanities) double as the momentum cell averages (volume-filtered quantities). The discrepancy is a second-order effect and is of no consequence for second-order schemes. Control volumes can be formed about the center of the flux velocity storage locations. These are denoted “ucell” and “vcell” control volumes for the U1 and U2 velocity components, respectively. Notice that the pressure lives at the east and west faces of a ucell CV and at the north and south faces of a vcell CV. This is exactly the location required for a second-order pressure gradient for the respective momentum equations. Further, note that the center of a north ucell face coincides with the center of an east vcell face for the uniform grid case, allowing easy construction of symmetric operators [91]. Let the discrete space of the pcell center locations be denoted by xp and denote the ucell and vcell spaces by xu and xv , respectively. Given the uniform grid spacing, h, the spaces are related by –



xp =



xp yp



™



–



=



xu − h/2 yu



™



–



=



xv yv − h/2



™



.



(2.32)
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Figure 2.3. Example of a 3 × 3 periodic two-dimensional staggered grid showing “ucell” and “vcell” control volumes. Pressure is stored at the “pcell” centers (solid dots), and the velocity components are stored on the pcell faces normal to their flow direction.
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In three dimensions. Figure 2.4 depicts the staggered arrange-



ment in 3D. Here the discrete spaces are related by 2



xp = 6 4



xp yp zp



3



2



7 5



=6 4



xu − h/2 yu zu



3



2



7 5



=6 4



xv yv − h/2 zv



3



2



7 5



=6 4



xw yw zw − h/2



3 7 5



.



(2.33)



Most of the 3D operations (e.g., interpolation) reduce to 2D operations with the third component held constant. 2.3.2.2



Morinishi operators



The discrete spatial operators used here are based on the staggered schemes for uniform grids of Morinishi et al. [59] and Vasilyev [90] (note that these operators were originally proposed by Morinishi, but there is an error in that paper which has been corrected in Vasilyev). The first derivative operator with stencil width, n (nh is the physical width), acting on the scalar, φ, in the x1 direction is defined as 



δn φ φ(x1 + nh1 /2, x2 , x3 ) − φ(x1 − nh1 /2, x2 , x3 ) . ≡ δn x1 x1 ,x2 ,x3 nh1



(2.34)



The interpolation operator of stencil width, n, in the x1 direction is 



φ¯nx1 2.3.2.2.3



x1 ,x2 ,x3



≡



φ(x1 + nh1 /2, x2 , x3 ) + φ(x1 − nh1 /2, x2 , x3 ) . 2



(2.35)



A second-order scheme. With (2.34) and (2.35), the continuity,



pressure and advective terms for the second-order (S2) scheme are given by δ1 Ui = 0, δ1 xi



(2.36)



δ1 P , δ1 xi



(2.37)



Fip =



1x



Fia



1xi



δ1 U i j U j = δ1 xj



,



where P is used to denote the discrete approximation to the pressure field.



(2.38)
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Figure 2.4. Control volumes for a 3D staggered grid. The pcell is shaded and the ucell and vcell control volumes are depicted offset from the pcell. The wcell CV is omitted for clarity. The east vcell face and north ucell faces are darkly shaded.
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A fourth-order scheme. The fourth-order (S4) scheme is given



by



2



9 δ1 Ui 1 δ3 Ui − = 0, 8 δ1 xi 8 δ 3 xi 9 δ1 P 1 δ3 P Fip = − , 8 δ1 xi 8 δ3 xi 



2



3







(2.39) (2.40)











3



9 δ1 4 9 1xi 1 3xi 1 δ3 4 9 1xi 1 3xi 1x 3x Fia = Uj − Uj Ui i5 − Uj − Uj U i j 5 . (2.41) 8 δ1 xj 8 8 8 δ3 xj 8 8 2.3.2.3



Stress terms



The stress terms require interpolation of the viscosity (either molecular or turbulent) from the pcell location to the off-normal faces of the momentum control volumes. For example, from Figure 2.3 the viscosity stored at the pcell location is already on the east and west faces of the ucell control volume, but the north and south faces will require a 2D interpolation. The second order interpolant is simply an orthogonal combination of (2.35). Using the notation of Nicoud [60], ν (2i),(2j) = ν¯1xi



1xj



=



ν¯1xi (xj + hj /2) + ν¯1xi (xj − hj /2) . 2



(2.42)



A fourth-order interpolant in the xj direction is 9 1 φ(4j) = φ¯1xj − φ¯3xj . 8 8



(2.43)



The fourth-order, 2D interpolant for viscosity is, therefore, 1xj 3xj 9 1 ν (4i),(4j) = ν (4i) − ν (4i) . 8 8



(2.44)



The second-order scheme for the divergence of the stress, τij (which may be either the filtered molecular stress or the subgrid stress computed using an eddy viscosity), is given by (d,sgs)



Fi



=



δ1 τijh2 , δ1 xj



‚



τijh2



= −2ν



(2i),(2j)



Sijh2



= −ν



(2i),(2j)



(2.45) δ1 Ui δ1 Uj + δ1 xj δ1 xi



Œ



,



where, the superscript, h2, indicates a second-order discrete approximation.



(2.46)



31 The fourth-order stress terms can be computed by (d,sgs) Fi



9 δ1 τijh4 1 δ3 τijh4 = − , 8 δ1 xj 8 δ3 xj –‚



τijh4



= −2ν



(4i),(4j)



Sijh4



= −ν



(4i),(4j)



2.3.3



9 δ1 Ui 1 δ3 Ui − 8 δ 1 xj 8 δ3 xj



Œ



(2.47) ‚



9 δ1 Uj 1 δ 3 Uj + − 8 δ1 xi 8 δ 3 xi



Œ™



. (2.48)



Flux symmetry



Here we clarify what is meant by “symmetry” of the finite-volume surface fluxes, show that they are symmetric to second order in space, and give a simple flow example to show that these fluxes are not identically symmetric in general. The subgrid stress on a surface of a control volume (CV) is defined as τijsgs ≡ ui uj − U i U j .



(2.49)



Consider a 2D example where the overbar represents a tophat filter in 1D along a CV surface. The x-surface filtered value at (x, y) is x+h/2 Z



φ(x0 , y) dx0 .



φ(x, y) ≡



(2.50)



x−h/2



The stress defined by (2.49) is symmetric on a surface. This is not of concern in the finite-volume formulation, however, because the stress is “dotted” with the surfacenormal unit vector to obtain the flux. The flux symmetry comes into question for sgs on the staggered schemes (see Figure 2.5) where “symmetry” would imply that τ12 sgs on the east face of a vcell. Indeed the staggered north face of a ucell is equal to τ21



arrangement makes this symmetry easy to achieve since the strain rate is computed as S 12 



north ucell



=



S 21 



east vcell



1 = 2



‚



Œ



U1 (i, j + 1) − U1 (i, j) U2 (i + 1, j) − U2 (i, j) + , h h (2.51)



for both the north ucell and east vcell faces (taking the discrete divergence yields a symmetric positive-definite diffusive operator [91]).
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Figure 2.5. Staggered grid ucell and vcell surface fluxes. The origin of the Taylor expansion is (x0 , y0 ).



The advective term in the Harlow and Welch [31] scheme is computed as U 1 U 2 



north



=



U 2 U 1 



‚ east



=



U1 (i, j) + U1 (i, j + 1) 2



Œ‚



Œ



U2 (i, j) + U2 (i + 1, j) 2 (2.52)



and is symmetric. This term is identical (conceptually) to the second term in (2.49). Therefore, any asymmetry in ui uj should be captured by the subgrid stress model. Consider the Taylor expansion of the north ucell stress. Per the sketch in Figure 2.5, let the origin lie at the intersection of the north ucell face and the east vcell faces (x0 , y0 ). Then we have u1 u2 |north (x0 , y0 ) =



1 Z h/2 u1 u2 (x − x0 , y0 ) dx h −h/2



1 Z h/2 = h −h/2



„







∂u1 u2 u1 u2 |(x0 ,y0 ) + (x − x0 ) ∂x (x0 ,y0 ) Ž







(x − x0 )2 ∂ 2 u1 u2 + ... + 2 ∂x2 (x0 ,y0 )



dx







h2 ∂ 2 u1 u2 = u1 u2 |(x0 ,y0 ) + + ... 24 ∂x2 (x0 ,y0 )



(2.53)



33 Similarly, the east vcell advective flux is 



h2 ∂ 2 u2 u1 u2 u1 |east (x0 , y0 ) = u2 u1 |(x0 ,y0 ) + + ... 24 ∂y 2 (x0 ,y0 )



(2.54)



Subtracting (2.54) from (2.53) yields the asymmetry in the surface fluxes which is second order for the uniform grid case, –



u1 u2 |north − u2 u1 |east



™



h2 ∂ 2 u1 u2 ∂ 2 u2 u1 = − + ... 24 ∂x2 ∂y 2



(2.55)



As a simple example (thanks to Alan Kerstein) illustrating that (2.55) is not zero in general, consider the velocity field u1 (x, y) = ax + by , u2 (x, y) = cx − ay ,



(2.56)



where a, b, and c are constants. This field obeys continuity, ∂x u1 +∂y u2 = a−a = 0, but upon substitution into (2.55) yields u1 u2 |north − u2 u1 |east =



h2 [a(b + c)] + . . . 12



(2.57)



If b = c the flow is irrotational (i.e., the vorticity is zero, ωz = ∂y u1 − ∂x u2 = b − c) but the fluxes are still not identically symmetric. 2.3.4



Temporal integration



In this section we outline a time integration strategy that is consistent with the semidiscrete numerical approach. In order to overcome acoustic CFL limitations (i.e., time steps small enough to resolve pressure waves) we employ the projection method of Chorin [12]. The projection is incorporated into the “strong stability preserving” Runge-Kutta explicit time integration schemes of Shu and Osher [79]. These schemes are strong stability preserving only when used in conjunction with total variation diminishing (TVD) spatial schemes, but we retain the “SSP” designation to avoid ambiguity in the coefficients used for higher-order schemes. Following Suresh and Huyhn [82] we first establish the Forward Euler (FE) scheme and then extend the method to the second-order (SSP-RK2) and third-order (SSPRK3) schemes.



34 2.3.4.1



Forward Euler (n)



Let Ui



(n)



(n)



(n)



= [U1 (xu ), U2 (xv ), U3 (xw )]T represent the discrete state of the



flow field at some time, t(n) . Note that here xβ is a discrete space specific to each component per our discussion of the staggered grid arrangement in Section 2.3.2.1. The goal is to find a momentum and continuity preserving time advancement of this state of the form, (n+1)



Ui



(n)



= Ui



—



”



+ ∆t Fia (U(n) ) + Fip + Fid (U(n) ) + Fisgs (U(n) ) ,



(2.58)



where ∆t = t(n+1) − t(n) . (Note that a temporal location for the pressure force has been omitted. Assigning an exact time value to this term is meaningless as its only function is to enforce discrete continuity for whatever scheme someone dreams up. We could have, for instance, decided to integrate the diffusion terms implicitly while still leaving the advective terms in explicit form. Of course, a different pressure field would be required for this situation.) The predictor step generates an update to the momentum equation as follows (note that the pressure term is absent), (n)



U∗i = Ui 2.3.4.1.1



”



—



+ ∆t Fia (U(n) ) + Fid (U(n) ) + Fisgs (U(n) ) .



(2.59)



The pressure projection. Since U∗i does not satisfy the conti-



nuity constraint (2.3), it is projected in the corrector step [12] onto a divergence free space via (subtract (2.59) from (2.58)), (n+1)



Ui



= U∗i − ∆t



δP , δxi



(2.60)



where P is the pressure field (yet to be determined) necessary to satisfy discrete momentum and continuity simultaneously, given the particular FE time advancement. Taking the divergence of (2.60) leads to the Poisson equation for the pressure, 1 δU∗i δ δP = . δxi δxi ∆t δxi



(2.61)



This equation is solved for P and the result is used in (2.60) to update the velocity field. Let the combined steps (2.61) and (2.60), in that order, represent the pressure



35 projection operator, P.



Hence, Ui = P(U∗i ) is the projection of U∗i onto a



divergence free space. 2.3.4.2



SSP-RK2 (Modified Euler)



The RK2 scheme may now be constructed by a linear combination of the FE procedure just outlined. This scheme is also known as the “Modified Euler” scheme. (0)



(n)



Let Ui = Ui , and let Fi (U) denote the advection-diffusion-subgrid (e.g., (2.59)) operator for the predictor. Then "



(1) Ui



=



(0) Ui ∗(1)



Ui



#



δP(1) + ∆t Fi (U ) − , δxi (0)



(2.62)



(0)



= Ui + ∆t Fi (U(0) ) .



(2.63)



Subtracting (2.63) from (2.62) gives, (1)



∗(1)



Ui = Ui



− ∆t



δP(1) . δxi



(2.64)



Note that the superscript on the pressure term is used to denote its stage value, and has no other significance. Taking the divergence of (2.64) gives, ∗(1)



δ δP(1) 1 δUi = . δxi δxi ∆t δxi



(2.65)



So far, things look exactly like the FE procedure. The second stage is derived similarly. Again, we start by writing down the desired update followed by the predictor step for that update, "



(2) Ui



δP(2) 1 (0) 1 (1) Ui + ∆t Fi (U(1) ) − = Ui + 2 2 δxi



i 1 (0) 1 h (1) = Ui + Ui + ∆t Fi (U(1) ) . 2 2 Subtracting (2.67) from (2.66) gives, ∗(2)



Ui



(2)



∗(2)



Ui = Ui



1 δP(2) − ∆t . 2 δxi



!#



,



(2.66) (2.67)



(2.68)



Taking the divergence of (2.68) provides the pressure Poisson equation for stage 2 (note the factor of 2 on the right hand side), ∗(2)



2 δUi δ δP(2) = . δxi δxi ∆t δxi



(2.69)



36 Luckily, the factors of 2 cancel and hence, one may omit the 1/2 in the corrector (2.68) if the 2 is left out of the pressure equation (2.69). 2.3.4.2.2



Order of averaging and projection. A somewhat subtle issue



that can have important consequences for stability is the order of averaging and projection that is chosen when developing a multistage scheme (this was recognized by Stanislav Borodai). Notice that it would have been plausible for us to choose to ∗(2)



define the second stage intermediate value as Ui



(1)



= Ui + ∆t Fi (U(1) ) and then



project this field to be divergence free before averaging to obtain the final velocity field. This is dangerous, however, because it allows any numerical divergence error to propagate. To be clear, one should always average then project in multistep projection methods. 2.3.4.3



SSP-RK3



With the projection established the third-order strong-stability-preserving RungeKutta (SSP-RK3) scheme of Shu and Osher [29, 79] can be written as follows. Let (0)



(n)



Ui = Ui . Then, proceeding from left to right, top to bottom: ∗(1)



(0)



(1)



∗(1)



Ui = Ui + ∆t Fi (U(0) ) , Ui = P(Ui ) , (2) ∗(2) ∗(2) 1 3 (0) Ui = 4 Ui + 4 ∆t Fi (U(1) ) , Ui = P(Ui ) , (0) (3) ∗(3) ∗(3) Ui = 31 Ui + 32 ∆t Fi (U(2) ) , Ui = P(Ui ) , (n+1)



and Ui



(2.70)



(3)



= Ui . 2.3.5



Verification



Lubarsky’s Law of Cybernetic Entomology – “There is always one more bug.” The term verification in CFD refers to the process by which one attempts to remove “bugs” from a computer code. Bugs can be due to both coding errors and unstable algorithms. The implemented numerical scheme must be interrogated to make sure it converges to a solution that is physically reasonable and reasonably accurate. The discrete approximation should be consistent. This means that as the spatial or temporal increment is reduced the discrete approximation will approach the exact derivative or integral operation in the model. One may test the consistency of a scheme by comparing results with analytical solutions. As long as all the terms



37 in the discrete equations are “exercised” this test is arguably the highest level of verification possible [62]. Generally, once a practitioner has experience with this procedure he or she will agree that a code is trustworthy if it passes these tests. In addition to being consistent the temporal integration scheme must be stable, meaning errors in the calculation are not allowed to grow in time as the field evolves. For linear problems consistency and stability are sufficient to ensure convergence of the numerical solution to the exact solution in the limits h → 0 and ∆t → 0. This section examines the consistency properties of the numerical method using exact solutions. Stability will be assessed in Section 2.4. 2.3.5.1



An analytical solution to two-dimensional NavierStokes



In this section we provide a set of nontrivial prescribed functions that satisfy Navier-Stokes (see Appendix B for proof). The functions translate (advect) vortices periodically in space with amplitudes that decay exponentially in time due to viscosity. The goal was to combine an exact solution for the Euler equations from Almgren et al. [1] (where we have corrected a mistake from this reference) with the Taylor-Green (see, e.g., [63]) decaying vortex problem. Let A be an arbitrary amplitude. The fluid viscosity is given by ν, the pressure by p, and the solution to the 2D incompressible Navier-Stokes equations, ∂u + u · ∇(u) = −∇p + ν∇2 u , ∂t



(2.71)



where u = [u, v]T , is given by u(x, y, t) = 1 − A cos(x − t) sin(y − t)e−2νt ,



(2.72)



v(x, y, t) = 1 + A sin(x − t) cos(y − t)e−2νt ,



(2.73)



p(x, y, t) =



−A2 [cos (2(x − t)) + cos (2(y − t))] e−4νt . 4



(2.74)



Note that this solution also satisfies continuity for all time, ∇ · u = 0.



(2.75)



38 2.3.5.2



Spatial terms



Here we wish to confirm proper implementation of the advection-diffusion term in the predictor step of the time advancement (2.59). This means evaluating, e.g., (2.38) and (2.45) using data from the analytical solution and comparing this against the exact flux terms obtained from analytically differentiating (2.72) and (2.73). Note that although this is a 2D solution, it can be rotated to test the flux terms for all three directions. The error plots for the advective and diffusive terms are shown in Figures 2.6 and 2.7, respectively. 2.3.5.3



Time integration



In order to remove the effect of spatial errors the temporal integration scheme was tested with a different problem. The following ordinary differential equation (ODE), du = −νu0 e−νt , dt



(2.76)



u(t) = u0 e−νt ,



(2.77)



with solution,



was numerically integrated using the FE, RK2, and RK3 schemes. The initial condition, u0 , was taken from (2.72) and (2.73) with t = 0. The results are plotted in Figure 2.8. Formally, the error in the temporal update is O(∆tr+1 ) where r is the “order” of the scheme. This is the order of the truncation error for the temporal derivative. Interestingly, the RK3 scheme seems to be fourth order (error ∼ ∆t5 ) for the linear ODE. This fortuitous result is confirmed by Taylor series analysis in Appendix C.



2.4



The implied kinetic energy equation



Conservation of linear momentum and conservation of kinetic energy are not independent laws. Conservation of kinetic energy can be viewed as momentum conservation without directional information. A transport equation for the kinetic energy can be derived by “dotting” the velocity field into the Navier-Stokes (NS) equations, u · NS. Likewise, a “filtered” kinetic energy equation can be obtained by
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grid spacing, h Figure 2.6. Consistency check for the second- and fourth-order advective flux operators.
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grid spacing, h Figure 2.7. Consistency check for the second- and fourth-order diffusive flux operators.
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time step, dt Figure 2.8. Consistency check for the Forward Euler (FE), Modified Euler (RK2), and three stage Runge-Kutta (RK3) schemes.



dotting the LES filtered velocity field into the LES equations, u · LES. Defining the filtered kinetic energy as kf ≡ 21 u · u = 12 ui ui the PDE for the transport of filtered kinetic energy is ∂ (kf uj ) ∂ ∂kf + + ∂t ∂xj ∂xj



‚



Œ



∂kf uj p − ν + ui τijsgs = −εf − Psgs , ∂xj



(2.78)



where the filtered viscous dissipation is defined as εf ≡ 2νS ij S ij ,



(2.79)



and the production of residual kinetic energy is Psgs ≡ −τijsgs S ij .



(2.80)



This is a scalar transport equation. The spatial terms on the left hand side of (2.78) are in divergence form and so their integral vanishes over a periodic domain. For high Re flows the filtered dissipation (2.79) is negligible and the bulk of the energy



41 transfer off the LES grid is due to the residual energy production term, (2.80). This term is written so as to be a sink of filtered kinetic energy when Psgs > 0 and a source when Psgs < 0 (i.e., backscatter). In the literature one will often see this term referred to as the “subgrid dissipation.” This is an unfortunate designation perpetuated from the days of purely dissipative eddy-viscosity subgrid closures. The evolution of the filtered kinetic energy in an LES is implied by the evolution of the momentum field. Numerical schemes for momentum transport that also conserve kinetic energy over a periodic domain in the absence of viscosity and subgrid closure are said to be “energy-conserving” schemes. These schemes are popular for LES because they put the responsibility of residual energy production squarely on the shoulders of the physical subgrid closure.



This allows model



coefficients to be deduced from physical arguments such as equilibrium of residual production and molecular dissipation (e.g., Lilly’s analysis [48]). The seminal work of Morinishi [59] introduced a convenient notation and outlined the properties necessary for spatial schemes to conserve kinetic energy. This work was followed by Ham et al. [30] who studied the temporal integration requirements for kinetic energy conservation. In this section we will build on these concepts and develop the implied discrete kinetic energy equations for the SSP-RK time integration methods when combined with “energy conserving” spatial schemes. This results in supplementary residual-energy-production terms, which may be used to form exact source terms for subgrid-kinetic-energy transport equations. The analysis is also useful for verification of the time integrator (even for nonlinear problems with aliasing error) and shows promise for stability analysis for nonlinear problems. 2.4.1



Morinishi’s semidiscrete analysis



Given the discrete operators (2.34) and (2.35), and additionally g φψ



x1 







x1 ,x2 ,x3



1 φ (x1 + h/2, x2 , x3 ) ψ (x1 − h/2, x2 , x3 ) 2 1 φ (x1 − h/2, x2 , x3 ) ψ (x1 + h/2, x2 , x3 ) , + 2



≡



(2.81)



42 Morinishi [59] derives a set of identities which are useful for analysis of staggeredgrid spatial schemes given in (2.82)–(2.84). Here we restrict our attention to the second-order schemes and so omit the n = 1 distinction on the operators, i.e., δ1 /δ1 x = δ/δx and φ



1x



x



=φ :



x



δφ i δφ = δxj δxj



€



δφ ψ δxj



xj



x Š



€



xi



,



(2.82)



x Š



δ ψφ j δψ = −φ , δxj δxj



(2.83)



δ ψφ j 1 δ  Ý xj  1 δψ φ = ψ φφ + φφ . δxj 2 δxj 2 δxj



(2.84)



These identities are essentially the discrete analogs of commutivity (2.82) and product rule calculus, (2.83) and (2.84), for staggered grids. It is important to note that staggered-grid kinetic energy is defined to be k ≡ 12 (U12 + U22 + U32 ) where the momentum components live at their respective staggered locations. That is, we do not suppose that these velocities need to be interpolated to the pcell location before constructing the energy (this operation would be dissipative). In essence, then, the kinetic energy is the sum of the “energy norms” of each of the velocity components and for an energy-conserving scheme the energy norm of each component is preserved. Morinishi proved that in the absence of viscosity and subgrid closure the semidiscrete kinetic energy evolves by x



x



δU i j U j i dk δP = −Ui − Ui , dt δxj δxi "



xi #



δU 1 δ  xi ß xj  + Ui Ui j = − U j Ui Ui 2 δxj δxj €



x Š



δ PUi i δUi − +P δxi δxi



xi



.



(2.85)



The integrals of the terms in divergence form will vanish over a periodic region and so we can see that the staggered scheme for momentum transport of Harlow and Welch is energy conserving provided that discrete continuity is exactly satisfied. This is a principal advantage of using staggered schemes where exact projections are easily implemented. Collocated schemes are also capable of conserving energy



43 provided an exact projection can be employed. However, collocated schemes typically use approximate projections [1] and will generate energy conservation errors in addition to mass conservation errors. 2.4.2 Ham et al.



Central differencing in time



[30] showed that in order for Morinishi’s analysis to hold for



discrete temporal integration the time derivative in the momentum equation must be centered (e.g., implicit Crank-Nicholson). Here we present a simplified argument that agrees with Ham’s result. The basis for the argument is to recall the basic algebraic relationship, (a + b)(a − b) = a2 − b2 . With this in mind we note that, „



(n+1)



Ui



(n)



+ Ui 2



Ž



(n+1)



Ui



(n)



− Ui ∆t



=



1 2







(n+1)



Ui



(n+1)



Ui



∆t



(n)



(n)



− Ui Ui







=



∆k , ∆t



(2.86)



where ∆k = k (n+1) − k (n) . Hence, the discrete rate of change in kinetic energy is obtained by dotting the right hand side of the discrete momentum equation by (n+1/2)



Ui







(n+1)



≡ Ui



(n)



+ Ui







/2 regardless of the form taken by the right hand side.



Morinishi’s analysis will hold so long as all the velocities on the right hand side of (2.85) are evaluated at the same location in time. Due to (2.86) we require the right hand side to be evaluated at time, t(n+1/2) (along with discrete continuity), for discrete conservation of energy to be obeyed identically. Thus, the Crank-Nicholson implicit scheme conserves energy to within the error tolerance of the implicit solve while schemes with mixed time locations will exhibit computable deviations from exact conservation which we discuss next. 2.4.3



Forward Euler



In order to extend Morinishi’s analysis to temporal schemes that are not time centered we require a new identity: δ  Ýxj  δ € xj Š δ € xj Š δψ ψ ξφ =ξ ψφ + φ ψξ − ξφ . δxj δxj δxj δxj



(2.87)



This is basically the extension of (2.84) for three different scalar components and reduces to (2.84) if ξ = φ.



44 With this, the discrete change in kinetic energy, ∆k = k (n+1) − k (n) , over the time interval, ∆t = t(n+1) − t(n) , is ∆k sgs = TFE − εFE − PFE , ∆t



(2.88)



where the transport is given by ‚



TFE



xj x δ (n) i å (n+1/2) (n) = − Uj Ui Ui δxj x ‹ δ � (n+1/2) i − P Ui δxi δ � (n) (n+1/2) xj ‹ − τ U δxj ij i δ � sgs,(n) (n+1/2) xj ‹ − τ Ui . δxj ij



Œ



(2.89)



All terms are in divergence form and will vanish upon integration over a periodic domain. The molecular dissipation due to the LES-scale velocity field (generally small) is given by (n)



(n+1/2)



εFE = 2νSij Sij where 1 Sij ≡ 2



‚



δUi δUj + δxj δxi



xj



,



(2.90)



.



(2.91)



Œ



Note that for an incompressible fluid the molecular stress in (2.89) can be computed using τij = −2νSij . So far, the discrete terms have looked very similar in form to the continuous PDE for the filtered energy (2.78). The discrete SGS energy production is of particular interest, however, and it is here that we find a significant difference. Notably, new contributions from the discrete advective and pressure terms: sgs PFE



δ � (n) xi (n+1/2) xj ‹ (n+1/2) sgs,(n) δ Ui Uj Ui = − τij δxj δxj " – ™ x # x δ (n+1/2) i (n+1/2) (n) δ (n) i − Ui Ui U + P U . δxj j δxi i (n) −Ui



xj



(2.92)



For exact projections the bracketed terms will be zero to within the error tolerance of the linear pressure solve. To avoid clutter we will drop these terms in later



45 development of the RK schemes. One should be cautioned, however, that these terms are always present if continuity is not exactly satisfied. sgs The physical storage locations for TFE , εFE , and PFE are, perhaps, a bit unclear.



One can easily become buried in the operator notation. Keep in mind that in the same way that the kinetic energy is formed from summing the contributions from each of the staggered component energies so too is each component of the transport equation formed. Figure 2.9 gives a view of the stencil required in 2D. If we wanted to form (2.90), for example, we would first compute the strain rates via (2.91) and these values would live on the faces of the respective staggered control volumes, dots are storage locations for the normal stresses and crosses mark the shear stresses. Notice that no interpolations of the velocity components were necessary (indeed this is the whole point behind our operator notation). From here the overbar operator in (2.90) asks us to average the stresses from the faces to ucell and vcell locations. There will be two interpolations (one for each j) for each of the energy components: i = 1 interpolations are stored at the ucell center and i = 2 interpolations are stored at the vcell. These values are then summed to get the total contribution to the discrete kinetic energy equation. 2.4.4



SSP-RK2



By back substituting the SSP-RK2 stages (Section 2.3.4.2) and using (2.86) one can arrive at the following formula for the discrete kinetic energy, ∆k sgs , = TRK2 − εRK2 − PRK2 ∆t



(2.93)



where the transport is given by ‚



TRK2



Œ



‚



Œ



xj xj x x 1 δ 1 δ (n) i å (n+1/2) (n) (1) i å (n+1/2) (1) = − Uj Ui Ui − Uj Ui Ui 2 δxj 2 δxj 1 δ � (n) (n+1/2) xj ‹ 1 δ � (1) (n+1/2) xj ‹ − τ U − τ U 2 δxj ij i 2 δxj ij i 1 δ � sgs,(n) (n+1/2) xj ‹ 1 δ � sgs,(1) (n+1/2) xj ‹ τ Ui τ Ui − − 2 δxj ij 2 δxj ij 1 δ � (1) (n+1/2) xi ‹ δ � (2) (n+1/2) xi ‹ − P Ui P Ui − . (2.94) 2 δxi δxi
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Figure 2.9. 2D stencil for kinetic energy interpolations. The components of the kinetic energy for the staggered scheme “live” at the respective momentum cell locations. The integrated energy is an “energy norm” of the system.



Here we have taken care to use the average → project scheme which is why the second pressure term has a coefficient of unity. The dissipation rate is εRK2



x x ˜ 1• (n) (n+1/2) j (1) (n+1/2) j + 2νSij Sij , = 2νSij Sij 2



(2.95)



and the SGS production is now 2



sgs PRK2



3



� x x ‹ 1 (n) δ � (n) xi (n+1/2) xj ‹ (1) δ (1) i (n+1/2) j 5 = − 4Ui Uj Ui + Ui Uj Ui 2 δxj δxj 2



1 sgs,(n) δ (n+1/2) U − 4τij 2 δxj i 2.4.5



xj



(n+1/2) sgs,(1) δ + τij U δxj i



xj



3



5.



(2.96)



SSP-RK3



Following suit, the RK3 scheme becomes: ∆k sgs = TRK3 − εRK3 − PRK3 , ∆t



(2.97)



47 where ‚



TRK3



Œ



‚



Œ



xj xj x x 1 δ 1 δ (n) i å (n+1/2) (n) (1) i å (n+1/2) (1) Ui Ui − Ui = − Uj Uj Ui 6 δxj 6 δxj ‚ xj Œ x i 2 δ å (2) (n+1/2) (2) − Uj Ui Ui 3 δxj 1 δ � (n) (n+1/2) xj ‹ 1 δ � (1) (n+1/2) xj ‹ − τ U − τ U 6 δxj ij i 6 δxj ij i 2 δ � (2) (n+1/2) xj ‹ − τ U 3 δxj ij i 1 δ � sgs,(n) (n+1/2) xj ‹ 1 δ � sgs,(1) (n+1/2) xj ‹ − τ Ui − τ Ui 6 δxj ij 6 δxj ij 2 δ � sgs,(2) (n+1/2) xj ‹ − τ Ui 3 δxj ij 1 δ � (1) (n+1/2) xi ‹ 2 δ � (2) (n+1/2) xi ‹ − P Ui − P Ui 6 δxi 3 δxi δ � (3) (n+1/2) xi ‹ . (2.98) − P Ui δxi



The dissipation rate is x x x 1 2 1 (n) (n+1/2) j (1) (n+1/2) j (2) (n+1/2) j + 2νSij Sij + 2νSij Sij , εRK3 = 2νSij Sij 6 6 3



(2.99)



and the SGS production is now 1 (n) δ � (n) xi (n+1/2) xj ‹ 1 (1) δ � (1) xi (n+1/2) xj ‹ sgs = − Ui Uj Ui − Ui Uj Ui PRK3 6 δxj 6 δxj 2 (2) δ � (2) xi (n+1/2) xj ‹ − Ui Uj Ui 3 δxj x x 1 sgs,(n) δ (n+1/2) j 1 sgs,(1) δ (n+1/2) j − τij U − τij U 6 δxj i 6 δxj i x 2 sgs,(2) δ (n+1/2) j U . (2.100) − τij 3 δxj i 2.4.6



Temporal convergence



One of the key messages to glean from the preceding sections is that the kinetic energy evolves in a predictable way. Without even directly solving an equation for the energy we can expect certain behavior. For instance, the rate of convergence will depend on the particular time integration scheme. For Forward Euler it is



48 straightforward to show analytically that the rate is first order. This is confirmed in Figure 2.10 where we have plotted the absolute value of the error in energy accumulation for a given time interval, T . In other words, given that the exact solution would have zero energy change, we plot |k(t = T ) − k(t = 0)| = |N · ∆k| = |T /∆t · ∆k|, where N is the number of steps required to reach T . The system was initialized with an isotropic turbulence field matching a Kolmogorov spectrum (see, e.g., [67]). The FE scheme is unstable and for the chosen time interval, T , the solution “blew up” for time steps larger than the ones presented. Within the same figure we present empirical results for the SSP-RK2 and -RK3 schemes. These results suggest, interestingly, that both are third order, which is a twist from the results for the linear ODE presented in Section 2.3.5.3. From the stand point of the deterministic evolution of a dependent variable the RK2 scheme was second order and the RK3 scheme was fourth order. The implied kinetic energy, however, evolves with third-order error in both cases (an analysis of this observation is a work-in-progress, but preliminary results look promising for confirming this trend). There are two significant differences in these schemes which clearly point out the advantages of RK3: RK3 is more accurate and stable. The first point is apparent from Figure 2.10. For a given error tolerance a larger time step can be taken with the RK3 scheme. For this problem, which is of the more difficult (in terms of energy conservation) that a time integration scheme will encounter, the same error can be achieved with a time step 45% larger if RK3 is used (see thick solid line in Figure 2.10). The other advantage of third order Runge-Kutta schemes in general is that they actually possess a stability region for purely convective problems (see, e.g., [50]). This is evident in Figure 2.11 where we include the sign of the error. The RK2 scheme adds energy to the system (i.e., it is unstable) while the RK3 scheme is dissipative. It should be noted that this dissipation is roughly an order of magnitude smaller than that due to molecular viscosity and so the physical models are still relevant.



49



FE SSP RK2 SSP RK3 dk = dt dk = dt2 dk = dt3



2



10



1



abs(T*dk/dt)



10



0



10



−1



10



−2



10



−3



10



−3



−2



10



10 dt



Figure 2.10. Temporal convergence of the implied kinetic energy equation for SSP-RK schemes up to third order
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Figure 2.11. Kinetic energy stability for energy-conserving SSP-RK2 and SSP-RK3 schemes



50 2.4.7



Verification



Any time a numerical theory can be developed it has potential use as a verification tool. The implied kinetic energy equation behaves deterministically and, as shown in Figure 2.10, will exhibit a known convergence rate in time. When initialized with isotropic turbulence such that all the spatial terms are exercised this is indeed as strong a verification test as any manufactured solution [62]. 2.4.8



Boundary conditions



Inclusion of the transport term (e.g., (2.89)) extends this analysis beyond periodic domains. Inflow and outflow boundary effects can be accounted for with the advective terms and Neumann boundary effects can be accounted for through the stress terms. This analysis is left for future work and is most likely the key step in applying the implied kinetic energy equation to stability analysis for systems with complex geometries.



2.5



Conclusions



The discussions of this chapter form the basis of the finite-volume LES approach used throughout the remainder of this work. Generally, the second-order spatial scheme of Harlow and Welch [31] is combined with the SSP-RK3 scheme of Shu and Osher [79]. This scheme is not identically conservative in kinetic energy due to the dissipative nature of the RK3 scheme. However, an analysis that details the exact rate of dissipation is presented and can be used to enforce total energy conservation via an exact SGS production rate. This analysis also introduces a new verification test and can form the basis of a stability analysis for nonlinear problems with complex geometry.



CHAPTER 3 GENERALIZED ONE-DIMENSIONAL TURBULENCE Physicists come and go, and the problem of turbulence remains. – Albert Libchaber In the spirit of Vebjorn Nilsen’s “ODTN Code Description” [61] (which this author found to be an invaluable resource) the goal of this chapter is to describe the variable-density one-dimensional turbulence (ODT) formulation used in the “LESODT tool kit” in both analytical and numerical (discrete implementation) terms. The formulation is not new per se but rather is a combination of other ODT formulations [3, 43, 41, 94] and optionally includes a baroclinic torque term derived by Shihn [77] which induces buoyancy-driven turbulent fluctuations along a horizontal ODT domain. Hence, to date one will not find this exact formulation in other literature and to distinguish it from various flavors of ODT we will here after refer to this new formulation as “gODT” for “generalized one-dimensional turbulence.” The motivation for developing and adopting a one-dimensional turbulence model is as follows: First, we recognize that the physics of turbulent flow is well established [11, 22, 67]; the mathematical laws governing fluid physics are some 200 years old. Modelling turbulence is challenging, however, because the direct numerical simulation (DNS) of the governing equations quickly becomes computationally intractable (even for modern supercomputers) as the problem size increases, and this problem amplifies more rapidly if chemical reaction (e.g., combustion) is present. The two predominant means of overcoming the scaling problem are the Reynolds



52 averaged Navier-Stokes (RANS) and large-eddy simulation (LES) methods. Both of these techniques, however, filter out the smallest length and time scales of the flow. Capturing the dynamics of these scales is critical for proper treatment of species transport and reaction. The linear eddy model (LEM) was developed by Kerstein [37, 38] to address this problem. This method has been advanced by others (principally Menon [28, 53, 72]) and can be used as a subgrid mixing model for LES. The method has gained popularity and is featured in two prominent texts on modern methods for simulating turbulent combustion [21, 65]. A limitation of LEM, which ultimately prompted the development of ODT, is that the mixing-length scales are sampled from a fixed distribution inferred from the large-scale flow. Therefore, LEM does not possess a mechanism for generating an energy cascade (though it can produce a scalar variance cascade and an energy cascade is implicit in the assumed form of the length-scale distribution) which is a classical feature of turbulence. The philosophy underlying ODT is that the simulation must explicitly represent the smallest scales of motion in both space and time allowing transport (e.g., species diffusion) to be computed using molecular coefficients (this assumption has been relaxed in [74]). As the Reynolds number increases it quickly becomes apparent that the only feasible way to accomplish this is to restrict the domain to a one-dimensional (1D) line. Hence, the “ODT domain” is a discrete set of points along a 1D line that notionally represents a “line of sight” through a fully resolved three-dimensional (3D) flow field (see Figure 3.1). The evolution of the 1D field is governed by an Eulerian transport equation similar to a viscous Burgers equation. In ODT, however, the turbulent fluctuations are introduced through a series of instantaneous rearrangement events that notionally represent turbulent “eddies.” Thus, imagine a viscous Burgers equation with the nonlinear advective term replaced by a stochastic mapping model. The dynamics of the ODT model are responsible for determining the size, location, and temporal distributions of the eddy events. ODT should really be thought of more as a modelling framework than a stationary model. This is evidenced by the number of different “flavors” of ODT
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Figure 3.1. An ODT domain space, y, conceptually stores the scalar components (e.g., u(y)) from a “line of sight” through a fully resolved 3D flow field. In other words, in terms of space and time resolution, ODT is the 1D analog of a DNS.



that have been formulated. The framework can be broken down into three distinct components: (1) a 1D transport equation, (2) a conservative mapping (eddy events), and (3) an event rate distribution. Each of these components has been improved during the course of ODT development. In the following sections we will describe the transport equations, mappings, and event rate distributions as well as their numerical implementation. Those familiar with ODT will note the absence of a discussion of the “large-eddy anomaly” (see, e.g., [39, 41]). The LESODT toolkit provides routines for suppression of large eddies for stand-alone ODT applications. In this work, however, we focus our attention on LESODT coupling and assume that large eddy events will be rejected based on a user specified lmax restriction which roughly corresponds to the smallest length scale resolvable on the LES grid.



3.1



One-dimensional Eulerian transport



In an effort to keep the LESODT tool kit as general and portable as possible it makes no assumptions regarding the transport equation. It does, however, provide a tridiagonal solver for the diffusion equation which is useful for overcoming time step restrictions. In this section we will discuss the equations governing temporal evolution of mass, momentum and energy on a 1D Eulerian domain in the absence of mean advection. In the present formulation advection of ODT scalars by the



54 resolved LES field is handled by the reconstruction procedure (Chapter 5). Hence, there is a temporal splitting whereby the large-scale advection is integrated with a time step commensurate with the large-scale motions. A formulation that addresses the temporal splitting error has been developed by Schmidt [74]. We have opted to continue development of reconstruction approach because of the ease with which it can be incorporated into existing LES formulations and extended to parallel architectures. 3.1.1 3.1.1.1



Constant density momentum transport



The locally isotropic case



For a constant density flow in the absence of mean advection the momentum transport equation reduces to the diffusion equation. The only complication arises in specifying the viscosity coefficient. For high Re flows away from a boundary it safe to assume that the velocity field is isotropic at the dissipative scales. With this in mind the viscosity should be increased by a factor of 3 to account for the terms contributing to the dissipation rate that ODT cannot model (i.e., line-normal derivatives). This assertion is proven in Appendix E. The momentum transport equation is then given by



∂ui ∂ 2 ui = 3ν 2 , ∂t ∂y



(3.1)



where ν is the molecular kinematic viscosity. 3.1.1.2



The anisotropic case



The local isotropy condition breaks down near solid boundaries. The general convention in ODT is to align y with the i = 2 direction. For constant density the Newtonian viscous stress becomes τij = −ν(∂j ui + ∂i uj ). Hence, for the i = j = 2 k y case we should use twice the viscosity in the diffusion equation. The ODT momentum equation is then given by ∂ui ∂τiy =− , ∂t ∂y where τiy =



”



−ν∂y u1 , −2ν∂y u2 , −ν∂y u3



(3.2)



—T



.



(3.3)



55 A systematic study to reconcile these two regimes and provide a clear rule for continuous transition of the coefficient has not been conducted. 3.1.2



Mass transport



A principal advantage of using ODT (or LEM) as a subgrid mixing model in LES is the level of sophistication that can be attained with regard to species transport. Indeed it is hard to imagine any other approach that can account for full multicomponent transport effects at the subgrid level. It is for this reason that we give an account of how species transport is to be treated with our present LESODT formulation even though our validation is limited to incompressible flow. Additionally, the gODT routine in the LESODT tool kit uses a completely general (low-Mach) variable density formulation and so it makes sense to complement the mapping transformations with a sophisticated transport equation. The following discussion generally follows the approach and notation of [85]. One-dimensional mass conservation for an inert species α is given exactly by ∂ρα ∂nα + = 0, ∂t ∂y where ρα [=]mass of α/unit length is the mass density of species α (ρ =



(3.4) P α



ρα ) and



nα [=]mass of α/unit time is the mass flux of α in direction y (during its temporally split evolution in LESODT the ODT line is treated as a closed domain and so no flux normal to y is permitted). The species velocity (in the y direction), uα , is defined such that nα = ρα uα (no summation over α). The total flux of α can be decomposed using a mass averaged velocity, ue ≡



P α



ρα uα /ρ, such that nα = ρα ue + ρα (uα − ue).



The latter term defines the diffusive flux of α relative to the mass average velocity and (uα − ue) defines the diffusion velocity of α. Notice that the so-called mass averaged velocity (in the terminology of [85]) is also known as the Favre filtered velocity and, conceptually, is the quantity that results from the solution of the variable density Navier-Stokes equations. With these definitions species continuity can be recast exactly as ∂Jα ∂ρα ∂ρα ue + =− , ∂t ∂y ∂y



(3.5)



56 where Jα ≡ ρα (uα − ue) = ρα udiff α . By construction we have



P α



(3.6)



Jα = 0. Hence, summing the species mass conservation



equations yields the continuity equation, ∂ρ ∂ρue + = 0. ∂t ∂y



(3.7)



It follows that only n − 1 of the species equations are independent. We now turn to methods for approximating the diffusive flux. 3.1.2.1



Fick’s first law



For binary mixtures, multicomponent mixtures where a single component is in large excess, mixtures for which all binary diffusivities are equal, and for problems with species α diffusing through n − 1 stagnant species we may use Fick’s first law for the diffusive flux, Jα = −Dαn



∂ρα , ∂y



(3.8)



where Dαn is the binary diffusion coefficient of species α in species n (see, e.g., [6, 69, 85] for the details of estimating binary diffusivities). For dilute mixtures n is considered to be in excess. The ODT transport equation for species α is then given by



∂ρα ∂ 2 ρα = Dαn 2 . ∂t ∂y



(3.9)



This equation is solved for n − 1 species on the ODT line. The nth species density may be obtained at any time by ρn = ρ −



Pn−1 1



ρi . Turbulent advection is to be



modelled by eddy events and in our formulation the reconstruction step accounts for mean advection. 3.1.2.2



Mixture-averaged diffusivity



The assumptions stated above at the beginning of Section 3.1.2.1 are limiting cases of what is known as the “effective diffusivity method” or “pseudo-binary



57 approximation” [85]. The general approach assumes that the diffusive flux of α is only proportional to its own concentration gradient, Jα = −Dα,eff



∂ρα . ∂y



(3.10)



This approximation does not allow for multicomponent transport effects like osmotic diffusion, diffusion barriers, or reverse diffusion. It does, however, allow for differential diffusion. This is of particular interest in combustion where, for example, tracking hydrogen ions, which can diffuse through flame fronts much faster than other species, may be important. Several methods are available for estimating effective diffusivities. A commonly used formula, though technically valid only for the n − 1 stagnant species limiting case, is the method of Wilke (see [85]), given by Dα,eff =



1 − xα n P



,



(3.11)



(xβ /Dαβ )



β =1 α 6= β



where xα are species mole fractions. At this point a word of caution is in order. Even for simple examples [85] illustrates that various methods for estimating the effective diffusivity vary by a factor of 2! In essence, except for the limiting cases, the effective diffusivity method can only be expected to yield first-order differential diffusion effects and in fact may even give the wrong sign for the flux and therefore may not even be qualitatively correct.



If capturing differential diffusion effects is of primary importance we



recommend using a full multicomponent treatment, which is discussed next. 3.1.2.3



Multicomponent mass transfer



A complete description of full multicomponent mass transfer is well beyond the scope of this work (the reader is referred to [85]). It is, however, an important aspect of modelling complex chemical systems and deserves some attention. Luckily, the bulk of the work for implementing multicomponent transport has been done by the CHEMKIN and (the OpenSource equivalent) CANTERA packages. Here we



58 simply wish to cast the ODT transport equations in a form amenable to use of these codes. The generalized form of Fick’s law is Jα = −



n−1 X β=1



Dαβ



∂ρβ . ∂y



(3.12)



Here it is to be emphasized that the matrix of Fickian diffusivities, Dαβ (which is square, n − 1 × n − 1, and in general nonsymmetric), is not composed of the binary diffusivities, Dαβ . The Fickian matrix is reference frame dependent, composition dependant and even dependent on the ordering of the species! The Fickian matrix can be obtained from the binary matrix via a linear solve. This operation can be performed by the CANTERA package given the state of the system. One may expect such an approach to be expensive. An alternate and in many ways more satisfying view of multicomponent mass transfer is obtained from the Maxwell-Stefan relations: n X ∂ρα (ρα Jα − ρβ Jβ ) = . ∂y ρDαβ β=1,β6=α



(3.13)



Here the binary diffusivities are physically interpreted as a drag coefficient between species. Given the chemical state, [ρα , T ], and the grid spacing (in order to compute gradients) the transport package will return the diffusive flux, Jα , at a given control volume face using full Maxwell-Stefan transport. Note, however, that the linear solve is not avoided. Based on the above considerations it makes the most sense to cast the ODT diffusive transport equation in the exact flux form, ∂Jα ∂ρα udiff ∂ρα α =− =− . ∂t ∂y ∂y



(3.14)



In the context of an explicit time integration scheme the Maxwell-Stefan approach becomes quite natural. On the other hand it is difficult to quantify a diffusive CFL without an explicit diffusivity and thus stability may become an issue. Alternatively, one may choose to cast the flux in terms of the diffusive velocity (far right term of (3.14)). The Fickian form lends itself more readily to an implicit



59 formulation. However, one should be cautioned that the common practice of using a backward-Euler implicit scheme to overcome the CFL limitation, while relatively easy to implement, is only first-order accurate and the error will likely completely swamp any detail gained from the rigor of the multicomponent formulation. This is, perhaps, the main reason the effective diffusivity method is still commonly used in practice. 3.1.3



Thermal diffusion



To this point we have concerned ourselves only with isothermal systems. In combustion we must also account for the effect of thermal mass diffusion, the Soret effect (temperature gradients act as a secondary driving force for mass diffusion causing lighter species to diffuse from low- to high-temperature regions and heavier species to diffuse from high- to low-temperature regions [89]). The diffusive flux of the preceding sections, e.g., (3.12), is augmented as follows: Jα = −



n−1 X β=1



Dαβ



1 ∂T ∂ρβ − DαT , ∂y T ∂y



(3.15)



where T is the temperature and DαT is the thermal diffusion coefficient, which may take on negative values [89]. 3.1.4



Passive scalars



We have seen that certain situations lend themselves to simplified transport equations. When the scalars being transported do not affect the flow field they are said to be passive. An example of some interest to ODT is oceanic modelling. Here salinity (salt concentration) and temperature can be treated as passive scalars, roughly (actually, we invoke the Boussinesq approximation whereby variation in density is only retained in the gravity term). The salt concentration is modelled with Fick’s first law assuming a constant diffusivity, ∂ρs ∂ 2 ρs = Ds 2 , ∂t ∂y



(3.16)



where Ds is the binary diffusivity of NaCl in H2 O. The temperature is modelled with Fourier’s law of heat conduction, which is the thermal analog of Fick’s law,



60 ∂T ∂ 2T =κ 2 , ∂t ∂y



(3.17)



where κ = k/(ρCp ) is the thermal diffusivity with k being the thermal conductivity of the mixture and Cp the constant-pressure heat capacity. Simply accounting for the difference in thermal and species diffusivity, when combined with the eddy event model, is enough to uncover interesting phenomena such as the thermohaline staircase [39]. 3.1.5



Variable density and reacting scalars



Simply put, variable density transport with chemical reaction is still an open research issue in ODT. The principal cause of strife comes in devising ways to handle volumetric expansion from heat release at a constant pressure. This is because the ODT domain is typically thought of as a constant volume system. Efforts to simulate combustion in stand-alone ODT [20, 33] have employed various combinations of re-gridding strategies and pressure dilatation models to account for the expansion. Dealing with this issue is well beyond the scope of this study, but we feel it is important to call attention to the problem. It is not clear how the volumetric expansion issue is to be handled with the reconstruction methods proposed in this work (see Chapters 4 and 5).



Techniques to preserve scalar



correlations and realizability, however, are in development.



3.2



Eddy events



The one-dimensional “eddy event” is the signature component of the ODT model and is the feature responsible for relaxing the three-dimensional-space resolution requirements needed to accommodate Navier-Stokes physics. An eddy event includes a 1D mapping and subsequent kernel transformations designed to mimic 3D physical processes and to preserve mass, momentum, and energy on the 1D domain. In this section we first describe the particular mapping used in ODT, the “triplet map.” We then discuss kernel transformations for “vector ODT” which physically represent pressure-induced redistribution of energy among velocity components during an eddy event [41]. Conservation of momentum requires an additional kernel



61 transformation for the variable-density formulation [3]. The transforms presented here account for gravitational potential energy without invoking the Boussinesq approximation making this formulation well suited to handle the large density fluctuations encountered in combustion. 3.2.1 3.2.1.1



The triplet map



The continuous triplet map



The triplet map maps a field, u(y), to u(f (y; y0 , l)), where 8 > > 



f (y; y0 , l) = y0 + > > :



3 (y − y0 ) 2l − 3 (y − y0 ) 3 (y − y0 ) − 2l y − y0



for y0 ≤ y ≤ y0 + 31 l for y0 + 13 l ≤ y ≤ y0 + 23 l for y0 + 23 l ≤ y ≤ y0 + l otherwise.



(3.18)



This mapping is the simplest of a class of mappings that are both measure preserving (i.e., preserve integral mass, momentum, and energy) and continuous [41]. The triplet map itself is piecewise differentiable. Due to continuous integration of the diffusion equation, however, the ODT field remains continuously differentiable (i.e., molecular transport immediately suppresses the derivative discontinuity). The map is parameterized by y0 and l which, respectively, represent the position and length-scale of a notional “eddy” acting on a 1D field. For convenience, the position is arbitrarily taken to indicate the starting location of the eddy. To simplify notation we will, henceforth, suppress the explicit parameter dependence on the mapping; f (y; y0 , l) will be written as f (y). The triplet map mimics the characteristics of the stretching and folding processes inherent to turbulent flows. There is a local reduction of length scales, the local strain is increased geometrically, and scalar level crossings are increased (the 1D analog of surface-area increase for a 3D flow). Conceptually, the mapping takes the field on the interval [y0 ,y0 + l] and compresses it to one-third its original extent. Three copies of the compressed field are used to replace the original field. The middle copy is then inverted to maintain continuity (see Figure 3.2). This interpretation is useful when designing the discrete implementation of the map.



62 3.2.1.2



The discrete triplet map



As is typically the case, the numerical implementation of the mapping is not as straightforward as the continuous description would suggest. Care must be taken to ensure that the desired conservation laws are obeyed. This is accomplished, following Nilsen [61], by requiring the number of points spanning the eddy (ke in gODT) to be a multiple of 3. The discrete mapping is then defined to be 8 > > 



f(j) = j0 + > > :



3(j − j0 ) 2(ke − 1) − 3(j − j0 ) 3(j − j0 ) − 2(ke − 1) j − j0



for j0 ≤ j ≤ j0 + ke/3 − 1 for j0 + ke/3 ≤ j ≤ j0 + 2ke/3 − 1 for j0 + 2ke/3 ≤ j ≤ j0 + ke − 1 otherwise. (3.19)



The measure preserving property holds by construction because (3.19) is simply a permutation of discrete fluid elements. Figure 3.3 shows an example of a mapping with 9 discrete points (ke = 9). For illustration the original field is linear but this need not be the case. Notice that the end points of the eddy do not move. That is, f(j0 ) = j0 and f(ke) = ke (in general, f(j0 + ke − 1) = j0 + ke − 1, but in the example j0 = 1). For this reason we consider the eddy length scale to be l = (ke − 1)h where h is the uniform ODT grid spacing. Note that this interpretation is slightly different than Nilsen’s [61] who assumes l = ke h. As long as one is consistent throughout the development of the discrete formulation this difference is minor and is theoretically accounted for by the factor discor (the discrete correction, discussed below) applied to the rate constant. 3.2.1.3



Resolution requirements



The form of the discrete mapping given by (3.19) implies that the resolution requirements for ODT are such that h ≤ η/6 where η is the Kolmogorov length scale. This is because a mapping with ke = 3 does not change the field and ke = 6 is the next available multiple of 3. This calls into question the grid independence of a simulation with resolution h = η/6. It should be noted, however, that the smallest eddies have little effect on transport but have a significant effect on dissipation. This has implications for LES/ODT coupling. In a high Reynolds number (Re) LES at some scale the eddies are small enough that they have little influence on the LES
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Figure 3.2. The triplet map viewed as a compression, copy, and inversion
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Figure 3.3. The discrete triplet map with ke = 9. The dotted lines show transformation of a continuous field with a size l = (ke − 1)h mapping.



64 subgrid transport and it is permissible to use an eddy viscosity to characterize the dissipation instead of resolving the ODT field to the smallest scales. This is implemented in Schmidt et al. [73] and discussed further in Chapter 6. In the present study the effect of ODT grid resolution has the most impact on the empirically tuned value of the viscous cutoff parameter. 3.2.1.4



A contiguous discrete mapping



There is an equivalent implementation procedure for the triplet map which permits a contiguous sampling of the eddy sizes (i.e., ke need not be a multiple of 3). Though the conservation properties do not hold in general, the procedure shown here is useful for implementation of the “subinterval evaluation” method of large-eddy suppression needed for variable-density stand-alone ODT [3]. Consider, for example, that we sample an eddy of size ke = 15 in stand-alone ODT. This is permissible since 15 is divisible by 3. In the subinterval evaluation method (see [3] for a detailed discussion) we are required to evaluate the probabilities of each subsection of the eddy, which in this case means evaluating an eddy of size ke = 5. The mapping given by (3.19) does not work in this case. Instead we use the following procedure: Write the indices of the discrete domain out in ascending, then descending, and then ascending order without repeating an index. Keeping the first index fixed select every third index as the mapping. For our example we have j = [1 2 3 4 5]. So, we write 1 2 3 4 5 4 3 2 1 2 3 4 5. The mapping is then f(j) = [1 4 3 2 5]. In this case (ke = 5) this procedure is conservative since no index was omitted or repeated. This will not hold in general, however. Consider the cases ke = 7, 8, 9, 10 and 11. As the size of the map increases it becomes convenient to “fold” the indices and patterns emerge. Note that in the sequences below the first line is to be read from left to right, the second line from right to left, and the third again from left to right. The map is defined by selecting the first and then every third index (while following the left-to-right then right-to-left flow):



65 1 2 3 4 5 6 7 1 2 3 4 5 6 2 3 4 5 6 7 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10 11 1 2 3 4 5 6 7 8 9 10 2 3 4 5 6 7 8 9 10 11 Notice that the ke = 9 sequence is identical to (3.19) and is measure preserving. The ke = 12 map will follow the same pattern as the ke = 9 map. The patterns indicate that, in fact, discrete maps of size ke = 3i − 1 are also conservative (i ≥ 2 is a positive integer) while maps of size ke = 3i + 1 are never conservative (the size 7, 10, 13,... maps follow the same pattern). 3.2.2



Kernel transformations



The triplet map is measure preserving, which means that all integral properties (e.g., mass, momentum, and energy) are the same before and after application of the map. In particular, the kinetic energy is conserved, which is a desirable property because eddy events physically model the inviscid advection process. For variable density flows, however, if the ODT domain is oriented vertically we must consider that the total energy is to be conserved by the map and hence the gravitational potential energy must be taken into account. Either the density field is stably stratified and inhibits events or the density field is unstably stratified and induces events. Whatever the case, if an event is deemed to occur (it will be allowed only if there is enough kinetic energy to overcome the change in gravitational potential) we must have an equal exchange between kinetic and potential energy. An ingenious method to handle this problem was introduced by Wunsch [94]. He suggested



66 adding a kernel transformation to the mapping procedure. Essentially the kernel is a wavelike function that adds or subtracts kinetic energy from the eddy segment based on the amplitude of the wave. Though historically the kernel was introduced to deal with potential energy the developers of ODT quickly found other uses for the concept. Based on rules for partitioning the kinetic energy among velocity components one can include an element of three-dimensionality to the 1D model. The so-called “pressurescrambling” model provides for a more realistic picture of an “eddy” whereby correlated motions quickly become randomly oriented structures. This is the ODT analog of “return-to-isotropy” principles invoked in many RANS closures [41, 67]. For the full variable density treatment (i.e., without the Boussinesq approximation) kernel transformations are also needed to achieve momentum conservation [3]. Inclusion of this variable density formulation with the latest buoyant formulation of ODT [43] has not yet been presented. We will do so here. Additionally, we will consider the full range of kinetic energy partitioning whereas [43] chooses one preferred value. 3.2.2.1



Vector (a.k.a. Neapolitan) ODT



Here we give an account of the salient features of the vector ODT paper [41]. Though the ODT tool kit provides for the general formulations to follow, these formulations reduce to vector ODT in the constant density case. Since validation of the LESODT approach in Chapter 4 is limited to incompressible flow it is worthwhile to introduce the kernel transformations and pressure-scrambling model in this context. In vector ODT all three components of the velocity field are carried by the ODT line. An eddy event maps the velocity component i as follows: ui (y) → ui (f (y)) + ci K(y) ,



(3.20)



where the kernel is defined to be K(y) ≡ y − f (y). A plot of the kernel function is given in Figure 3.4. Roughly speaking, adding a kernel function with amplitude
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Figure 3.4. The kernel function defined as K(y) ≡ y − f (y): The left plot shows the triplet map, f (y) (solid line) of the linear field y (dotted line). The right plot is the difference between y and f (y) (i.e., the kernel definition). equal to the mean strain of velocity component negates the effect of the triplet map. For a linear velocity field there is exact cancellation (see Chapter 6). To determine values for the kernel amplitudes we start by writing down the kinetic energy change for a given component due to the mapping and subsequent kernel transformation (in this section from here on we will assume a mapping event to include the kernel transform), — 1 Z y0 +l ” ρ0 (ui (f (y)) + ci K(y))2 − ui (y)2 dy y0 2 — 1 Z y0 +l ” ρ0 = ui (f (y))2 + 2ci ui (f (y))K(y) + c2i K 2 (y) − ui (y)2 dy y0 2 Z y0 +l Z y0 +l 21 = ci ρ0 ui (f (y))K(y) dy + ci ρ0 K 2 (y) dy y0 y0 2 2 (3.21) = ci ρ0 l2 ui,K + c2i ρ0 l3 , 27



∆Ei =



where in going from the second to third step we have used the fact that the triplet map conserves kinetic energy,



R y0 +l y0



[u(f (y))2 − u(y)2 ] dy = 0. In the final step we



introduced the following definition to the first term, ui,K ≡ Here



1 l2



1 l2



Z y0 +l y0



ui (f (y))K(y) dy .



(3.22)



premultiplies the integral so that ui,K retains units of velocity. The second



term in the last step of (3.21) results from the identity



R



K 2 (y) dy =



4 3 l 27



(see



68 Appendix D). Note that the kernel amplitude, ci , has units of time−1 . The energy change relation is then an expression of the extensive property change, Ei = 12 mu2i , where m is the total mass within an eddy interval. Note that ρ0 [=] mass/unit length is the constant density on the ODT line. In the ODT literature one often sees (3.22) expressed equivalently by (see Appendix D) ui,K



4 = 2 9l



Z y0 +l y0



ui (y) [l − 2(y − y0 )] dy .



(3.23)



The utility of this expression depends on the numerical implementation of ODT. If one follows Vebjorn Nilsen’s approach it is better to leave the kernel velocity measure in the form of (3.22). Then the discrete kernel is easily obtained via K(j) = j − f(j). Recalling that l = (ke − 1)h, where ke is the discrete number of points in the eddy (a multiple of 3), in gODT the kernel velocity is computed by ui,K



1 = (ke − 1)2



j0 +ke−1 X



ui (f(j))K(j) .



(3.24)
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The kernel amplitude is then determined from the solution of the quadratic equation (3.21), ci =
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(3.25)



If no pressure scrambling is desired (i.e., ∆Ei = 0) we should have ci = 0 and we recover the original (“vanilla”) ODT formulation [39] without kernel transformations. This requirement alleviates the sign ambiguity on the sqrt term. That is, we take sign(ui,K ). 3.2.2.1.1



The pressure scrambling model. We have yet to mention how



we will determine the change in energy. In the absence of potential energy we are bound by the constraint that the energy exchanged between components must sum to zero,



P i



∆Ei = 0. Additionally, as might be intuitively obvious, but if



not can be discerned from the quadratic form of (3.21), there is limited amount of energy that can be extracted from a given component. A plot of ∆Ei vs. ci from



69 (3.21) is a parabola with positive curvature (i.e., a bowl). This is illustrated for the linear-velocity-field case in Figure 6.4. The maximum amount of energy that can be extracted from component i is readily obtained by differentiating (3.21) with respect to ci (see Appendix D) and historically is given the symbol Qi , Qi ≡ − ∆Ei |max = If the constraints



P i



27 ρ0 lu2i,K . 8



(3.26)



∆Ei = and ∆Ei ≥ −Qi are to be met and if we require our



formulation to be invariant under an exchange of indices (90 degree rotations of the reference frame) then the energy change for i is given by a symmetric transformation of Qi . That is, ∆Ei = αTij Qj (summation implied) and Tij is symmetric. We define the transformation matrix to be 2 6



Tij ≡ 6 6 4
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(3.27)



This makes the physically realizable range for the free parameter α ∈ [0, 1]. In other words, α is the fraction of maximum allowable energy that is to be exchanged. Notice that by setting α = 0 we recover vanilla ODT. Also, α = 2/3 results in equipartition of energy in the pressure scrambling model. This is the physically preferred value, as discussed by Kerstein [43], even though the α = 1 case (i.e., maximum energy exchange) was explored in [41] with satisfactory results. Inserting (3.26) into (3.25) yields our final result for the kernel amplitude in Neapolitan ODT, ‚



q 27 ci = − ui,K + sign(ui,K ) u2i,K + αTij u2j,K 4l
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(3.28)



Transformations in a potential field



In this section we extend the vector formulation to account for gravitational potential energy. We basically follow the path presented in [43] which itself is the vector extension of [94]. Hence, we retain the Boussinessq approximation and only account for variable density in the gravitational term. A minor difference between



70 previous formulations and the one presented here is that here we will provide a framework to allow the full range of α ∈ [0, 1]. Conservation of energy now implies



P i



∆Ei + ∆Eg = 0, where ∆Ei is still



defined by (3.21) and the change in potential energy is given by ∆Eg = −g



Z y0 +l y0



(ρ(f (y)) − ρ(y)) y dy ,



(3.29)



where, if the ODT line is aligned vertically, g = −9.8 m/s2 . Wunsch [94] makes the keen observation that R y0 +l y0



R y0 +l y0



(ρ(f (y)) − ρ(y)) y dy =



4 R y0 +l 9 y0



ρ(y) (l − 2(y − y0 )) dy =



ρ(f (y))K(y) dy. Similarly to (3.22) we then define 1 ρK ≡ 2 l



Z y0 +l y0



ρ(f (y))K(y) dy .



(3.30)



In order to eventually solve a quadratic equation for each component of the kernel amplitude we must make some assumption about how the gravitational energy is to be partitioned. To this end the total energy change of component i is now written as ∆Eitot = ci ρ0 l2 ui,K + c2i



2 ρ0 l3 − βi gl2 ρK . 27



(3.31)



The only mathematical requirement is that the partitioning coefficients, βi , sum to unity. The physical requirement is



P i



∆Eitot = 0.



Regarding availability of kinetic energy to exchange among components, the same constraints hold, ∆Eitot = αTij Qj . Therefore, the kernel amplitude which conserves total energy can be computed by s
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(3.32)



Up to this point we have assumed the coefficients βi to be independent of α. If we assume that the gravitational potential is partitioned in the same proportions as the available kinetic energy then we arrive at the follwing expression for the gravitational partition,



u2i,K + αTij u2j,K βi = . P 2 j uj,K •



Notice that for α = 2/3 we have βi =



1 3



1 3



1 3



˜T



(3.33) and we directly recover the



relationship developed in [43]. It should be noted that although the gODT code



71 optionally accounts for the full range of α, a simple switch in the argument list invokes the α = 2/3 formulation, which is coded to run more efficiently. 3.2.2.3



Variable density formulation



When the the Boussinesq approximation is dropped one must take measures to ensure conservation of linear momentum during an eddy event. This issue was discovered by Ashurst [3] who came up with the following elegant solution. The mapping transformation now includes an additional kernel, ui (y) → ui (f (y)) + bi J(y) + ci K(y) ,



(3.34)



where J(y) ≡ |K(y)| = |y − f (y)|. Linear momentum conservation implies Z y0 +l y0



ρ(f (y)) [ui (f (y)) + bi J(y) + ci K(y)] dy −



Z y0 +l y0



ρ(y)ui (y) dy = 0 ,



(3.35)



which, due to the measure preserving property of the triplet map, reduces to (note that we may drop the explicit integral limits because by definition of the kernels the integrals vanish outside the eddy domain) Z



bi



Z



ρ(f (y))J(y) dy + ci



ρ(f (y))K(y) dy = 0 .



(3.36)



We then find that momentum conservation is obeyed if the kernel amplitudes are related by bi = where, as usual, 1 ρK ≡ 2 l



Z



1 ρJ ≡ 2 l



Z



and



ρK ci = Aci , ρJ



(3.37)



ρ(f (y))K(y) dy ,



(3.38)



ρ(f (y))J(y) dy .



(3.39)



72 The change in kinetic energy for a given component is now given by Z



∆Ei = bi + ci
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(3.40)



Using (3.37) and noting J 2 (y) = K 2 (y), after some manipulation we arrive at ∆Ei = Pi ci + Sc2i ,



(3.41)



where a ton of definitions are needed: Pi ≡ l2 (ui,ρK − Aui,ρJ )   3 1 2 S ≡ l (A + 1)ρKK − AρJK 2 Z 1 ui,ρK ≡ 2 ρ(f (y))ui (f (y))K(y) dy l 1Z ui,ρJ ≡ 2 ρ(f (y))ui (f (y))J(y) dy l 1Z ρKK ≡ 3 ρ(f (y))K 2 (y) dy l 1Z ρJK ≡ 3 ρ(f (y))J(y)K(y) dy . l 3.2.2.3.2



(3.42) (3.43) (3.44) (3.45) (3.46) (3.47)



Variable density pressure scrambling. The maximum avail-



able energy, expressed in the variable density notation, is given by (obtained by differentiating (3.41) with respect to ci ) Qi ≡ −∆Ei |max =



Pi2 . 4S



(3.48)



With ∆Ei = αTij Qj , solving (3.41) for ci yields È



Pi2 + 4S∆Ei 2S È −Pi ± Pi2 + αTij Pj2 . = 2S



ci =



−Pi ±



(3.49)



73 To complete the algorithm bi is then obtained from (3.37) and the velocity field is mapped per (3.34). In some ways, even though more definitions are required, the variable density formulation is cleaner than the original vector form. 3.2.2.3.3



Inclusion of the gravity term. Here we account for the gravi-



tational potential in the variable density pressure scrambling model. This combination of formulations is new and awaits applications like combustion to test its utility. Following the train of thought from Section 3.2.2.2 the potential energy is added to the kernel formula with a partition coefficient, –



™



q 1 ci = − Pi + sign(Pi ) Pi2 + αTij Pj2 + 4βi Sl2 gρK , 2S



(3.50)



Pi2 + αTij Pj2 βi = . P 2 j Pj



(3.51)



where



This is the form of the model that is coded in gODT. The density is passed in as a 1D array and the formulation reduces to vector ODT if this array is constant.



3.3



The event rate distribution



The previous section discussed what happens to a scalar or vector field that undergoes an eddy event. We now turn to the issue of deciding when and where these events will occur and how big the eddies will be. 3.3.1



Mixing length theory



The essential physics governing the eddy implementation process is embodied in Prandtl’s mixing length theory (see [92] for an in depth discussion). The inherent limitation of classical mixing length theory is that a single mixing length parameter must be specified a priori. For example, in the Smagorinsky model [80] the length scale is assumed to be proportional to a filter width, l ∼ ∆. Hence, Cs ∆ is the constant length scale parameter of the Smagorinsky model, where Cs is the “Smagorinsky constant.” Note that the dynamic version of the Smagorinsky model [24] allows for a variable length scale (through variation of Cs ). The success of the dynamic model is largely attributable to this fact.



74 Indeed turbulence is characterized by a spectrum of length scales. For each length scale, l, we may assign a characteristic velocity scale, u, and time scale, τ . Roughly speaking, τ is the amount of time it will take for an eddy of size, l, to turn over and u is roughly the average velocity of a particle trapped inside the eddy. The characteristic scales are related by u∼



l . τ



(3.52)



The symbol ∼ is to be read, “scales like.” Hence, the velocity scales like a length over a time. Frankly, it is amazing how much information can be inferred from this simple relation. In mixing length theory we consider the “turbulent diffusivity,” that is, the local rate of dispersion due to random turbulent motions, Dt , to scale like u l. Hence, Dt ∼ l2 /τ . Typically, one specifies l and models 1/τ by |S|, which is a measure of the local strain rate of the fluid motion. ODT basically follows the same path except that it recognizes that the turbulent diffusivity results from the sum of contributions from all scales of motion and, as we will see, it becomes advantageous to determine the time scales from energetics instead of kinematics. 3.3.2



Kolmogorov 1941 theory



Perhaps the most important theory in turbulence is Kolmogorov’s 1941 theory [45]. There are two results from this theory that will be of interest to us in this work: Reynolds number scaling and the -5/3 law. A Reynolds number based on the local length and velocity scales is defined as Rel ≡ u l/ν where ν is the kinematic viscosity. The rate of dissipation of kinetic energy due to viscous forces (conversion of kinetic energy, k, to thermal energy due to friction) is given the symbol ε = dk/dt and roughly scales like u2 /τ ∼ u3 /l. Kolmogorov’s first similarity hypothesis states (see [67]): Kolmogorov’s first similarity hypothesis: In every turbulent flow at sufficiently high Reynolds number, the statistics of the small-scale motions have a universal form that is uniquely determined by ν and ε.



75 Based on this statement and dimensional arguments Kolmogorov defines the smallest scales of motion (roughly where dissipation is strongest) as η≡



‚ 3 Œ1/4 ν
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(u l/Rel )3 u3 /l



Œ1/4



,



(3.53)



and we find that the length-scale range varies like l 3/4 ∼ Rel . η



(3.54)



Kolmogorov’s second similarity hypothesis: In every turbulent flow at sufficiently high Reynolds number, the statistics of the motions of scale l in the range l0 À l À η have a universal form that is uniquely determined by ε, independent of ν. This second statement is the basis of what is referred to as the “inertial subrange.” That is, the scales l0 À l À η belong the the inertial subrange and l0 is referred to as the “integral length scale.” Scales of motion larger than l0 are influenced by initial and boundary conditions and contain a vast portion of the energy in the flow. It is the task of LES to model these motions and leave the universal inertial range motions in the hands of cheaper models like ODT. As a validation of our models we will be comparing energy spectra between the simulations, data, and theory. The energy spectrum, E(κ), also referred to as the spectral energy density, gives the amount of spectral energy within a wavenumber band, dκ. The energy density has units of m3 /s2 and the wavenumber has units of 1/m. It follows from dimensional arguments and Kolmogorov’s second hypothesis that the energy density in the inertial range has the form, E(κ) = CK ε2/3 κ−5/3 ,



(3.55)



where CK ≈ 1.5 is the empirically determined Kolmogorov constant (see, e.g., [67]). 3.3.3



Event rate density



The eddy event rate (number of eddies per second per unit length) is assumed to be proportional to the inverse of an eddy time scale. Eddies of different size and



76 location have different turnover times and hence different event rates. The event rate density is (by dimensional arguments) defined to be, λ(t; y0 , l) ≡



1 events [=] , l2 τ (t; y0 , l) location × size × time



(3.56)



where τ is the eddy time scale. The number of events per second, for eddies located between y0 and y0 + dy0 , in the size range l to l + dl, is therefore, λ(t; y0 , l) dy0 dl. 3.3.4



Energy-based time scale



Much of the physics in the ODT model is subsumed in determination of the time scale. The vanilla version of ODT simply used the inverse strain rate [39]. This form became problematic when considering buoyant flows, however, and a model based on eddy energetics was adopted. It can be noted that the energetic interpretation recovers the strain rate form (with a multiplicative constant) for a linear velocity field. This is shown in Chapter 6. Recalling (3.52), an “eddy energy” can be constructed dimensionally from the characteristic length and time scales by, ‚ Œ2



1 1 l E ∼ mu2 = ρ0 l 2 2 τ



,



(3.57)



where m is mass and hence ρ0 has units of mass per unit length. As we will be using the time scale in (3.56) it is convenient to rearrange (3.57) to 1 =C τ



s



2E , ρ0 l3



(3.58)



where we have introduced the proportionality constant, C, the first ODT model parameter (hereafter referred to as the “eddy rate constant”). The eddy’s energy potential, E, is a measure of its kinetic energy plus contributions from other sources such as gravity, which may be a source or sink of potential energy, and viscosity, which is always a sink of potential energy. The eddy’s energy potential must be greater than zero if we are to consider the eddy for implementation. Our task is to generate a model for the eddy energy potential, E = Ekin + Egrav − Evisc .



(3.59)



77 3.3.4.1



Eddy kinetic energy



On the advice of [43] we take the sum of the max available component energies as defined by (3.48) to be the measure of the eddy kinetic energy, Ekin =



X



Qi =



i



3.3.4.2



1 4S



X



Pi2 .



(3.60)
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The viscous cutoff



Based on the choice for the kinetic energy in the full variable density formulation it is convenient to use ρKK from (3.46) for the eddy density. We can construct a viscous energy scale as follows, ‚



Evisc



1 l ∼ ρKK l 2 τν



Œ2



.



(3.61)



For the viscous time scale we use τν = l2 /ν where ν is the kinematic viscosity. In the variable density formulation we choose to use ν = µ/ρKK for the viscosity where ‚



µ=



1 Z y0 +l 1 dy l y0 µ(y)



Œ−1



(3.62)



is the average dynamic viscosity (see, e.g., [20]) within the eddy interval (mu bar in gODT). We then obtain the following for the viscous energy threshold, Evisc = Z 2



1 µ2 , 2 ρKK l



(3.63)



where we have introduced the second ODT parameter, the “viscous cutoff,” Z. We choose to square this parameter because this allows Z to be viewed as a critical Reynolds number for eddy turnover. This interpretation is less obvious for the variable density formulation but still holds. 3.3.4.3



Gravitational instability



In this section we first discuss the buoyant potential instability as presented in [43, 94]. We then present a new addition to the ODT framework, due to Shihn [77], which accounts for baroclinic torque on a horizontal line and is, therefore, capable of capturing the Rayleigh-Taylor (bubbles and spikes) instability at the base of buoyant plumes [16]. This term is required in addition to the inclusion of a gravity



78 term in the 1D momentum transport equation on horizontal lines [19]. Even though the gravity term in the momentum equation will amplify shear induced instabilities the baroclinic term is required for better qualitative agreement with experimental data of a spatially developing boundary layer on a heated wall. 3.3.4.3.1



Unstable stratification. When some component of the ODT



line direction is aligned vertically it is subject to instability induced by gravitational forces. When heavy fluid sits on top of lighter fluid the system is unstable and wants to reorient itself so that the lighter fluid is on top (see Figure 3.5). The gravitational potential energy of a point mass is given by the familiar formula Egrav = mg(y0 −y), where by convention the acceleration vector, g, points in the direction from y to y0 . For example, if y0 = 0 is ground level then as the position of the mass increases in elevation (y > 0) the potential energy increases because g = −9.8 m/s2 . It should be noted that the current discussion is valid for any potential field. Hence the ODT framework is capable of modelling charged fluids in an electric field or fluids in a rotating reference frame subject to Coriolis forces. The gravitational potential energy for an eddy event is given by Egrav = g =



Z y0 +l



y0 gl2 ρK



[ρ(f (y)) − ρ(y)] y dy ,



.



(3.64)



This formula is the same as (3.29) but opposite in sign. Here the potential does not consume kinetic energy. Rather, it adds to it. Notice that for an unstable stratification ρK < 0. From Figure 3.5 one can see that the difference ρ(f (y))−ρ(y) is negative when y is on the top end of the eddy interval and hence the integrand is weighted more to the negative. With ρK < 0, Egrav > 0 (because g < 0) and adds to the eddy’s energy potential. 3.3.4.3.2



Baroclinic torque. The baroclinic energy derived by Shihn [77]



has a form similar to the buoyancy term, Ebaro = Bgc l2 ∆ρ ,



(3.65)



∆ρ = |ρl (y0 + l/2) − ρl (y0 )| ,



(3.66)



where
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Figure 3.5. Triplet map of an unstable density stratification



and



1 Z y+l/2 ρ(y 0 ) dy 0 . ρl (y) ≡ (l/2) y



(3.67)



The density difference, ∆ρ (rho diff in gODT), is a measure of the variations in density along a horizontally oriented line [39]. The line need not be exactly horizontal as we can account for the directional sine through specification of the gravitational acceleration, gc . It is for this reason that we distinguish this value from g in the stratification term. Further, as Shihn has set up the baroclinic term the gravity constant must be a positive number. Hence, gc = |g|. However, because these constants are intended for different ODT line orientations they should obey an orthogonality relationship such that g 2 + gc2 = (9.8)2 . In gODT this specification is left up to the user. What distinguishes Shihn’s term qualitatively from the mechanism that generates eddies in Dreeben and Kerstein [19] (shear induced by vertical accelaration) is that it can generate eddies without first inducing shear. This question of “which comes first?” – shear or baroclinic eddy events – is a figment of ODT, not the real



80 world. This is because ODT eddies are instantaneous, but in the real world the gravitational forcing, the shear, and the eddy generation are all concurrent. Another key difference between the stratification and baroclinic term is that here we introduce an empirical parameter. When cast in the present variable density framework the empirical value adopted by Shihn takes the value B = 2.2. 3.3.4.4



Combining the energies



We now substitute our modelled energies back into (3.58) and for convenience we choose to use ρKK in place of ρ0 as a measure of the average density. Any numerical factors implied by this choice are absorbed in the rate constant. The time scale is now given by 1 = C τ
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(3.68)



For an eddy to be considered physically realizable the argument of the sqrt term in (3.68) must be positive. It may seem like we have complicated the formula with all the rearrangement. But as mentioned, isolating the viscous cutoff, which is a nondimensional parameter, puts all the other terms in nondimensional form as well. Under the square root the kinetic energy term becomes the square of an eddy Reynolds number, the stratification term becomes an eddy Grashoff number, and the baroclinic term is also a squared Reynolds number but is multiplied by an eddy Richardson number. Hence, the time scale can be written 1 Cµ È 2 = Re + Gr + B Ri Re2 − Z 2 . τ ρKK l2



(3.69)



81 3.3.5



Sampling the distribution



As mentioned, the key difference between ODT and the linear-eddy model (LEM) is that ODT samples eddy events from an instantaneous distribution that evolves with the flow. Suppose that we started out with a linear velocity profile and asked both ODT and LEM to sample for an event. The probabilities assigned for the first event might be quite similar (it depends on the distribution chosen for LEM). Now assume that an event is selected and so the instantaneous profile is altered. Upon the next round of probability assignments ODT will account for the fact that there is a higher likelihood of events taking place in the wake of the first event. LEM will feel the alteration of the mean strain but will not feel the localization effect of the first event. Therefore, LEM cannot account for the energy cascade, localization, or intermittency with the same degree of realism exhibited by ODT. It is not accurate to say that LEM cannot account for the cascade, however, as, per Section 3.3.2, equilibrium cascade arguments go into the specification of the LEM distribution. It is accurate to say that ODT does not require the assumption of equilibrium and that the cascade falls out naturally as a result of the underlying physics of the model; it is not an input. Conceptually, this business of sampling the instantaneous distribution sounds like a great idea, but (3.56) cannot be generated analytically for a turbulent field. Further, in practice it would be practically impossible to numerically reconstruct the distribution every time an eddy event or viscous time step took place. This dilemma is solved by employing a statistically equivalent “Monte Carlo” numerical procedure called “the rejection method” [5, 34]. 3.3.5.1



The rejection method



The “magic” of the rejection method is that we can sample from a particularly complicated probability distribution without knowing the analytical form of the inverse of the distribution. We do this by proposing trial values from the sample space and then accepting these values with a probability proportional to the probability density evaluated with the trial value. The procedure yields exact reconstruction of the pdf in the limit of an infinite number of trials analogous to a Monte Carlo



82 integration method. 3.3.5.1.1



A simple example. Suppose we wish to sample the piece-wise



continuous (i.e., discrete) probability distribution given by the following function (see Figure 3.6) normalized on the sample space V ∈ [0, 1], 8 > > 



f (V ) = > > :



0.5 , 2.0 , 1.0 , 0.5 ,



if if if if



0 ≤ V ≤ 1/4 , 1/4 < V ≤ 1/2 , 1/2 < V ≤ 3/4 , 3/4 < V ≤ 1 .



(3.70)



Now suppose we generate 100 trial values V (r1 ), where r1 are random numbers uniformly distributed on the space [0, 1]. We will have roughly 25 trials in each “bin” dV of the space. For each trial value generate another random number on [0, 1] and multiply this number by the maximum value of the pdf, fmax (in practice we do not know this value, but we can overshoot it and the procedure will still work, just less efficiently). We now have a set of points on a two-dimensional (2D) plane (V (r1 ),r2 fmax ) as shown in Figure 3.6. The point is accepted as part of the distribution if r2 fmax < f (V (r1 )) (dots in Figure 3.6), else it is rejected (x’s in Figure 3.6). The set of values V (r1 ) which are accepted will roughly have the distribution (3.70). Statistics for the example rejection method problem are given in Table 3.1. The “efficiency” of the method for this problem was 54% (54 out of 100 points were accepted). The error in the resulting sampled pdf grows for the higher moments. We are interested in both reducing the error and keeping the efficiency as high as possible. As usual, these goals are at odds with one another. The rejection method can be thought of more generally as a “Bernoulli trial” where the proposed trial value is accepted with a probability given by the ratio of the desired probability density to the presumed probability density, provided the presumed density is properly normalized. Let us say that f (V ) is our desired probability density and g(V ) is our presumed distribution. The acceptance probability is given by f (Vtrial ) Pa (Vtrial ) = g(Vtrial )



‚



g(V ) f (V )



Œ



. max



(3.71)
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Figure 3.6. Piece-wise constant pdf for the example rejection method problem of (3.70) and Table 3.1. Random points are accepted (dots) if they fall below the exact pdf value for a given bin. Random points are rejected (x’s) if they fall above the pdf value.



Table 3.1. Statistics of the rejection method (rm) for the sample problem. The resulting density is computed by na,bin /na,total /dV . The exact density is given by (3.70). The error is computed as (frm − fexact )/fexact . bin (dV = 0.25) random pts/bin, nr accepted pts/bin, na resulting density: exact density: error:



1 19 3 0.222 0.250 0.11



2 29 29 2.14 2.00 0.07



3 4 28 24 18 4 1.33 0.296 1.00 0.250 0.33 0.18



total 100 54



mean



0.997 1.00 0.003



var



skew



0.627 0.180 0.531 0.0391 0.18 3.60



84 The maximum ratio of the probability densities is needed so that Pa ≤ 1. As mentioned, we do not know this ratio in practice. For a uniform guess distribution the optimal efficiency (i.e., the largest number of acceptances per number of trials) is obtained if Pa (Vtrial ) = f (Vtrial )/fmax as we had in our example above. The efficiency can be improved by sampling from a presumed distribution that more closely resembles the desired distribution. 3.3.5.1.2



The ODT acceptance probability. In ODT our event rate



distribution, λ(t; y0 , l), plays the role of f (V ) above, except that λ is a multivariant distribution (in y0 and l) and the distribution is a rate density, not a true probability density. The guess distribution may be decomposed as g(V) = g1 (l)g2 (y0 ). The event sampling frequency is used to normalize the rate distribution into a true probability density and the ODT acceptance probability becomes Pa =



λ(t; y0 , l)∆ts , g1 (l)g2 (y0 )



(3.72)



where the sampling frequency (1/∆ts ) plays a role similar to (f (V )/g(V ))max in (3.71). 3.3.5.1.3



The Wunsch presumed length-scale distribution. Following



Scott Wunsch (the form of the following expression can be found in [61]) we select the trial length scale from −(β+1)



g1 (l) = αlβ eγ(lmp /l)



,



(3.73)



where lmp is the “most probable” length scale and α, β, and γ are coefficients to be determined. This distribution exhibits exponential decay for small eddies (l → lmin ) and power law decay for large eddies (l → lmax ). Normalization of the pdf (i.e., integration to unity) establishes −(β+1) (β + 1)γlmp . α = γ(l /l )−(β+1) − eγ(lmp /lmin )−(β+1) e mp max



(3.74)



Determination of the length scale dependence for large l follows from the randomwalk diffusivity and the Rel scaling from Section 3.3.2 [52]. The diffusivity is given by Dt = 21 N hδ 2 i where N is the event frequency and hδ 2 i is the mean displacement



85 per event, equal to



4 2 l 27



for the triplet map. The frequency of events at a given



location is N = λ l. The random-walk diffusivity including contributions from all length scales up to l is Dt (l) =



R 2 λ ηl l3 g1 (l)dl. 27



In mixing length theory (Section



3.3.1) we argued that Dt (l) ∼ u l = νRel . From Kolmogorov theory it follows that the length scale dependence of the diffusivity should be, Z



‚ Œ4/3



3



l g1 (l) dl ∼ Rel ∼



l η



.



(3.75)



If g1 (l) ∼ l−8/3 we have, Z



Z



3



l g1 (l) dl = = =



Z



l3 l−8/3 dl , l1/3 dl ,



3 4/3 l . 4



(3.76)



Therefore, β = −8/3 in (3.73). Note that this value from β arises from the assumption of Kolmogorov scaling which, most likely, will not be exactly true. Given the uncertainty, it is better to oversample the large eddies more than oversampling the small eddies. This is accomplished by choosing a greater value than −8/3, say β = −2. Erring in this direction will help attain lower values of the max acceptance probability for a given sampling time step. See Section 3.3.5.4 for further considerations related to efficiency and accuracy of the sampling procedure. The value of γ is determined by forcing the distribution to reach a maximum at lmp , establishing



−β 8/3 = = −8/5 , (3.77) β+1 −8/3 + 1 The length scale is determined by integrating (3.73) and inverting the resulting γ=



cumulative distribution. Given a random number, r1 , from a uniform distribution on (0, 1) the trial length scale is chosen by l=



lmp



„ 1 γ



¦



”



—© 5/3



Ž3/5



.



(3.78)



ln eγ(lmp /lmin )5/3 + r1 eγ(lmp /lmax )5/3 − eγ(lmp /lmin )



In practice the most probable eddy size is typically set to lmp = 3 lmin (but this should be checked a posteriori) and lmin = 6h where h is the ODT grid spacing.



86 The maximum eddy size for stand-alone ODT is taken to be the domain length and one then invokes the large eddy suppression algorithm as discussed in [3, 41]. In LESODT the max eddy size is usually take to be a discrete multiple of the LES grid spacing. Current codes (e.g., the LESODT tool kit) require the number of ODT points per LES cell, nc , to be a positive power of 2. Therefore, lmax = 1.5∆x, where ∆x is the uniform LES grid spacing, is the first discrete max eddy size that is independent of the choice of nc . Because larger eddies have more impact on momentum transport the effect of the true discrete max eddy size can be significant for nc < 32. It should be emphasized that lmax = 1.5∆x is not our “chosen” value for the model. We only mention this value here to bring attention to the issue of grid independence of the discrete value of lmax . Figure 3.7 shows the Wunsch distribution for three values of nc . The abscissa is normalized to represent the LES grid spacing for lmax = 3∆x. This figure highlights that care must be taken when assigning the presumed distribution. The restriction on the discrete minimum eddy size has the potential to automatically truncate small eddies, per Algorithm 3.1, circumventing the physics embodied in the viscous cutoff. In stand-alone ODT practitioners get away with over-resolving the ODT line. In LESODT this is too expensive and we must strike a balance between efficiency and grid independence. More detailed studies of this issue would be prudent. Our experience has shown that nc ≥ 32 does a satisfactory job of converging the rate of energy transfer between resolved and subgrid scales (i.e., “SGS dissipation” or “residual energy production”) in LESODT. One should further consider other trial distributions: the LEM distribution [77], for example. The continuous trial eddy size is scaled, l, is converted to a discrete size, ld , where ld = (ke − 1)h and ke is a discrete multiple of 3. The exact procedure is given by Algorithm 3.1, where L is the continuous trial eddy size from (3.78) and n lmax = int(lmax /h). Step 3 is needed in case n lmax is not a multiple of 3. 3.3.5.1.4



Sampling the trial eddy location. Once the length scale is



obtained the eddy location (for convenience taken to be the “bottom” or “left” side of the eddy), y0 , is sampled from a uniform distribution on the ODT domain
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Figure 3.7. Presumed length scale distributions from (3.73) for different values of nc and lmp = 3lmin = 18hODT .



Algorithm 3.1 Discrete eddy size 1: ke = 3*nint((L+h)/(3*h)) 2: ke = min(n lmax,ke) 3: ke = ke-mod(ke,3) 4: ke = max(6,ke)



88 (discounting the length scale for bounded domains). Hence, if the domain is periodic on [a, b] then the position is sampled from g2 (y0 ) =



1 . b−a



(3.79)



Inverting this distribution gives y0 = a + r2 (b − a) ,



(3.80)



where r2 is a random number uniform on (0, 1). If the domain [a, b] is bounded then eddies are rejected if they extend across the boundary. For efficiency reasons we sample from a distribution that accounts for the discrete trial length scale, g2 (y0 ) =



1 , b − a − ld



(3.81)



giving y0 = a + r2 (b − a − ld ) . 3.3.5.2



(3.82)



The discrete correction



Here we discuss a subtle issue related to the numerical implementation of ODT [42]. The mean squared displacement of a particle on an ODT line subject to mappings sampled from the continuous space is (in the notation of Nilsen [61]) ¬



δ2



¶ c,l



≡



4 1Z 2 K (y) dy = l2 . l 27



(3.83)



The displacement obtained with the discrete triplet map (multiples of 3) is given by ¬



δ2



¶ d,ld



=



h3 ld



j0 +ke−1 X



K2 (j) .



(3.84)



j0



The random walk diffusivity is given by (see, e.g., [9]) D = 12 N hδ 2 i, where N is the frequency of events. We recognize that our sampling of the discrete length scale distribution and subsequent implementation of a discrete triplet map creates numerical errors in the model. In an effort to mitigate these errors we desire



89 that the discretely sampled and implemented eddy events have the same turbulent diffusivity as a continuous sampling. In other words, we would like to have Dc,l Nc hδ 2 ic,l = = 1, Dd,ld Nd hδ 2 id,ld



(3.85)



where Nc and Nd are the frequencies of continuous and discrete events, respectively. The ratio of the displacements can be decomposed by a chain rule and using (3.83) and (3.84) to give hδ 2 ic,l hδ 2 id,ld



¨



= = = =



hδ 2 ic,l hδ 2 ic,ld



«¨



8 ¨ 2«< l



, 9 =



ld2



4 2 l 27 d P 3 j0 +ke−1 :h j0 ld



ld2



= − 1)h)2 3 h : [4((ke/3)3 − (ke/3)2 )] ; ((ke−1)h)



8 ¨ 2«< l ¨ 2«¨ l |



«



hδ 2 ic,ld hδ 2 id,ld



ld2



K2 (j) ;



4 ((ke 27



(ke − 1)3 ke3 − 3ke2 {z



discor



9



«



,



(3.86)



}



where we have assumed ld = (ke − 1)h. Note that in going from the second to the third step we used the identity



P 2 K (j)



= 4((ke/3)3 − (ke/3)2 ) from Appendix D.



Had we chosen ld = ke h the analysis would be the same as Nilsen’s (see also [42]) and we would arrive at



¨



«







l2 ke hδ 2 ic,l = . (3.87) 2 hδ 2 id,ld ld ke − 3 Consider an example where the continuous length scale and discrete length scale



happen to be identical and ke = 9 as shown in Figure 3.3. Equation (3.86) would yield



hδ 2 ic,ld (9 − 1)3 = ≈ 1.05 . (3.88) hδ 2 id,ld 93 − 3(9)2 Continuous implementation of this eddy would result in a diffusivity 1.05 times higher than the discrete implementation. The discrete correction will account for this discrepancy in eddy implementation by increasing the rate of discrete eddies. The correction is implemented by increasing the acceptance probability by the factor discor, Pa = discor ×



λ(j0 , ld )∆ts . g1 (y0 )g2 (l)



(3.89)



90 3.3.5.3



Large-eddy suppression



The “large-eddy anomaly” is an issue of particular importance to stand-alone ODT and receives considerable attention in [3, 39, 41]. Eddies which are statistically possible due to the size of the domain but unreasonably large will have a dominant effect on transport and must be suppressed. There have been two methods proposed to accomplish this task. The first, known as the “median method,” has been used for constant property flows and rejects an eddy if shear does not exist over more than one-half of the length scale. For the variable density case it is necessary to employ a more general approach known as the “subinterval evaluation” method. In this method each subinterval (1/3) of the eddy is treated as its own eddy event with eddy size, lsub = l/3. If any of the subintervals would be disallowed due to energetics (i.e., if the square root term in the acceptance probability were to be negative) than the candidate eddy is disallowed. This method is convenient to use with the variable density formulation and also works for the constant property case, though we found the eddy space-time pictures to be qualitatively different between cases using the median method and cases using subinterval evaluation. Details of the subinterval method are given in an appendix in [3]. This method is required in gODT for variable-density stand-alone ODT simulations. The LESODT algorithm does not require large-eddy suppression since LES handles the evolution of the deterministic large scales. This is discussed further in Chapter 4. 3.3.5.4



Finite sampling frequency



In the limit ∆ts → 0 the rejection method will recover the exact (model) event rate distribution given by (3.56). In practice we scale the sampling period adaptively to keep the ensemble mean acceptance probability close to hPa i ≈ 0.10 and the max probability bounded by unity, Pa,max < 1. Generally, the latter is the more constraining of the two targets. Thus bounding the probability by unity keeps the mean probability well below 0.10. It can be shown that the error in the sampled distribution scales as the square of the acceptance probability. Hence, our criterion for the average probability is roughly equivalent to prescribing an error tolerance of 1% on the mean of the



91 event distribution. This is accomplished with a simple ratio controller. There are two mechanisms: one for decreasing the sampling period which operates “instantaneously” and automatically rejects an eddy if the acceptance probability is too large, then scales the sampling period accordingly; the second mechanism operates on the sampling period at a prescribed interval based on the mean of an ensemble of trials. The details are given in Algorithm 3.2 (due to Scott Wunsch). Steps Algorithm 3.2 Sampling period controller 1: Given Pa , Pa,max 2: if Pa > Pa,max then 3: Reject eddy 4: ∆ts = ∆ts × Pa,max /Pa 5: Pa = Pa,max 6: else 7: Sample random number uniform on [0, 1], r3 8: if r3 < Pa then 9: Accept eddy 10: else 11: Reject eddy 12: end if 13: end if 14: Pa,sum = Pa,sum + Pa 15: ntrials = ntrials + 1 16: if ntrials > 10, 000 then 17: hPa i = Pa,sum /ntrials 18: ∆ts = ∆ts × 0.1/ hPa i ntrials = 0 19: 20: Pa,sum = 0 21: end if



2-8 are carried out by gODT. The remaining steps are left up to the user (gODT returns to the user the acceptance probability and a logical indicating acceptance or rejection of the eddy). In particular the frequency of scaling (every 10,000 trials in our example) can be adjusted as required. The importance of accurate sampling should not be overlooked. We learned this the hard way by employing a more relaxed sampling period controller in Section 4.6.2. By only controlling based on the mean probability (i.e., allowing probabilities



92 greater than unity) we oversampled small eddies and this led to poor results for high wavenumber spectra. This issue was corrected in our final runs using ODT subgrid closure (Section 4.6.3). Gains in accuracy often come at the expense of poor efficiency. In Chapter 4 we will see examples where our resulting length scale distribution differs drastically from the presumed distribution. In a way, it is comforting to see that the physics in the ODT model are controlling the distribution. On the other hand, this goes to show that we could have performed this particular simulation more efficiently. A common technique used in stand-alone ODT is to employ the resultant distribution as the sample distribution after a “sufficient” period of time. This strategy of manually adjusting the sample distribution is not a very elegant solution to the efficiency problem. If we desire a predictive tool for general flow classifications, future work to develop an automatically adapting distribution would be extremely beneficial.



3.4



Coupling sampling and transport



One of the more confusing aspects of ODT to new users is how the eddy event sampling procedure is to be coupled with the temporal integration of the transport equation. Here we will present a simple algorithm for constant density transport of the scalar u with transport coefficient ν. Certain aspects of the algorithm apply more directly to LESODT implementation (i.e., steps 16-18) and can be omitted for stand-alone ODT. For stand-alone ODT one would replace the LES time step, ∆tLES , in Algorithm 3.3 with the total ODT simulation time. The example assumes that an explicit time integrator is used to solve the diffusion equation. This is not a requirement, however, and the LESODT tool kit includes a Thomas algorithm (see, e.g., [68]) tridiagonal solver for implicit integration. For the implicit case one may take the diffusion time step to equal the LES time step and the CFL is not required. Typically the sampling time period is about 10-100 times smaller than the diffusion time step. Hence, one may wish to use ∆ts = 0.01∆td as an initial guess. The sampling rate can then be controlled manually or automatically for



93 optimized performance per Algorithm 3.2. Algorithm 3.3 Evolve ODT 1: Given u(y), ν, CFL, h, ∆ts , ∆tLES 2: Compute diffusion time step, ∆td = CFL × h2 /ν 3: ∆td = min(∆td , ∆tLES ) 4: td = 0 5: ts = 0 6: while td < ∆tLES do 7: td = td + ∆td 8: if td ≥ ∆tLES then 9: ∆td = ∆tLES − (td − ∆td ) 10: td = ∆tLES 11: end if 12: while ts < td do 13: Call gODT, returns acceptance probability (Pa) and logical (leddy = 1 if eddy is accepted and leddy = 0 if eddy is rejected) 14: [optional] Call sample period controller (Algorithm 3.2) 15: ts = ts + ∆ts 16: if leddy = 1 then 17: Accumulate LES stress (see Chapter 4) 18: end if 19: end while ” — 20: Integrate diffusion equation, e.g., un+1 = unj + ∆thd23ν unj−1 − 2unj + unj+1 j 21: end while



3.5



Verification



Code verification is an essential aspect of simulation science. The recent work of Oberkampf [62] points out many of the issues and pitfalls of using unverified codes.



Oberkampf is particularly keen on using the method of manufactured



solutions (MMS) to test code implementation. Being a stochastic model, however, ODT is not a candidate for MMS. We must rely on what Oberkampf would call lower level verification methods like code to code comparisons and “eye-ball norm” comparisons with data where the model is assumed to be adequate.



94 3.5.1



Random number generation



One aspect of stochastic models that can be directly verified is the random number generator. The models presume that random numbers are being generated uniformly on the interval [0, 1]. This is not a given, however, and should be checked. This is most easily done by performing a Monte Carlo integration with an analytical result where we know from statistical theory that the numerical integration should converge to the exact result with O(N −1/2 ) where N is the number of iterations (random trials). For this purpose the LESODT tool kit provides a routine called montepi which computes the value of pi by Monte Carlo integration. Results are shown in Figure 3.8. 3.5.2



Energy conservation



Oberkampf would consider “sanity checks” a very low level of verification. There is one sanity check, however, which is incredibly useful and is arguably one of the highest levels of code verification, namely, a check of energy conservation (this is discussed in depth in Chapter 2). The mapping transformations (including kernels) are designed to conserve total energy exactly. Therefore, if one integrates the total energy on an ODT line (more specifically in the domain of the eddy) before and after a triplet map the energy should be identically the same. This check is implemented in gODT by specifying debug = 1 in which case the energy will be checked for every eddy event. Experience has shown that this check is invaluable for catching errors, both developmental (bugs) and user specified. 3.5.3



Constant property free shear flow



As a “verification” of the vector formulation [41] the authors performed an ODT simulation of a free shear flow and compared these results to DNS data for the growth of the momentum deficit. Assuming their code was not in error we can “verify” our code by comparing results to theirs (this is admittedly a low level verification). We would like to keep all parameters the same as theirs were but even this is quite difficult some four years later. Per email communication with William Ashurst the ODT shear layer simulation



95 in [41] was run using 16,383 uniformly spaced grid points with h = 1. The viscosity was set at ν = 0.05. The bulk velocity difference was ∆U = 2. The flow was initialized with v(y, 0) = w(y, 0) = 0, ρ(y) = constant = 1, and 8 > 



−∆U/2 for y ≤ −H/2 u(y, 0) = > (∆U/H) y for −H/2 < y < H/2 , : ∆U/2 for y ≥ H/2



(3.90)



which is a piecewise continuous field with a linear slope of ∆U/H connecting the bulk discontinuity. The slope is set so as to have an initial Reynolds number based on momentum thickness to be 427 = ∆U δm /ν, where δm =



Z ∞ " 1 −∞



‚



u(y) − 4 ∆U



Œ2 #



dy .



(3.91)



From here one finds H = 64.05. The ODT parameters for the simulation were C = 3.68 and Z = 0.14 (note √ the fortuitous coincidence that 0.14 ≈ 1/ 54 per the analysis of Chapter 6). The diffusion equation was integrated in time with a Forward Euler scheme using a time 2



step of ∆t = 0.2 hν . In our simulations we used the explicit scheme, but also tested the implicit tridiagodt solver (see Appendix A) and got the same results. We did not run a large number of realizations of this problem to achieve statistical independence of the results since our aim was to provide a sanity check of the gODT code. As evidence that the code is operating properly we first present the implemented eddy size pdf in Figure 3.9. We can see that we are getting a smooth cutoff of small eddies and that the large eddies diminish at the appropriate rate. An illustrative way to view an ODT realization is the eddy space-time diagram. The diagram for our example is shown in Figure 3.10. Time is plotted on the abscissa. For each eddy that was implemented there is a line that runs on the ordinate from y0 to y0 + l for that eddy. Believe it or not, only one eddy is ever implemented at a given point in time and in fact the events are rare as far as the time sample space is concerned. This gives one an appreciation for the sampling frequency required. The diagram highlights the cascading nature and locality of eddy events. Note the large engulfing eddies, which are rather infrequent, are
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Figure 3.8. Verification of uniform random number generation by Monte Carlo determination of pi. (Left) scatterplot of trial points. (Right) convergence rates for different random seeds and two different number generators. The error scales with the theoretical rate, error ∼ N −1/2 .
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97 followed by groups of smaller eddies that form in the wake and then dissipate. One can also make out what appears to be local regions of intermittency, blank regions for the diagram. The momentum deficit (δm ) as a function of time is plotted in Figure 3.11 along with the DNS correlation for the growth the deficit with time, dδm /dt = 0.014 ∆U . The self-similar regions of the flow match quite well with the DNS correlation, as did the reported results of [41].



3.6



Conclusions



An important tenet of this chapter is the idea that ODT really is a modelling framework with the components of a transport equation, a mapping, and a timescale distribution. Each of these areas are open for further development. We have attempted to present the theory behind the variable density ODT formulation in connection with its numerical implementation and have for the first time included the buoyant formulation without Boussinesq in a consistent way that allows for a range of pressure-scrambling choices. Our gODT code is freely available and has been verified for constant density shear flow. The variable density version has passed all sanity checks for energy conservation with density stratification.
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Figure 3.10. Eddy space-time diagram for the shear layer verification problem. Notice that transport is dominated by large engulfing events and that these events spawn a series of smaller eddies characteristic of the turbulent cascade process.
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Figure 3.11. Growth of the momentum deficit for the shear layer ODT simulation (one realization) compared with a DNS correlation for self-similar regions of the flow.



CHAPTER 4 ODT SUBGRID CLOSURE Don’t worry about people stealing your ideas. If your ideas are any good, you’ll have to ram them down people’s throats. – Howard Aiken



4.1



Introduction



In this chapter we will see how to combine the finite-volume LES methods of Chapter 2 with the ODT model of Chapter 3. We start with a description of the grid arrangement and data structure. Next we formulate the LES stress in terms of the ODT mapping events and show how the force is to be integrated as a source to the LES equations. The algorithmic components are described along with the strategy for incorporation into the LES solver. To provide the reader with a clear understanding of the quantities used as validation metrics we undertake a review of energy spectra for isotropic turbulence. Results of the model are compared against the wind tunnel data of Comte-Bellot and Corrsin [14] and the recent active-grid wind tunnel data of Kang et al. [35]. We then evaluate scaling performance and identify areas where improvements are needed. Finally, we examine preliminary results for a parallel implementation of the model.



4.2



Grid arrangement



The LESODT algorithm presented here is designed to fit neatly into a preexisting structured LES framework, whether staggered or collocated. We envision a lattice of 1D lines which connect the LES cell center locations. For a staggered grid arrangement (which we use here) the ODT lines intersect at the pcell centers (see Figure 4.1). The ODT “points” themselves can alternatively be viewed as flat control volumes (dotted lines in Figure 4.1). Currently the algorithm restricts the



100 number of ODT points within an LES cell to be a power of 2. This is necessary for the particular reconstruction method employed (see Section 4.4.4 and Chapter 5). Additionally, using an even number of ODT points per LES cell makes the filtering of the ODT field computationally simple. If it becomes necessary to vary the ODT resolution within the LES domain this is permissible provided the regions of constant resolution are treated as their own “patch” with ghost cells, similar to many AMR (adaptive mesh refinement) strategies. 4.2.1



Data structure



The data required within the simulation consists of the three components of velocity for the LES field (note that pressure is required as an intermediate variable but is not stored from one time step to the next) and three components of velocity for each of three different ODT “grids.” Conceptually, grid 1 is fully resolved (to DNS-like resolution) in the x1 direction (see Figure 4.2). Grids in the x2 and x3 directions are defined similarly. It is extremely important (for reasons of computational efficiency) that the ODT data not be stored and accessed by its “physical” location. In Fortran the first index of an array is located contiguously in memory. It is most efficient to operate on this line all at once if possible. The LESODT algorithm is setup to do just that. Therefore, even the x2 and x3 grids are structured with the fully resolved dimension stored in the first array index. Examples of the data storage arrangements are shown below. Here n odt = nc*n les where nc is the number of ODT points per LES cell in 1D. A typical 323 LES (n les = 32) might use n odt = 512 (nc = 16), for example, but these values are problem dependent. u les(n les, n les, n les) v les(n les, n les, n les) w les(n les, n les, n les) u1(n odt, n les, n les) v1(n odt, n les, n les) w1(n odt, n les, n les)
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Figure 4.1. ODT grids in two dimensions



Figure 4.2. Example of an ODT grid in the x1 direction. The ODT lines are separated by the LES mesh spacing in the x2 and x3 directions.
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u2(n odt, n les, n les) v2(n odt, n les, n les) w2(n odt, n les, n les) u3(n odt, n les, n les) v3(n odt, n les, n les) w3(n odt, n les, n les) Per the sketch in Figure 4.1 the ODT points along a given line can be mapped to the LES pcell location along the same line by k = (i − 1) ∗ nc + j ,



(4.1)



where i is the LES cell index, j is the ODT index within the LES cell (i.e., starting from 1 with each LES cell), and k is the line ODT index. This formula assumes that the LES and ODT indices both start with 1. 4.2.2



Reynolds number scaling



LESODT is a multiscale modelling approach with a cost that falls somewhere between full DNS and conventional LES. For the moment let us assume that we are required to resolve the ODT field down to the Kolmogorov scale. Recall that the required LES resolution is relatively independent of the Reynolds number (for isotropic flows this is exactly true [67]; and for near-wall flows ODT has been shown to alleviate LES resolution requirements [73]). With this in mind, the computational workload (i.e., the complexity) of three-dimensional (3D) DNS scales as ‚



NDNS



Œ 



hLES 3 ∆tLES ∼ η τ Œ4 ‚ hLES , ∼ η ∼



€



Re3/4



∼ Re3 ,



Š4







,



, (4.2)



where η is the Kolmogorov length scale and τ the Kolmogorov time scale. With LESODT we still require the same time scale resolution but the spatial complexity



103 (i.e., the number of arithmetical operations, such as addition and multiplication, that the computer needs to perform) increases linearly instead of cubically. For 3D LESODT the scaling requirements roughly follow ‚



NLESODT



Œ



hLES ∆tLES ∼ 3 η τ ‚ Œ2 hLES ∼ 3 , η €



∼ 3 Re3/4



Š2







,



,



∼ 3Re3/2 .



(4.3)



If the difference in exponents between (4.2) and (4.3) does not convey the cost benefit of LESODT, consider the two-dimensional (2D) example pictured in Figure 4.3. The DNS completely fills the computational space-time volume whereas LESODT only requires sparse coverage. Figure 4.4 shows the complexities over a range of realistic subgrid Reynolds numbers compared with what Pope [66] considers possible ideal (logarithmic) behavior of a multiscale model. 4.2.3



The maximum eddy size



In LESODT the maximum eddy size, lmax , is a user specified component of the model. The specified value is used in (3.74) and the sampling procedure then disallows eddies larger than lmax without invoking a “large-eddy suppression” mechanism. As discussed further in Chapter 6, lmax is not an independent model parameter. It is intimately linked with the eddy rate constant, C, and these two values together are responsible for the SGS energy production rate. In principle, lmax is equivalent to the smallest length scale resolvable by the LES grid. Therefore, depending on the LES numerical scheme, one would expect the range of max eddy size to be roughly hLES < lmax < 4hLES . We will see the effect of varying lmax in later sections. One should keep in mind that the discrete implementation of the triplet map trumps the max eddy size and so the user specified value may not be the actual maximum allowable size. This has consequences for grid independence of the energy decay rate. Max eddy sizes that are discrete multiples of three times the ODT grid spacing are preferable because the
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Figure 4.3. Filling of a 2D computational space by DNS (left) and LESODT (right)
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Figure 4.4. Reynolds number scaling for DNS, LESODT, and “ideal” ln(Re).



105 physical length scale is not altered upon ODT grid refinement. Due to restrictions imposed by the reconstruction procedure (see Chapter 5) the number of ODT points per LES cell, nc , is constrained to be a power of 2. Therefore, preferable lmax values are 1.5hLES and 3hLES , for example.



4.3



The ODT subgrid stress



Before examining the mathematical details of the ODT SGS stress let us consider a more familiar example. Suppose we had a closed domain filled with particles as depicted in the top of Figure 4.5. At a given time, t = 0, each particle has it own u momentum and, per the sketch, there is a gradient in the r direction. Each particle has a mass of unity and so the total u momentum in the box is



P



mu = 50.



This is a very ordered state which cannot persist. We now close our eyes for a certain amount of time, ∆t, and when we again look at the box we see the situation depicted at the bottom of Figure 4.5. The particles have undergone a series of random elastic collisions with each other and the (completely rigid) walls of the box. The total momentum and kinetic energy within the box are unchanged. We now pose the question: What was the average stress (in the positive r direction) on the imaginary plane at r = y during the time interval ∆t? The stress (i.e., the momentum flux) is defined as the force per unit area. And the force is the change in momentum per unit time: stress =



force ∆(mu) 1 = . area area ∆t



(4.4)



The change in momentum on the r > y side of the box is ∆(mu) 1 , area ∆t P P r>y mu(t = ∆t) − r>y mu(t = 0) 1 = , area ∆t 25 − 35 1 −10 1 = = . area ∆t area ∆t



stress =



(4.5)



In other words, the average stress was 10 units in the negative direction. Intuitively, this makes sense: on average momentum has been transported from top to bottom.
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Figure 4.5. Mean planar stress on a closed domain



We now massage (4.5) into a form more useful for our purposes. First, the mass for a continuum fluid will be given by the density integrated over the volume: R



stress =



r>y



∆(ρu) dV 1 . area ∆t



(4.6)



If the domain is one dimensional then V = r · area, Rl



stress =



y



∆(ρu) dr . ∆t



(4.7)



107 For a constant density fluid we conventionally absorb the density into the stress and therefore, τur



Rl



∆u dr , ∆t Rl [u(r, t = ∆t) − u(r, t = 0)] dr = y . ∆t



stress = = ρ



4.3.1



y



(4.8)



Scalar displacement



Let us now translate the particle picture into the context of an eddy event. The before and after states of the velocity field are shown in Figure 4.6. It becomes convenient to think of the flux of a scalar as the displacement of the scalar times the rate of displacement. As motivated by the previous discussion, the “scalar displacement” of the scalar component ui for an eddy event parameterized by y0 and l is thus defined as ψij (y; y0 , l) ≡



Z y0 +l y



[ui (f (rj )) + ci K(rj ) + bi J(rj ) − ui (rj )] drj .



(4.9)



See Chapter 3 for a discussion of the kernel functions K(r) and J(r) and the respective amplitudes ci and bi . The displacements are linearly additive and the average stress at a face rj = y will be the sum of the displacements for each accepted eddy event k over the LES time step divided by the LES time step (i.e., P



τij (y) =



4.4



k



1 ∆t



is the average rate):



(k)



ψij (y; y0 , l(k) ) . ∆t



(4.10)



The LESODT algorithm



The underlying theme of the LESODT algorithm is that all operations should be envisioned as 1D problems. In this way all LES “channels” are treated as independent problems during the evaluation of the LES SGS stresses. A typical channel is depicted in Figure 4.7. Note that for a cubic grid there are 3N 2 channels: N 2 for each coordinate direction where N is the number of LES cells in 1D. The x1 grid (see, e.g., Figure 4.2) is responsible for transport in the x1 direction only.



108 Likewise for the x2 and x3 grids. Notice, therefore, that a particular LES cell will be visited three times by the LESODT algorithm. The three ODT grids within an LES cell maintain independence from each other by virtue of each having been adjusted such that the filtered scalar values for each direction match the LES cell average at



Figure 4.6. Stress from a single eddy



Figure 4.7. A “channel” of LES cells



109 the beginning of an LES time step. The procedure to enforce this constraint, here referred to as reconstruction, is explained in detail in Chapter 5. 4.4.1



Incorporation of the scalar displacement routine



We wish to take care not to absorb viscous transport into the SGS stress term. Remember that this stress is entirely inviscid in nature. To this end we surgically extract the displacement of each individual eddy event. Since eddy events are rare this is a tractable strategy. Additionally, an efficient algorithm has been designed which localizes the calculation of (4.9) to the region of an implemented eddy. This algorithm is incorporated in the LESODT tool kit with the scalardisplacement routine (see Appendix A). We now wish to examine the subtleties of interleaving the scalardisplacement routine into the ODT evolution (Algorithm 3.3). The details of the revised algorithm are given in Algorithm 4.1. The first thing to notice is that the algorithm is grid specific due to the staggered arrangement. The user is required to input an integer grid index and two arrays which give the locations of the pressure cell and momentum cell centers, yp and yu , respectively (see Figure 4.8). The momentum displacement, ψij (r), is an array that accumulates the displacement at the pcell face for i = j = grid and at the ucell face for i 6= j = grid. The reason behind this implementation is that “grid component” fluxes are the normal stresses and exactly live at the pcell locations but the “off grid components” form the off diagonal (i.e., shear) stresses and require interpolations to the appropriate momentum cell faces (see Figure 4.9). Regarding boundary conditions, note that no displacement is ever required at the left boundary. Either the domain is periodic such that ψij (r = 0) = ψij (r = yu (nf ace )) or if the flow is bounded then no flux is possible across the boundary. The strategy for parallel computations is to always think of the domain as being bounded with the first and last cells in the channel being ghost cells. This is discussed further in Section 4.7. Again referring to Figure 4.8, if the channel domain starts at r = 0 then yp (1) = hLES /2 and yu (1) = hLES . However, the scalardisplacement routine does not make



110 this assumption. If it is more convenient to use the local physical domain in a patch calculation, for example, this is easily accomplished: The first ODT point is located at r(1) = r0 + hODT /2 and the first pcell is located at yp (1) = r0 + hLES /2, where r0 is the synchronized location of the patch left ghost cell face. 4.4.2



Computing the SGS stress on a staggered grid



Though the staggered grid arrangement is convenient for enforcing exact pressure projections, it complicates LESODT coupling because the ODT lines do not run through the center of the momentum cell faces for the off-diagonal stresses. The situation is depicted in Figure 4.9. We have chosen to construct the 3D ODT lattice such that the ODT lines intersect at the LES pcell center location. A key concept to grasp with regard to SGS closure with ODT is that the mapping of a scalar component along a line in the xj direction represents the turbulent advection in that particular direction (e.g., the “grid 2 eddy” in Figure 4.9). For instance, the mapping of the u velocity on grid 2 (i.e., the x2 direction) across the pcell north face creates a stress that is stored at the vcell center location. This stress is then interpolated to the ucell north face. An alternative interpretation is that the ODT stress is a “perfect model” of the unresolved motions and the averaging then looks identical to the definition of the surface filter for the ucell face as given in (2.23). The averaging follows a simple pattern whereby ucell stresses (i.e., row i = 1 of the SGS stress tensor) are averaged with the i grid index, the vcell with the j grid index, and the wcell with the k, as shown in (4.11). The averaging will depend on the particular grid indexing scheme chosen. Equation (4.11) follows the ordering laid out in Figure 4.9. Finally, notice that the normal stresses are stored at the pcell locations and (like pressure) need no interpolation before we apply the differencing operator.
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Figure 4.8. Pressure-cell and momentum-cell location arrays



Figure 4.9. ODT lattice on a 3D staggered LES grid
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Algorithm 4.1 Evolve ODT within LES 1: Given grid index, yp and yu , u(r), v(r), w(r), ν, CFL, h, ∆ts , ∆tLES 2: Set ψij = 0 3: Compute diffusion time step, ∆td = CFL × h2 /ν 4: ∆td = min(∆td , ∆tLES ) 5: td = 0 6: ts = 0 7: while td < ∆tLES do 8: td = td + ∆td 9: if td ≥ ∆tLES then 10: ∆td = ∆tLES − (td − ∆td ) td = ∆tLES 11: 12: end if 13: Set u0 = u(r), v0 = v(r), w0 = w(r) 14: while ts < td do 15: Call gODT, returns Pa,leddy,j0,ke [optional] Call sample period controller (Algorithm 3.2) 16: 17: ts = ts + ∆ts 18: if leddy = 1 then 19: if grid = 1 then 20: Call scalardisplacement(ψ11 ,yp ,u(r),u0,r,h,j0,ke,nf ace ,nodt ) 21: Call scalardisplacement(ψ21 ,yu ,v(r),v0,r,h,j0,ke,nf ace ,nodt ) 22: Call scalardisplacement(ψ31 ,yu ,w(r),w0,r,h,j0,ke,nf ace ,nodt ) 23: end if 24: if grid = 2 then 25: Call scalardisplacement(ψ12 ,yu ,u(r),u0,r,h,j0,ke,nf ace ,nodt ) 26: Call scalardisplacement(ψ22 ,yp ,v(r),v0,r,h,j0,ke,nf ace ,nodt ) 27: Call scalardisplacement(ψ32 ,yu ,w(r),w0,r,h,j0,ke,nf ace ,nodt ) end if 28: 29: if grid = 3 then 30: Call scalardisplacement(ψ13 ,yu ,u(r),u0,r,h,j0,ke,nf ace ,nodt ) 31: Call scalardisplacement(ψ23 ,yu ,v(r),v0,r,h,j0,ke,nf ace ,nodt ) Call scalardisplacement(ψ33 ,yp ,w(r),w0,r,h,j0,ke,nf ace ,nodt ) 32: 33: end if Set u0 = u(r), v0 = v(r), w0 = w(r) 34: 35: end if end while 36: — ” ∆td 3ν n n n n + u + − 2u 37: Integrate diffusion equations, e.g., un+1 = u u 2 j j+1 j j j−1 h 38: end while 39: Compute stresses via (4.11)
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(4.11) 4.4.3



Temporal splitting of the SGS force



As mentioned, using ODT as an LES subgrid model can be considerably more expensive than conventional closures. Due to the increased cost we find it necessary to temporally split the subgrid force term for multistep time integrations. There are two basic types of splitting [87]: In the first type one uses the current state (i.e., Uni ) as the initial condition to a full integration (i.e., for time interval ∆t) of the LES equations sans SGS force. This generates an intermediate state that can be used as the initial condition to a full integration using only the SGS force on the right hand side. The opposite order of operations creates a splitting that falls into the same general category. We found the above methods to yield erratic results and have adopted a different splitting scheme where the SGS force is evaluated at tn and maintained as a constant throughout the multistep integration. For example, the RK3 integration scheme becomes ∗(1)
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+ 41 ∆t Fi (U(1) ) + FiODT (U(n) ) , Ui = P(Ui (n+1)



+ 32 ∆t Fi (U(2) ) + FiODT (U(n) ) , Ui
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= P(Ui



(4.12) ),



where Fi only contains advection and diffusion terms and FiODT is the divergence of the ODT stress about the component-i momentum cell (e.g., the ucell for i = 1), FiODT =



δτijODT . δxj



(4.13)



Issues arise due to splitting error in the parallel implementation. This is discussed in Section 4.7.



114 4.4.4



Reconstruction



Once the LES velocity field has been integrated and projected we will find that the filtered ODT field no longer matches the LES cell averages. Is something wrong with our model? Yes. In fact, the model is not perfect. If it were we would not need the LES component. One should think of this approach as a splitting of the physics based on spatial and temporal scales: LES models the largescale physics and ODT models the small-scale physics. The overarching challenge of turbulence, however, is that no clear separation of scales exists. Large scales influence small scales and visa versa. We have elected to use simplified physics at the ODT level for reasons of computational efficiency. Along with the mapping events – which represent turbulent advection in one direction – the ODT evolution (see Chapter 3) includes molecular diffusion in only one spatial direction. The small scales are also influenced by large-scale advection in all three directions, large-scale pressure forces in all three directions (note that the pressure-scrambling model roughly models pressure transport at the small scales), and diffusive transport in the two line-normal directions. To some extent the diffusive transport in the line-normal directions is accounted for in the isotropic case by increasing the viscosity coefficient to 3ν (see Chapter 3). It is not surprising, therefore, that the ODT fields and LES field are out of synch at the end of a time step. Similar to AMR (adaptive mesh refinement) algorithms, the next step in the LESODT algorithm is to adjust the ODT field such that the filtered ODT field again matches the LES cell average. We call this step reconstruction (for reasons given in Chapter 5). This is not an ad hoc procedure but rather represents the effect of the large-scale physical forces which were omitted from the ODT evolution. That is, we are repairing the splitting error! One should not expect the individual ODT lines to have the same momentum before and after the reconstruction step because, based on Newton’s second law, the change in momentum is equal to the applied force. Of course, over a 3D periodic domain momentum is conserved (in fact it is trivially zero at all times). Details of the reconstruction step are given in Chapter 5.
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4.5



Decaying isotropic turbulence



The study of statistically isotropic turbulence started with the seminal work of Geoffrey Ingram Taylor in 1935 [84] and forms the basis of most turbulence theories (in particular Kolmogorov 1941 [44]) to this day. Despite the mathematical convenience of the concept, isotropic turbulence is practically impossible to create in a laboratory and it was not until 1971 that a satisfactory approximation was generated experimentally by Genevieve Comte-Bellot and Stanley Corrsin (CBC) at Johns-Hopkins [14]. This classic data set is the standard benchmark for turbulence models and any method that can not reproduce this data, at least in gross terms, should not be considered viable. Recently, the CBC experiment was extended to much higher Reynolds number by Kang et al. [35] (fittingly, in the same wind tunnel). We will use these experiments to assess the validity of ODT as an LES closure. We first provide some background on isotropic turbulence theory and a description of the CBC and Kang experiments to establish an understanding of the quantities compared in the validation. 4.5.1



Energy spectra



The abstraction that allows isotropic turbulence to be studied with such mathematical rigor is a flow that is periodic on a cubic domain of side L. We can then form exact evolution equations for the Fourier modes of the velocity field. In this section we wish to examine how we can translate between the physical space and wave space pictures of the turbulent flow and how one-dimensional and three-dimensional spectra are related. Much of this material can be found in Pope [67]. It is repeated here to keep this work relatively self contained and to provide a logical flow of concepts from theory to experiment to model validation. 4.5.1.1



Velocity correlations



The velocity correlation tensor, Rij (r, t) ≡ hui (x + r, t)uj (x, t)i ,



(4.14)



116 is a tensor which contains all two-point one-time statistics about a turbulent flow (notice that with r = 0 the velocity correlation tensor is the Reynolds stress tensor). However, it is difficult to create an instantaneous map of this tensor from experimental data. Thankfully, a great deal of information can be extracted from one-dimensional cross-sections. The only two second-order tensors that can be formed from r are δij and ri rj . Therefore, for isotropic turbulence with characteristic velocity fluctuation u0 , the velocity correlation tensor can be written as �



ri rj ‹ , (4.15) r2 √ where f (r, t) and g(r, t) are nondimensional scalar functions of r ≡ r · r referred Rij (r, t) = (u0 )2 g(r, t)δij + [f (r, t) − g(r, t)]



to, respectively, as the longitudinal and transverse autocorrelation functions. 4.5.1.1.1



Longitudinal autocorrelation. For convenience we take r to be



aligned with r1 such that the longitudinal autocorrelation becomes ¬



¶



f (r1 ) = R11 (r1 )/ u21 .



(4.16)



A physical picture of the longitudinal correlation is given at the top of Figure 4.10. Notice that the separation vector runs parallel to the velocity component and therefore the longitudinal correlation does not contain rotational information (i.e., there is no torque about the position x). 4.5.1.1.2



Transverse autocorrelation. In contrast, the bottom of Figure



4.10 shows the physical picture for the transverse correlation which is purely rotational. Again, for r aligned with r1 the transverse correlation is ¬



¶



¬



¶



g(r1 ) = R22 (r1 )/ u22 = R33 (r1 )/ u23 .



(4.17)



By differentiating (4.15) with respect to r and applying continuity it can be shown [67] that in isotropic turbulence the longitudinal and transverse correlations are related by 1 ∂f (r, t) g(r, t) = f (r, t) + r . (4.18) 2 ∂r Apparently, all two-point one-time information about an isotropic turbulent flow is embodied by f (r, t)! Indeed, the experimental strategy will be to extract the longitudinal correlation and infer all other information from this function.



117 4.5.1.1.3



Integral length scales. Of particular interest are the “integral



length scales” of the flow. In the Kolmogorov picture of turbulence these scales are the beginning of the inertial subrange. That is, smaller scales exhibit universality and larger scales are flow specific. The scales are defined with respect to the spatial correlations as follows. The longitudinal integral length scale is given by L11 (t) ≡



Z ∞ 0



f (r, t) dr ,



(4.19)



g(r, t) dr .



(4.20)



and the transverse integral length scale is L22 (t) ≡



Z ∞ 0



The integrals converge because the velocity field becomes uncorrelated at large r (it must be assumed that the box size, L, is infinite). A consequence of (4.18) is that the longitudinal and transverse length scales are related by L11 (t) = 2L22 (t). This is a requirement of isotropy and can be used to assess whether an experimental flow is in fact isotropic, or whether an initial condition for a simulation in fact possesses coherent turbulent structure. 4.5.1.2



Three-dimensional spectra



The velocity spectrum tensor is the Fourier transform of the velocity correlation tensor and so contains all the same information, 1 Φij (κ) ≡ (2π)3



Z Z∞Z



Rij (r) e−iκ·r dr .



(4.21)



−∞



What is typically referred to as the “energy spectrum” of the flow is the density of spectral energy ( 12 Φii (κ)) on a spherical shell, S(κ), at radial distance, κ, from the origin in 3D wave space (see Figure 4.11), I



E(κ) ≡



1 Φii (κ) dS(κ) . 2



(4.22)



In practice one performs a 3D fast Fourier transform (FFT) of each component of the velocity field (see, e.g., [68]) which generates amplitudes, ubi (κ), for modes
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Figure 4.10. Velocity correlations in r1 : longitudinal correlation (top) and transverse correlation (bottom)



Figure 4.11. 3D wave space depicting a spherical shell with differential element dS(κ)
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N 2



≤κ≤



N , 2



where N is the number of points in 1D. Then the spectral energy



density is computed by E(κ) =



L 2π



X



1 ubi (κ)ub∗i (κ) , √ 2 κ= κ·κ



(4.23)



where the asterisk represents the complex conjugate of ubi and L is the physical length of a side of the periodic box. The units on E(κ) are energy (per unit mass) per wavenumber, or length3 /time2 . The factor L/(2π) converts the wavenumber to the correct physical dimensions because the FFT assumes a periodicity of 2π. Note that index summation is still implied over i. As a matter of practical importance when comparing staggered grid results with spectral data, it should be noted that interpolation of the staggered velocities to the pcell center should be performed with at least a 10th order interpolant, due to the dissipative nature of low order schemes. Otherwise it is better (and in fact perfectly acceptable) to omit the interpolation for comparison with isotropic data. In this way no energy is lost due to numerics. 4.5.1.3



Relating one-dimensional and three-dimensional spectra



The 1D and 3D are related by taking geometrical intersections in wave space (see Appendix F). The energy at a plane normal to κ1 contains contributions from wave numbers, κ, from κ1 to infinity. For isotropic vector fields it can be shown that the longitudinal 1D spectrum is related to the 3D energy spectrum by E11 (κ1 ) =



Z ∞ κ1



‚



κ2 E(κ) 1 − 12 κ κ



Œ



dκ .



(4.24)



This relationship will be a key in understanding some peculiar behavior of the ODT closure. The analogous relationship for the transverse 1D spectrum is ‚



1 Z ∞ E(κ) κ2 E22 (κ1 ) = 1 + 12 2 κ1 κ κ



Œ



dκ .



(4.25)



This relationship is also derived in Appendix F. Note the differences between (4.24) and (4.25), in particular the (+) sign in the integrand of the transverse relationship. The plus sign is the key to explaining differences in the E11 (κ1 ) and E22 (κ1 ) spectra



120 obtained with LESODT and we will refer to these relationships again after results have been presented. Equation (4.24) can be inverted to give 1 d E(κ) = κ3 2 dκ



‚



1 dE11 (κ) κ dκ



Œ



,



(4.26)



which is useful for understanding how the 3D energy spectrum is obtained from 1D experiments. Also, in wind tunnel experiments the transverse spectrum is often inferred from the longitudinal spectrum from the isotropic relationship ‚



1 dE11 (κ1 ) E22 (κ1 ) = E11 (κ1 ) − κ1 2 dκ1 4.5.2



Œ



.



(4.27)



Wind tunnel experiments



As mentioned, it has so far proven impossible to exactly construct isotropic turbulence in a laboratory. The most common way to study this flow is with “grid turbulence” in a wind tunnel. A 2D wire mesh is placed upstream of the wind tunnel cross section (see Figure 4.12). This acts as an array of canonical flows (over a cylinder). These flows interact and, via Richardsons’s cascade, quickly break symmetry and become 3D and nearly isotropic away from the walls of the wind tunnel. The flow gradually loses energy and the turbulent motions decay downstream of the mesh. A hot wire anemometer is placed at fixed locations in the wind tunnel and the velocities are measured as a function of time. These temporal signals are treated as spatial signals frozen in time where the spatial increment is determined via Taylor’s hypothesis (i.e., ∆x = U0 ∆t, see, e.g., [67]). As the mean flow velocity, U0 , increases this approximation becomes more and more accurate. From these “spatial signals” one forms the longitudinal autocorrelation via (4.14) and (4.16) and because this correlation is a real and even function of the spatial coordinate the Fourier transform reduces to a cosine transform and the 1D spectrum from the experiment is obtained from E11 (κ1 ) =



2 ¬ 2¶ Z ∞ u f (r1 ) cos(κ1 r1 ) dr1 . π 1 0



(4.28)
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Figure 4.12. Schematic of the Corrsin wind tunnel at Johns-Hopkins University as set up for the CBC experiment



The 3D energy spectrum is then computed using (4.26) where the derivatives are evaluated numerically. 4.5.2.1



Comte-Bellot and Corrsin



The data obtained from the wind tunnel experiments are presented as energy spectra at specific points in time. These temporal locations are again inferred from Taylor’s hypothesis using the mean flow velocity and the spatial separation of the velocity probes. Figure 4.12 depicts the setup for the CBC experiment. The time stations are nondimensionalized using the length scale, M , which is the spacing between the wires of the grid. The CBC paper [14] reports the data at the points x1 /M = 42, 98, and 171. In our simulations of this experiment we used a periodic box of dimension L = 9 × 2π cm, following [15]. The dimensional times of the CBC data points are t = 0.00, 0.28, and 0.66 sec, respectively. We used the RK3 time integration scheme of Chapter 2 with an advection-based CFL of 0.25 in all cases. This is



122 roughly half the CFL required for time-step independence of the LES results. 4.5.2.2



Kang et al.



Recently, Kang et al. [35] updated the CBC results by using an “active grid” instead of a stationary wire mesh. They achieved an order of magnitude increase in Taylor-scale Reynolds number. These data are extremely valuable in that a clear inertial subrange exists whereas no clear inertial range exists in the CBC data. Hence, one can segregate inviscid dynamics from viscous dissipation when comparing model results with the experiment. The Kang data are reported at time stations x1 /M = 20, 30, 40, and 48. These data are represented by the dimensional times t = 0.00, 0.15, 0.30, and 0.42 sec in our simulations. The box size used in this case was L = 2π meters. Again, all simulations were run with an advection-based CFL of 0.25.



4.6



Results



In this section we present the core computational results from this study. The journey that yielded these results seemed akin to counting the leaves of every tree in the forest. Here we will try our best to beat a path straight to the castle and will only pause at major crossroads. 4.6.1 4.6.1.1



Initialization



LES field



The LES field is initialized by superimposing Fourier modes with random phases over the periodic domain. We use a program written by Tom Smith at Sandia National Laboratories, Albuquerque, NM, to accomplish this task. The amplitudes of the modes correspond to the first data point in time of the particular experiment being modelled (either CBC or Kang). The phases are generated with a random seed and so we can test different LES initializations to ensure statistical independence of the results. Because the phases are random the initial velocity field does not possess correlated turbulent motions. To correct this we run a simulation forward in time for a few time steps (there is no need to be exact at this stage)



123 allowing the velocity field to decay slightly subject to Navier-Stokes physics. The field will be forced into a continuity and momentum conserving state and will develop “turbulent structure.” At this point, however, the energy has decayed and the spectrum no longer matches the experimental data. The next step is to inject energy back into each Fourier mode such that it again matches the desired initial condition. No randomness is added to the phases at this point. This procedure is repeated until turbulent structure is established as measured by comparing the longitudinal and transverse integral length scales, (4.19) and (4.20). Note that the fewer time steps taken between re-amplifying the modes the better as the resulting field does not obey continuity exactly and the continuity error will be proportional to the amplification factor. Therefore, we only use only one (very small) time step on the last iteration of this initialization procedure before declaring the LES field ready for a real simulation. 4.6.1.1.1



Explicit filtering of the initial LES field. We will consider



three filters for the initial LES field. The first is simply a spectral cutoff (see Table 2.1) at the LES grid Nyquist limit (κc = π/hLES ). The next is the Gaussian filter. The last filter has been designed with two purposes in mind. It mimics the “energy barrier” shape of the energy-conserving numerical scheme and it provides a “boost” that allows the transverse 1D spectra to bridge between the LES and subgrid scales in a continuous way. The need for this will become evident later. The filter is essentially a mix of the spectral cutoff and tophat filters described in Chapter 2 where, for high wavenumbers, the tophat kernel has been normalized Ò such that the transfer coefficient is unity at the grid cutoff wavenumber, G(κ c ) = 1.



The filter transfer function is piecewise continuous and given by ¨ Ò G(κ)



=



1 for κ ≤ κc Š € Š— ” € , 1 1 for κ > κc (κc /κ) sin 2 κhLES / sin 2 κc hLES



(4.29)



where κc = π/hLES . This filter is applied in spectral space so no inversion of the transfer function is necessary (i.e., we do not need the physical space filter kernel, G(r, ∆)). It should be emphasized that this filter was only applied to the initial condition and no “explicit filtering” procedure was applied thereafter. An example



124 of a 323 LES initialization of the Kang data with the filter (4.29) is shown in Figure 4.13. 4.6.1.2



ODT field



Several options are available for initialization of the ODT field. If a DNS exists for the particular experiment of interest one can extract statistical samples of “lines of sight” from the 3D data. At this point it does not matter that the DNS and the LES are not synchronized. We only care that the high wavenumber portion of the DNS field is representative of the experiment. If we desire higher resolution in the ODT field than is given by the DNS field we can simply interpolate between the DNS points. For our simulation of the CBC experiment we extracted lines of sight from the DNS of de Bruyn Kops [15]. Alternatively, there is no requirement that the ODT field be initialized at all. The reconstruction procedure, which is positioned in the algorithm ahead of the evaluation of the subgrid forces, will take the ODT arrays, initially populated with
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Figure 4.13. Energy spectrum of the initial field for a 323 LES of the Kang experiment with an approximation to the Harlow and Welch implied filter



125 zeros, and generate a smooth field that is consistent with the LES initialization. Of course, if this strategy is adopted (often no DNS will exist) one cannot draw conclusions regarding ODT model predictions of backscatter and high wavenumber statistics for the initial time step. The ODT field quickly generates fluctuations, however, and fair comparisons with experimental data at high wavenumbers can be made by the last time station. If no DNS is available and one still wishes to start the ODT field with fluctuations the following procedure, analogous to the LES initialization, is possible. The LES field is held constant and the ODT field is allowed to evolve and is reconstructed to match the stationary LES field at periodic time increments. One can envision a set of stand-alone ODT simulations with a low wavenumber forcing (i.e., the reconstruction represents the forcing). At this point the specific ODT parameters employed are arbitrary and one should choose parameters that allow the ODT fluctuations to develop quickly. In our initialization of the Kang experiment a considerable amount of trial and error took place in generating a field that roughly matched the transverse 1D spectrum of the Kang data. Figure 4.14 shows the 1D spectrum of the data and the ODT field after what we will call the “build phase” of the initialization which is somewhat analogous to the LES initialization where random phases were used in each Fourier mode. The difference in this case is that the ODT field already contains a sufficient level of “ODT structure” and so no iterative procedure to develop coherent turbulence is necessary. At this stage the high wavenumber amplitudes do not match the experiment exactly and each ODT line has followed a distinctly different random evolution. It is the average of all 3N 2 spectra that is plotted in the figure. Each ODT line contains 4096 points over a 2π m periodic domain. Given this intermediate average ODT spectrum and an interpolation of the Kang data to the exact wavenumber bands of the ODT field (see solid line in Figure 4.14) we construct a scaling factor for each wavenumber band. The next phase of the initialization takes each ODT line and scales the power of each mode to match the interpolated Kang data. The result, shown in Figure 4.15, is an exact match of the
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Figure 4.14. Transverse spectrum for the build phase of the ODT initialization for the Kang experiment



initial Kang spectrum for the high wavenumber field. This scaling was performed for each transverse component of the ODT line, but not the longitudinal component (for reasons we will discuss later). As a point of clarification the low wavenumber fields will not match due to an error in the Kang data. The E22 (κ1 ) spectrum must be monotonic, per (4.25), and the data reported for the lowest wavenumbers violates this property. The peak in the data roughly corresponds to the wavenumber of the height of the Corrsin wind tunnel and so the lower wavenumber data are inferred from Taylor’s hypothesis and are obviously not accurate in this region. 4.6.2



“Piggy-backing” on Smagorinsky



The goal of this section is to establish a base-line set of parameters for the ODT model. Here the LES is closed with the dynamic Smagorinsky model [24] from Chapter 2. ODT then evolves constrained by the reconstruction procedure. So there is a one-way coupling (forcing) from the LES to the ODT field. The ODT
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Figure 4.15. Transverse spectrum for LESODT initial condition after scaling of the build phase ODT field to match the Kang data



field does not feed back to the LES as a subgrid closure. We are then free to tune the ODT parameters without regard for the effect on the LES closure and thus obtain close to ideal behavior for the subgrid scales. A further benefit of this exercise is to observe the behavior of the proposed LES numerical procedure with a state-of-the-art subgrid model (in terms of production of residual energy). The results should give the reader confidence that the LES is implemented properly and provides a strong argument that the “implied filter” of the kinetic-energy-preserving numerical scheme, to a close approximation, follows the filter given by (4.29). In fact, the behavior of the dynamic model LES provided the motivation for the design of this filter. As we will see, this solves one of the key problems related to LESODT coupling (see Section 4.6.4). Results for the Kang and CBC LES spectra are given in Figures 4.16 and 4.17, respectively. Through a tortuous trial-and-error procedure we arrived at the following set of parameters for ODT: lmax = 4.5 (normalized by the LES grid
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Figure 4.16. 3D energy spectra, E(κ), for 323 LES of the Kang experiment using the Dynamic Smagorinsky model (DSM).
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Figure 4.17. 3D energy spectra, E(κ), for 323 LES of the CBC experiment using DSM



129 spacing), C = 0.30, and Z = 7.0 (note that the decision to use 4.5, instead of 4.0, say, is based on the discrete triplet map being a multiple of 3 and the ODT data structure requirement that the number of ODT points per LES cell in 1D, nc , be a power of 2). These parameters provide reasonably good behavior for the subgrid field for both the Kang and CBC experiments. Though the procedure to determine these parameters was certainly iterative we took advantage of the fact that the Kang experiment is at a high enough Reynolds number that the viscous cutoff, Z, should have no effect on the near Nyquist region of the spectrum (whenever we use “Nyquist” we will be referring to the LES Nyquist limit, i.e., the wavenumber κc = π/hLES = 12 N κ0 , where κ0 = 2π/L, L is the box size and N is the number of LES points in 1D). We first postulated an lmax . In concept, lmax is the maximum ODT eddy size which should roughly equal the mininum LES eddy size. So reasonable values of this parameter are (very) roughly 1 < lmax < 4. This should certainly depend on the LES scheme, but one can consider that the smallest resolvable eddy by a spectral method LES is twice the grid spacing (i.e., the Nyquist limit). Given a value for the max eddy size we can tune the rate constant, C, to give a nice transition from the LES low wavenumber region to the ODT high wavenumber region. If Z and the viscosity are not set correctly the energy flux from the LES will cause a pile-up of energy or cause too much dissipation in the high wavenumber regime. The Kang experiment should require at least 8192 ODT points per line in order that the molecular viscosity be used. Because we could only afford 4096 points we estimated a constant turbulent viscosity from Kolmogorov scaling (3.53). When combined with the argument that the viscosity should be increased by a factor of 3 for 1D isotropic fields we arrived at an effective viscosity of νeff = 1.35 × 10−4 m2 /s which is used for all the 4096-point simulations of the Kang experiment. The use of a nonlinear eddy viscosity based on “ensemble mean closure” (EMC, see Chapter 6) is described in [43] and [74]. EMC also provides theoretical arguments that help us roughly determine the rate constant in ODT. With a chosen max eddy size and eddy rate constant for the Kang data we then moved on to the CBC experiment to tune the viscous cutoff. Here we used



130 2048 ODT points per line placing the minimum allowable eddy size well beyond the dissipation range. The CBC data set provides a significant challenge for LESODT because no real inertial range exists. The LES Nyquist limit is inevitably in the dissipation range and thus the objectives of maintaining a smooth transition from LES to ODT is at odds with the objective of dissipating the energy at the high wavenumbers. In Appendix E we argue that the viscosity should be increased by a factor of 3 for 1D isotropic fields in order to dissipate the proper amount of energy given the molecular viscosity. However, what we found during this exercise with the Smagorinsky model was that a better subgrid shape (this is very subjective) was obtained by using the molecular viscosity and a higher value of Z. We maintain that the arguments of Appendix E are valid and suggest that this issue needs further study. The remaining simulations presented here for both the CBC cases used ν = 1.5 × 10−5 m2 /s (the viscosity of air at 300 K) while integrating the diffusion equation. It should further be noted that the diffusion equation was integrated implicitly (with ∆td = ∆tLES ) using the tridiagodt solver in the LESODT tool kit (Appendix A). This provides verification of the solver and allows the LESODT algorithm to scale well at extremely high ODT resolution. The above procedure was repeated until we found a set of parameters that performed satisfactorily for both the high and low Reynolds number experiments. The resulting ODT spectra are shown in Figures 4.18 and 4.19 for the Kang and CBC cases, respectively. One will notice in the Kang case (Figure 4.18) that the model spectrum and data begin to depart at high wavenumbers even though there is a smooth transition at the Nyquist limit. We determined that this was attributable to the particular sampling period controller used for this case. Here we were only controlling based on the average acceptance probability. Probabilities Pa À 1 were incurred and these eddies were automatically accepted. As one can see, this results in an event rate distribution with too many small eddies which then drains energy out of the high wavenumber range too quickly. The results shown for ODT closure in later sections used a controller based on the maximum allowable probability and do not exhibit this error in slope. It was fortuitous that we encountered this



131 problem as it provides insight in the subtle effects of improper sampling, for this case the small scales are affected more than the large scales. 4.6.2.1



Expected effects of varying ODT parameters



It would be premature to suggest that these are the unique parameters for ODT. Results using a lower rate constant caused a “hump” to develop just to the right of the Nyquist limit. Using a higher rate constant causes a depression to the right of the Nyquist limit. Let us try to understand this behavior conceptually. Consider a thought experiment in which we have unlimited ODT resolution and eddies are never disallowed based on size. Kolmogorov’s second similarity hypothesis (Section 3.3.2) tells us that the statistics of the inertial range are only dependent on the dissipation rate, not the viscosity. In our thought experiment the flux of energy at low wavenumbers is fixed (due to the LES). Call this flux Psgs (for “production of subgrid energy”). At sufficiently high Reynolds number the flux of energy for ODT is εODT ∼ CE(kc ). That is, the ODT dissipation rate is directly proportional to the eddy rate constant and the spectral energy at the Nyquist limit and is completely independent of the viscosity and the max eddy size. Now, we must have Psgs = εODT at equilibrium. Hence, if the rate constant is too low then the energy at the Nyquist limit will increase to establish the energy balance. The opposite is true if the rate constant is too high. This is depicted in Figure 4.20. The effect of increasing the viscous cutoff (for finite viscosity) or increasing the viscosity is also shown. With sufficient separation of scales the parameters can be determined (as we have attempted in the previous section) by guessing a reasonable value for lmax and then tuning C to match the low and high wavenumber spectra at the the Nyquist limit, kc = π/hLES . This needs to be done with high ODT resolution to ensure no viscous or rejected eddy effects are present. Given sufficient ODT resolution and the proper viscosity coefficient, the value of Z can be ascertained independently from C and lmax . Unfortunately, in this study we were not able to attain sufficient ODT resolution for the Kang data and the CBC data does not possess sufficient separation of scales to make the parameters independent. For
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Figure 4.18. Transverse spectrum, E22 (κ1 ), for the LESODT field at t = 0.15 sec of the Kang experiment with DSM LES closure. ODT parameters: lmax = 4.5, C = 0.30, Z = 7.0, and the effective viscosity is νeff = 1.35 × 10−4 m2 /s.



−3



10



−4



−5



10



22



1



E (k ), m3/s2



10



−6



10



CBC data LESODT LES Nyquist limit min eddy size 1



10



2



10 k1, 1/m



3



10



Figure 4.19. Transverse spectrum, E22 (κ1 ), for the LESODT field of the CBC experiment with DSM LES closure. ODT parameters: lmax = 4.5, C = 0.30, Z = 7.0.



133 this reason we are reluctant to declare the ODT parameters used here as definitive. This study awaits only modest upgrades in computing power. However, as we were essentially limited by RAM on a serial machine (twice the memory would suffice), not by the speed of the algorithm. 4.6.3



ODT closure results



We will now, finally, look at results for a coupled simulation where the ODT closure given in Section 4.4 determines the subgrid force for the LES. We first take a look at the examples of the physical fields for the Kang simulation. 4.6.3.1



Snapshots of the physical fields



Figure 4.21 shows a profile of the u1 (x1 ) component of velocity on one line from the initial condition of the 3D ODT lattice in a 323 LES of the Kang experiment. There are 4096 ODT points per line (128 ODT points per LES cell). This equates to 12,582,912 ODT points in the simulation. Recall that each point carries all three velocity components, but not pressure. Figure 4.22 is a close-up portrait of the ODT and LES fields at the end of the Kang simulation. Notice that there are locations were the fluctuations are quite smooth indicating that an eddy event has not recently taken place. Also, notice that the ODT field does not interpolate the LES points. The reconstruction procedure manages to retain the history of subgrid fluctuations and still enforce the requirement that the filtered ODT field matches the LES cell average. 4.6.3.2



Spectral results with lmax = 3



Here we compare the 3D and 1D (transverse) energy spectra for the Kang [35] and CBC [14] experiments with the following ODT parameters: lmax = 3.0, C = 0.30 and Z = 7.0. 4.6.3.2.1



Kang results. The results for the Kang data are given in Figures



4.23–4.27. The 3D spectral data are presented as solid lines in Figure 4.23. The top line is the initial condition. The integral of this curve is the total energy of the field at this point in time. Note that we are zoomed in to the low wavenumber portion
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Figure 4.20. Expected trends for ODT parameters for model spectra



6 4



u1(x1)



2 0



−2 −4 −6 0



ODT LES 1



2



3 x1



4



5



6



Figure 4.21. An example u(x) velocity profile from the initialization of the Kang case
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Figure 4.22. A zoom-in of a u(x) profile for the Kang case at t = 0.42 sec
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Figure 4.23. 3D energy spectra, E(κ), from a 323 LESODT of the Kang experiment. ODT parameters: lmax = 3.0, C = 0.30, and Z = 7.0.
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Figure 4.24. Kang transverse spectrum at t = 0.15 sec for lmax = 3.0, C = 0.30, Z = 7.0. 0
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Figure 4.25. Kang transverse spectrum at t = 0.30 sec for lmax = 3.0, C = 0.30, Z = 7.0.
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Figure 4.26. Kang transverse spectrum at t = 0.42 sec for lmax = 3.0, C = 0.30, Z = 7.0.
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Figure 4.27. Kang transverse spectra for lmax = 3.0, C = 0.30, Z = 7.0.



138 of the curve. The data curve below the initial condition represents the simulation time t = 0.15 s (x1 /M = 30), the next curve represents t = 0.30 s (x1 /M = 40), and the final (lowest) curve represents t = 0.42 s (x1 /M = 48). As mentioned, the ODT dissipation rate is not affected by lmax . When ODT is closing the LES equations, however, the production rate of subgrid kinetic energy, Psgs , is proportional to the square of the max eddy size (this is discussed in detail in Chapter 6). Therefore, with C fixed to match the ODT dissipation rate at the correct E22 (κ1 ) (from Figure 4.18), the max eddy size must be tuned to give the correct subgrid energy production. This is judged using the LES 3D spectra in Figure 4.23. We see that the bulk rate of energy transfer is roughly correct. However, it appears that the energy piles up (slightly) near the Nyquist limit and there seems to be a depression in the spectrum just to the right of the wavenumber corresponding to the max eddy size. With our present formulation we see this behavior consistently for lmax > 2. The transverse 1D spectra from the simulation, Figures 4.24 – 4.27, actually look quite encouraging. The first three figures in the series show results for a single point in time and the last shows all the time stations combined. It is apparent from these plots that the rate constant is still slightly too high. We are stuck, however, because decreasing the rate constant to better match the 1D spectral data means that a larger max eddy size will be required for bulk energy decay of the LES field. As we have seen, the quality of the 3D spectra definitely deteriorates with larger lmax . But all is not lost. There is an inconsistency in the model that we have yet to mention and which we believe is responsible for this undesirable behavior. Before illuminating this problem let us examine results for the CBC experiment with the current set of parameters and also see the effect of varying the max eddy size. 4.6.3.2.2



Comte-Bellot and Corrsin results. The results for the CBC



experiment are presented for the 3D spectra in Figure 4.28, the transverse 1D spectra in Figure 4.29, and the longitudinal 1D spectra in Figure 4.30. For the 3D LES spectra we see the same qualitative problems embodied by the Kang
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Figure 4.28. CBC 3D spectra for LESODT using lmax = 3.0, C = 0.30, Z = 7.0.
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Figure 4.29. CBC transverse spectra for lmax = 3.0, C = 0.30, Z = 7.0.



140 results. It is encouraging that we are achieving the same results with the same set of parameters, an indication that, when combined with LES, it may indeed be possible to eventually settle on a single set of ODT parameters. The data for the transverse spectra were generated from the longitudinal spectra, assuming isotropy, from (4.27) because the E22 (κ1 ) data is not explicitly reported in [14]. We see that the energy in the high wavenumbers is over-predicted slightly by the simulation. In contrast to the Kang case, where we did not have enough ODT resolution to completely resolve the Kolmogorov scale, in the CBC case we have over-resolved the simulation so that the observed spectra are representative of the physics embodied by the model and not numerics. It is suspected that the deviations of the high wavenumber field in this case result because the viscous cutoff was determined in Section 4.6.2 using poor sampling control. In that section we concluded that the molecular viscosity coefficient was sufficient to dissipate energy given the specific Z value used here. The results of Figure 4.29 suggest that this conclusion might have been premature. For the CBC case we have also presented the results for the longitudinal spectra in Figure 4.30. The “dip” near the Nyquist limit is an unavoidable consequence of the reconstruction procedure for the E11 (κ1 ) spectrum and is explained in detail in Section 4.6.4. 4.6.3.3



Spectral results for lmax = 2



We now present results in which we concern ourselves more with the quality of the 3D LES field. The expectation is that a smaller max eddy size will yield more desirable spectra at the cost of increasing the rate constant and hence decreasing the energy level of the subgrid fluctuations. These trends indeed hold true. The parameters used in this section are: lmax = 2.0, C = 0.40 and Z = 7.0. 4.6.3.3.3



Kang results. The 3D LES spectra are shown in Figure 4.31.



The results are in good agreement with the experimental data. As expected, however, Figure 4.32 illustrates the negative consequences of using the higher rate constant on the subgrid field.
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Figure 4.30. CBC longitudinal spectra for lmax = 3.0, C = 0.30, Z = 7.0.
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Figure 4.31. Kang 3D spectra for lmax = 2.0, C = 0.40, Z = 7.0.



142 4.6.3.3.4



Comte-Bellot and Corrsin results. For the same set of param-



eters Figures 4.33 and 4.34 show the results for the CBC case. The same trends are observed: an improvement in the 3D spectra and a depression of the high wavenumber spectra to the right of the Nyquist limit. 4.6.3.3.5



Increased LES resolution. Maintaining the same parameters



of the previous section here we examine the effect of increased LES resolution, particularly for a low Reynolds number case like CBC where the rejection of eddies due to the viscous cutoff also affects the production of subgrid energy by the LES field. Figure 4.35 and 4.36 illustrate that this regime is challenging for the LESODT coupling problem. But the results are not totally unreasonable. As we will see, there are more serious issues to contend with, and addressing these issues may in fact improve many of the results. 4.6.3.4



Eddy statistics



In this section we present the resulting eddy size distribution compared with its sampled distribution for the Kang case in Figure 4.37. The two distributions look quite different due to the nature of the logarithmic plot, but keep in mind that both integrate to unity. The “bar chart” nature of the resulting ODT distribution is due to the requirement that a discrete eddy size be a multiple of 3. The cumulative distribution was collected and then differentiated to obtain the pdf. This is a bit of verification to show that the resulting distribution based on the evolving state of the velocity field is indeed different from the presumed distribution. For this case the sample controller used a max probability of 1.0 and scaled the sampling period to maintain an average probability of 0.10 with an adjustment every 104 trials. The resulting event location distribution was uniform in all cases. 4.6.4



Spectral “dip”



The reconstruction procedure forces the filtered ODT field to match the LES cell average along a given line. Recall that each line carries all three components of velocity for both ODT and LES (for LES we have been referring to this as a “channel” of LES cells). In a sense, then, we have conceptualized the LES cell
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Figure 4.32. Kang transverse spectra for lmax = 2.0, C = 0.40, Z = 7.0.
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Figure 4.33. CBC 3D spectra for lmax = 2.0, C = 0.40, Z = 7.0.
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Figure 4.34. CBC transverse spectra for lmax = 2.0, C = 0.40, Z = 7.0.
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Figure 4.35. CBC 3D spectra for 643 LES using lmax = 2.0, C = 0.40, Z = 7.0.
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Figure 4.36. CBC transverse spectra for 643 LES using lmax = 2.0, C = 0.40, Z = 7.0.
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Figure 4.37. Comparison of sampled and implemented eddy size distributions



146 average as “box-filtered” quantity. This would imply that the ODT values along the line direction are “surface-filtered” quantities defined by (2.23) in Chapter 2. But we have previously conceptualized the ODT values to be “line-of-sight” values, synonymous with “direct injection” sampling of an imaginary DNS field. How do we reconcile this discrepancy? And what consequences does this have? 4.6.4.1



Spectra of surface-filtered fields



First, it is important to appreciate the difference between the 1D spectra for surface-filtered and direct-injected fields. The surface-filtered field is attenuated by applying two orthogonal 1D tophat filters to the fully resolved field. In lieu of developing the kernel transfer function we have simply performed the filtering in physical space of the initial condition for the de Bruyn Kops DNS [15]. Figure 4.38 shows the resulting spectra for the direct-injected and surface-filtered fields. 4.6.4.2



Spectral cutoff filter



The dip is a direct consequence of the relationships (4.24) and (4.25) between the 3D spectrum and the 1D spectra for isotropic vector fields. Roughly, the reconstruction procedure forces the energy of the ODT field in wavenumbers up to the Nyquist limit to match the energy of the LES 1D spectrum. For a spectral cutoff LES 3D filter (see Figure 4.39), per (4.24) the LES longitudinal spectrum must approach zero since the 1D energy at κ1 contains contributions from the 3D spectrum from κ1 to infinity (see Appendix F). This is illustrated in Figure 4.40. The corresponding ODT spectrum after reconstruction is shown on the same plot. The ODT field exactly matched the “CBC data” line before the reconstruction. The new ODT longitudinal spectrum then follows closely the LES 1D spectrum up to the Nyquist limit and then is relatively unaltered at the high wavenumbers. Figure 4.41 shows the same situation for the transverse LES and ODT spectra. Notice that the dip is much less pronounced in this case, but still exists. This is due to the opposite signs in the integrands of (4.24) and (4.25). The negative sign in (4.24) forces the integral to zero faster than the positive sign in (4.25). With zero energy past the Nyquist limit in the 3D spectrum (due to the cutoff filter) the
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Figure 4.38. Comparison of spectra from direct injection sampling of a DNS and the surface-filtered field obtained from the same DNS
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Figure 4.39. LES 3D spectrum of the initial CBC field with a spectral cutoff filter
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Figure 4.40. Longitudinal spectrum after reconstruction with spectral cutoff LES
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Figure 4.41. Transverse spectrum after reconstruction with spectral cutoff LES



149 dip is unavoidable for both longitudinal and transverse spectra (for the established consistency requirements of the current reconstruction method). 4.6.4.3



Gaussian filter



Here we use the Gaussian filter as a close approximation to the box filter for low wavenumbers. The ringing of the box filter in spectral space is truncated anyway due to the finite LES grid and these two filters look quite similar in practice. The LES 3D spectrum is shown in Figure 4.42. In this case the energy is not cut off just past the Nyquist limit but begins attenuating long before. The effect on the 1D spectra can be seen in Figures 4.43 and 4.44. As the Gaussian filter is a close approximation to the box filter (i.e., an anisotropic 3D tophat filter) the LES 1D spectra follows closely the surface filtered spectrum up to the Nyquist limit. The ODT follows suit and then regains its original form past the Nyquist limit. Due to this surface-filtering effect, Gaussian or box-filtered LES fields will inevitably create a dip in the ODT 1D spectra. −3
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Figure 4.42. LES 3D spectrum of the initial CBC field with a Gaussian filter
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Figure 4.43. Longitudinal spectrum after reconstruction with Gaussian LES
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Figure 4.44. Transverse spectrum after reconstruction with Gaussian LES



151 4.6.4.4



Implied Harlow and Welch filter



Even though Schumann’s finite volume approach [75] conceptualizes the LES cell average as the box-filtered field arising from an imaginary DNS field, the integration of the concept with the Harlow and Welch energy-conserving numerical scheme does not produce a box-filtered spectrum unless an explicit filtering procedure (at much lower resolution) is employed. The observation (see, e.g., the results in Figures 4.17 and 4.16) is that the numerical scheme implies a filter which follows the spectral field up to the Nyquist limit and then attenuates like a normalized box-filtered field just past the Nyquist limit. This is the motivation for the design of the filter given by (4.29). Fortunately, this filter possess qualities that should help alleviate the dip, namely, it does not attenuate at low wavenumbers like the Gaussian filter and it does not cutoff past the Nyquist limit like the cutoff filter. Figure 4.45 shows an LES 3D spectrum with the new filter. The effects on the 1D spectra are shown in Figures 4.46 and 4.47. The longitudinal spectrum is slightly improved, but, due to −3
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Figure 4.45. LES 3D spectrum of the initial CBC field with the implied Harlow and Welch filter
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Figure 4.46. Longitudinal spectrum after reconstruction with Harlow and Welch FV-LES −3
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Figure 4.47. Transverse spectrum after reconstruction with Harlow and Welch FV-LES



153 the negative sign in (4.24), still possesses a dip. The dip in the transverse spectrum, however, is gone! So, in a sense the dip problem is solved by a combination of the Harlow and Welch implied filter and the plus sign in (4.25) for the transverse spectra. The longitudinal dip is currently an unavoidable property of our algorithm. 4.6.5



The inviscid case



Without a subgrid model an inviscid LES (solution of the Euler equations) will conserve energy by the Harlow and Welch scheme. The results for our typical periodic box problem are shown in Figure 4.48. Notice that energy tends to pile up near the Nyquist limit at long times. This is a conceptual illusion, however, as the energy is really uniformly distributed in a box in 3D wave space. The “resolved” energy (left of the Nyquist limit in Figure 4.48) is the energy in a spherical shell in this space. So, imagine a box of edge length 2π/hLES with sides tangent to a sphere of radius π/hLES . The energy inside the sphere is what is shown to the left of the Nyquist limit in Figure 4.48 and the energy outside the sphere, but inside the box, is what is shown to the right of the Nyquist limit. The sides of the box form an “energy barrier.” Hence, the spectral shape of the field resulting from the numerics is more a consequence of this barrier than a true attenuation which one conventionally envisions for a filter. Earlier we alluded to an inconsistency in the LESODT algorithm that could explain the reason why our parameter adjustments to allow ODT to match the 1D spectral data and the LES to match the 3D spectral data are at odds with one another. The issue of major concern here is that the ODT field does not conserve energy during a reconstruction event. First, consider that even with zero viscosity the LES field will transport energy to the subgrid field due to the subgrid model. If the ODT field has infinite resolution the LES would not be concerned with what ODT eventually did with its energy, the feed back to the LES is minimal (some backscatter does exist). The LES spectrum at long times with an inviscid ODT closure is shown in Figure 4.49. The corresponding ODT spectrum is shown in Figure 4.50. As we would expect the ODT energy becomes evenly distributed in the 1D space (this is completely
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Figure 4.48. 3D spectrum of LES with no subgrid model at long time
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Figure 4.49. LES energy spectrum at long time with inviscid ODT closure



155 analogous to the “energy-in-a-box” discussion above, but here the 1D energy is simply taken over a plane in the box). This is, in fact, a good verification of the ODT implementation! Qualitatively, what we have just observed is good. However, the integrated energy level should not decrease as we see in Figure 4.51. In other words, we should see the same results as Figure 4.50, but the ODT line should be shifted up such that the integral over the entire wavenumber range matches the integral of the initial condition. This attenuation is not due to mapping events, which identically conserve energy, and which are tested upon every occurrence in our simulations (by setting the debug = 1 option in gODT, this is particularly recommended for variable density cases). By default, then, the reconstruction event is the culprit. This is not surprising, however, since we are reconstructing only the mean. What happens is that energy gets tied up in what we will call “cross-term energy” and is lost because only the fluctuations are saved during the reconstruction event. Consider the following decomposition: K n = hun un i , = h(un + u0 n )(un + u0 n )i , = hun un + 2un u0 n + u0 n u0 n i ,



(4.30)



where K n is the mean kinetic energy of the ODT field just before reconstruction, un is the ODT field, un is a smooth reconstruction of the filtered ODT field field, and u0 n represents turbulent fluctuations, all at tn . Roughly speaking, the new kinetic energy at time tn+1 after reconstruction is given by ¬



¶



K n+1 = un+1 un+1 + 2un+1 u0 n + u0 n u0 n .



(4.31)



It appears that on average un+1 un+1 < un un and un+1 < un , causing the total energy to decay. Though we did not solve this problem within the time frame of the current study, this issue is not insurmountable. To supplement the mean reconstruction
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Figure 4.50. Transverse spectrum at long time for inviscid ODT
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Figure 4.51. Mean energy history for LESODT in the inviscid case



157 procedure we are developing a method to reconstruct the subgrid variance based on kernel transformations (see Chapter 3). We expect to be able to reconstruct the ODT field to preserve energy to machine precision. This kind of precision, however, also will require the help of the implied kinetic energy subgrid production terms due to the numerics of the temporal integration discussed in Chapter 2. What implications would solving the energy-conservation problem have for the ODT parameters? Let us re-examine Figures 4.31 and 4.32. Here we are using lmax = 2.0 and this seems to provide good results for the 3D LES spectra. Due to the high rate constant, the high wavenumber portion of the E22 (κ1 ) spectrum is depressed. This is consistent with our trend of energy loss from the system. The low-wavenumber 1D spectrum follows the LES field and will not change upon correcting the conservation problem. Conserving energy, therefore, amounts to a shift upwards for the high wavenumbers precisely as needed. We envision adding a kernel function roughly of size hLES which in principle would go to adjust the 1D spectrum around the E22 (κc ) wavenumber. This is left for future work. 4.6.6



Computational cost



Given the promising results, certainly one of the major questions that potential users of this model will have is: How expensive is it? In Section 4.2.2 we provided a rough scaling analysis that showed the method should be much cheaper than DNS. Did this analysis carry over into practice? In a way, yes. Results for scaling of the algorithm with the number of subgrid ODT points per LES cell in 1D (nc ) are shown in Figure 4.52. There are two sets of data. The first is the solid circles, which is in very good agreement with the Re3/2 scaling law. These cases were run with the Pmax = 1.0 control strategy and a minimum sampling period of ∆ts, min = 10−6 . The set of data below that was run with only Pave = 0.10 control and represents a good potential target for improvement. The algorithm shows nearly linear Reynolds number scaling! The key to the speed of the algorithm is that, as much as possible, we operate on the first array index (for Fortran). Further significant improvements were realized by using an implicit numerical scheme for the diffusion equation and a (close to)
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Figure 4.52. Reynolds number (nc ) scaling for the serial algorithm compared with DNS scaling



direct method of reconstruction developed by Schmidt (see Chapter 5). The cases here were run on a Dell Precision 370 desktop with a single 3.2 GHz Pentium 4 processor and 2.0 GB of memory (courtesy Stephen M. Lawrence). As a benchmark we use the slowest case that we encountered, which was a 643 LES with nc = 16 and Pmax control. This case ran at 8.3 × 10−3 sec/LES cell. From here we can extrapolate a rough estimate of computational cost for any structured LES configuration, 1 n3/2 c , 3/2 16 = (8.3 × 10−3 ) (0.0156) n3/2 c ,



Tnc = T16



= 1.3 × 10−4 n3/2 c .



(4.32)



For example, suppose we had a 64 × 32 × 16 LES grid, with nc1 = 128, nc2 = 32, and nc3 = 256. The estimated subgrid stress evaluation time for this case would be



159 1.3 × 10−4 (64 × 32 × 16)



— 1 ” (128)3/2 + (32)3/2 + (256)3/2 = 24, 388 sec, 3 = 6 hrs 47 min.



Not bad for what would be a (8192 × 1024 × 4096 = 34, 359, 738, 368) 34 trillion node DNS! Time estimates from this formula will be only rough, order-of-magnitude estimates. The user will need to run a benchmark case on his or her own system to make more accurate predictions.



4.7



Parallel results



For this algorithm to eventually be very useful we must consider a strategy for parallel computations. Two obvious choices for this scheme would be ray decomposition and domain decomposition. Given that we had immediate access to a domain decomposition LES code we decided to take advantage of this opportunity. The LESODT tool kit is designed to be easily implemented with domain decomposition but some level of domain splitting errors are incurred, which we will describe. For now, we will consider only one ghost cell and therefore limit our attention to cases with lmax = 1. Within this study we will be concerned only with the LES performance because utilities to write out the ODT fields in parallel are still under development. We recognize that the parameters used here will not generate high quality subgrid spectra but this exercise can go some way toward understanding the behavior of the model’s parallel performance. The parallel algorithm is a set of serial algorithms on overlapping patches. The ODT lines are treated with extrapolated Dirichlet boundaries on the edge of the patch ghost cells. This is discussed in further detail in Chapter 5. At patch interfaces, where two values of the flux are obtained by different ODT lines on different processors, only the flux from the right-side patch is used. The other flux is discarded. In the implementation presented here the ODT fluctuations were communicated from neighboring patches to the local patch ghost cells. Actually, this was not intended by the design of the algorithm and, as we will soon see, goes to yield poor scaling performance. The envisioned algorithm communicates only



160 the LES ghost cell information and stores the patch ghost cell fluctuations locally for reconstruction on an extrapolated smooth LES field. Spectral results for the CBC experiment are shown in Figure 4.53 for a single processor run within the parallel framework. The parameters for this case were: lmax = 1.0, C = 3.43, and Z = 3.0. The 1D transport equation is solved with Forward Euler time integration (CFL = 0.25) and a viscosity coefficient of ν = 4.5 × 10−5 m2 /s. The sample time period was fixed at ∆ts = 10−5 sec. The LES field was initialized with a spectral cutoff filter and no initialization of the ODT field was used. As we have discussed, the 3D spectra at later times exhibit more closely the Harlow and Welch implied filter and this filter is used to determine the integrated LES energy for the plots in Figures 4.54 and 4.55. Even the single processor case is conceptually different in the parallel code than in the serial code. In the serial code true periodic boundaries are implemented for all eddy events. In the parallel code only the LES points are truly periodic and the ODT lines are extrapolated to ghost cell edges. This caused a splitting error that is illustrated in Figure 4.54. Here we are using the SSP RK3 time integration
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Figure 4.53. CBC LES 3D spectra for a single processor run in Arches. ODT parameters: lmax = 1.0, C = 3.43, Z = 3.0.
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Figure 4.54. Effect of LES time step on the energy decay history in the parallel algorithm using ghost-cell extrapolation reconstruction. Circles represent CBC data integrated with the Harlow and Welch implied filter (RJM filtered).
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Figure 4.55. Energy decay results for multiple processor cases. Circles represent filtered CBC data.



162 scheme with a CFL of 0.25. This artifact went away for CFL = 0.125, which was used for all subsequent runs. The LES performance for multiprocessor runs up to np = 64 is shown in Figure 4.55. Figure 4.56 shows a zoom-in around the t = 0.28 sec data station. It can be seen that the results are not identical, which is not surprising given the stochastic nature of the model. However, it can be safely argued that these differences are insignificant for this flow. The observed multiprocessor scaling (a.k.a. parallel scaling performance) is shown Figure 4.57. The behavior is strange in that the np = 64 case seems to recover better parallel performance than the 27 processor case. We speculate that this is somehow due to the explicit diffusion solve. When examining the timing results it was clear that certain patch layouts (i.e., numbers of processors) would be on a cusp with regard to taking 1 or 2 diffusion time steps within an LES time step. It is not entirely clear why this was happening, but the result was that the np = 16 and 27 cases tended to stay in the diffusion solve longer. By grouping the average ODT line times such that we could estimate the time for a single diffusion
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Figure 4.56. Zoom-in of the energy decay curves around the t = 0.28 s CBC data point for multiprocessor cases
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Figure 4.57. Observed multiprocessor scaling for a 323 LES with explicit diffusion used in the ODT transport equation



step (which is always achievable with an implicit solve) we obtain the curve in Figure 4.58, which seems like more typical behavior for a parallel algorithm. It should be pointed out that the departure from linearity at such a low number of processors is to be expected for a problem of this size, only 323 for the LES. Recent studies have shown (personal communication with S. Kumar) that parallel performance degrades rapidly for surface area to volume ratios corresponding to roughly 30 LES points per patch. We have surpassed this mark in going from one to two processors. Lastly, the quantitative timing results for this implementation are irrelevant for three reasons: (1) the ODT points should not have been communicated across patches, (2) the subgrid force was evaluated for every RK stage and it need only be evaluated for the first stage (in fact, this may be partially responsible for the need of a tighter CFL restriction), and (3) implicit diffusion with the tridiagodt solver should have been used.
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Figure 4.58. Expected multiprocessor scaling for a 323 LES with implicit diffusion used in the ODT transport equation



4.8



Conclusions



In this chapter we have presented a method for closing the finite-volume LES equations using ODT. A set of Fortran 77 routines has been developed for the key algorithmic components of the model (the “LESODT tool kit,” see Appendix A). These modules are versatile and can fit into most any structured LES strategy. We have here demonstrated the ease with which these tools can be used by a massively parallel code (Arches scales up to 1000s of processors). The results of the model are encouraging but not definitive. The best LES results were obtained using a max eddy size of two times the LES grid spacing. However, the rate constant required to achieve the proper LES subgrid energy production rate for this case causes a depression of the high wavenumber ODT spectrum. We have identified an energy “leak” in the model which, when corrected, should reconcile the LES subgrid production with the ODT dissipation for a given set of parameters. The ability to conserve energy to machine precision will require higher-order corrections from the implied kinetic energy equation of the LES time integration scheme.



165 It appears that algorithms based on 1D mean reconstruction only (we have not yet tested these methods with variance reconstruction) will inevitably create a dip in the longitudinal ODT spectrum. For the transverse spectrum, the dip problem can be avoided when using the implied Harlow and Welch filter for the LES field. The serial performance and scaling of the algorithm are extremely encouraging. We were able to perform ultra-high resolution simulations on a single processor desktop PC. The Reynolds number scaling, to a good approximation, follows the theoretical trends and potential for near linear scaling is demonstrated where the necessary algorithmic improvements should come in the area of the sampling control strategy. A domain decomposition parallel implementation strategy was designed and implemented into the CRSIM Arches code using the same computational components (i.e., subroutines) as the serial code, demonstrating good portability of the tool kit. Splitting errors associated with patch decomposition lead to a tighter CFL restriction. We found that good results were obtained with a CFL of 0.125 for the 3rd-order Runge-Kutta time integrator. The parallel scaling performance is difficult to assess for the small demonstration problem, but the results are somewhat encouraging. We have identified the key elements for improving the single- and multiprocessor speed of the Arches implementation and plan to continue efforts to develop this parallel algorithm.



CHAPTER 5 ODT DATA RECONSTRUCTION Science is about standing up for an idea. – John Wheeler (on defending the existence of black holes)



5.1



Introduction



Subgrid closure for large-eddy simulation (LES) using the one-dimensional turbulence model (ODT) requires that the ODT field be constrained to match some predetermined consistency requirements. For example, the filtered ODT field should match the LES cell average in some sense. This constraint is not satisfied automatically because the ODT evolution contains only varying degrees of LES-scale advection and diffusion and because the ODT evolution equations do not include LES-level continuity information. The set of specific consistency requirements that are needed remains an open research issue. It may be possible, for example, to satisfy realizability constraints and higher order moments of the scalar probability density function through the reconstruction step. Additionally, reconstruction procedures can be designed to satisfy consistency relationships on a line-by-line basis or on a multiline basis, where filtering of the ODT field is performed over a volume, and lines passing through the volume are weighted appropriately. In this chapter we describe a method for enforcing the requirement that the filtered ODT field along a given line matches the LES cell averages for the particular scalar of interest. That is, we reconstruct the mean (the first moment) on a line-by-line basis. The term reconstruction is adopted here because many of the methods that have been developed to enforce the consistency requirements are familiar from the gas dynamics community where the underlying continuous data are said to be



167 “reconstructed,” in the manner of Godunov [27, 87], for example. For wall flows and scalar shocks one even encounters the problem of preserving monotonicity, another common issue in gas dynamics. When turbulent flows are considered, the strategy will be to save a “subgrid” field from one LES time step to the next, thereby preserving the recent history of turbulent scalar fluctuations, which are important for capturing the dynamics of the energy cascade and the wall shear stress (or wall scalar flux). In what follows we first show how the ODT mean reconstruction problem can be reduced to the more familiar problem of finding a smooth continuous function, which satisfies the LES cell average. We then describe a novel method for accomplishing this task and give implementation details for periodic, Dirichlet, and patch boundary conditions. As an aside, we should mention that several methods for mean data reconstruction have been developed and evaluated. The original method, an iterative interpolation technique, performs the best for periodic domains on a single processor. Due to a large stencil, however, this approach is quite impractical for Dirichlet boundaries, which are needed in the near-wall case and for reconstruction across patches in parallel computations. ENO (Essentially Non-Oscillatory) reconstructions [32, 78] were also explored, but these are discontinuous at cell boundaries and only identically preserve the cell average for first- and second-order reconstructions. At least sixth-order reconstructions are needed to avoid noticeable C1 discontinuities (i.e. jumps in the first derivative). Our chosen method is a multilevel Fromm [87] scheme (developed by Rodney C. Schmidt of Sandia National Laboratories, Albuquerque, NM) which identically preserves the cell average, has a compact three-point stencil (yet exhibits the smoothness of an eighth-order interpolation with no C1 discontinuities), and is easily extended to handle Dirichlet boundaries. The method’s limitation is that it cannot preserve monotonicity for scalar shocks. We will not address solutions to this problem here. We will only mention that the ENO reconstructions should be useful in dealing with scalar realizability when shocks arise.
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5.2



The cell average constraint



Let u(x) represent the ODT field, which is continuous but need not be smooth in any sense. To be clear, this is not the subgrid field. The terminology here is such that the “ODT field” is analogous to a DNS (direct numerical simulation) field only in one dimension (i.e., the ODT field contains low and high wavenumber information). Define a restriction or filtering operation to be such that, 1 Z xj +h/2 u(xj ) = u(x) dx h xj −h/2



(5.1)



gives the cell average of the ODT field for a cell centered at x = xj . The LES grid spacing, h, is uniform. Next, let U (xj ) represent the discrete LES data. Our goal is to make u(xj ) = U (xj ). We will adopt a convention whereby upper case letters are variables associated with the LES field, and lower case letters represent variables associated with the ODT field. Further, a tilde will represent a continuous smooth field. If the following relationships hold, U (xj ) =



1 Z xj +h/2 Ü U (x) dx , h xj −h/2



(5.2)



u(xj ) =



1 Z xj +h/2 ue(x) dx , h xj −h/2



(5.3)



then the following procedure (Algorithm 5.1) will reconstruct a nonsmooth ODT field to satisfy (5.1) and u(xj ) = U (xj ). The time stamps in Algorithm 5.1 on the intermediate ODT fields have been omitted since these fields do not satisfy the consistency constraint. This is just an arbitrary notation preference. The filtered and continuous fields in Step 1, for example, actually live at time level, tn+1 . But we want to avoid confusion between the ODT field which surfaces from the ODT evolution procedure (here called u(x)), and the ODT field which is made consistent with the projected LES field at time, tn+1 (here called un+1 (x)). The proof proceeds as follows:



169 Algorithm 5.1 Reconstruct mean (periodic) 1: Filter current ODT field, u(x), via (5.1) to obtain u(xj ) e(x) 2: Find a smooth reconstruction of u(xj ) via e.g., Algorithm 5.2 to obtain u 0 e(x) 3: Compute and store the subgrid field, u (x) = u(x) − u n+1 4: Find a smooth reconstruction of U (xj ) via e.g., Algorithm 5.2 to obtain, n+1 Ü U (x) 5: Add the subgrid field to the smooth reconstruction of the LES data to obtain, Ü n+1 (x) + u0 (x) un+1 (x) = U



u



n+1



(xj ) = = = =



1 Z xj +h/2 n+1 u (x) dx , h xj −h/2 — 1 Z xj +h/2 ” Ü n+1 U (x) + u0 (x) dx , h xj −h/2 1 Z xj +h/2 Ü n+1 1 Z xj +h/2 1 Z xj +h/2 U (x) dx + u(x) dx − ue(x) dx , h xj −h/2 h xj −h/2 h xj −h/2 U n+1 (xj ) + u(x) − u(x) ,



= U n+1 (xj ) .



(5.4)



With this result we can see that the problem boils down to finding smooth reconstructions for u(xj ) and U n+1 (xj ) in Steps 2 and 4. We now discuss a method for accomplishing this task.



5.3



A multilevel Fromm scheme



Our original method to handle mean data reconstruction (iterative interpolation) suffered from the following problems: (1) the cell average was only satisfied to a given tolerance, (2) the high-order interpolations required a large stencil, (3) the procedure was iterative, and hence probably not optimal in terms of complexity, and (4) the method was dispersive near discontinuities in the discrete data. In an effort to eliminate problems (1) and (2), and to a large degree (3), Rodney C. Schmidt (Sandia National Laboratories, Albuquerque, NM) has developed the following method, which turns out to be (to leading order) a multilevel Fromm scheme. Schmidt recognized that the iterative interpolation scheme had the flavor of a multigrid method (“defects,” “restrictions,” “interpolations,” etc.) without multiple levels and found a way to leverage these multigrid concepts for data



170 reconstruction. Henceforward, we will refer to this new technique as “Schmidt’s method.” Before going further, it is helpful to discuss the data storage arrangement. Ultimately, Schmidt stores his ODT data at cell centers. But he stores some of his intermediate values at nodal locations. Imagine for a moment that we are carrying only two ODT points per LES cell. Figure 5.1 shows how this situation might appear. For illustration purposes we are using very few LES points (denoted as the “cell averages” in the figure). These are distributed at random on a periodic domain. At this point the reader should not be concerned with the actual values of the ODT points. Here we are just interested in their position. Notice that the LES points all fall on an ODT cell boundary. The ODT points (u− , u+ ) are cell centered. If we were using nodal storage, all the ODT points would be located on the dotted lines that are the ODT cell boundaries in Figure 5.1 (the LES cell boundary doubles as an ODT cell boundary). Now imagine that we increase the number of ODT points to four per LES cell (uniformly distributed in the 1D space). In order to maintain a cell centered storage at this finest level, we would insert new ODT cell boundaries at exactly the ODT storage locations in Figure 5.1. In this manner the ODT points shown in Figure 5.1 will be intermediate values that are cell centered at the current level but are node centered at the next level of refinement (where they will take on the role played by the LES points in Figure 5.1). We will make use of Godunov-type piecewise constant reconstructions which will preserve the exact discrete cell average. Note that any second-order piecewise linear slope method, such as Lax-Wendroff, Warming-Beam, or Fromm, meets this requirement. We emphasize “discrete” here because polynomial reconstructions of higher order (e.g., ENO reconstructions) do not preserve the discrete cell average and always need a small final correction from a first- or second-order defect reconstruction. In a MUSCL–type reconstruction, the continuous data for cell j is given by, u(x) = u(xj ) + and the Fromm slope is given by,



x − xj ∆j , h



(5.5)
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Figure 5.1. An example of one level in Schmidt’s reconstruction procedure. The solid lines represent the Fromm slope in cell j = 2. The line connecting the cell averages (j = 1 and j = 3) is simply for illustration. Notice that it is parallel to the continuous reconstruction given by (5.5) and (5.6) that passes through the cell average at j = 2. This is also parallel to the line connecting f − and f + , which is the geometrical construct originally proposed by Schmidt. Given the mid-point storage locations of u− and u+ , any linear slope will identically preserve the cell average.



172 ∆j =



1 (u(xj+1 ) − u(xj−1 )) . 2



(5.6)



+ Defining u− j,k ≡ u(xj − hk /4) and uk,j ≡ u(xj + hk /4) as the reconstructed data to



the minus and plus side of the cell average locations, xj , at refinement level k, we have, 1 (uk (xj+1 ) − uk (xj−1 )) , 8 1 = uk (xj ) + (uk (xj+1 ) − uk (xj−1 )) , 8



u− j,k = uk (xj ) −



(5.7)



u+ j,k



(5.8)



where the grid index ranges from j = 1, 2, . . . nk and for now we assume periodic boundaries (i.e., j + 1 = 1 if j = nk or j − 1 = nk if j = 1). We have introduced some new notation. Let us take refinement level k = 0 to be the coarsest level. In this way, h0 = h is the LES grid spacing and n0 is the number of LES points in 1D, N . As is typical in multigrid algorithms, hk+1 = hk /2 and nk+1 = 2nk . We also have u0 (xj ) = U (xj ), which breaks our convention from the previous section in order to help the recursive algorithm. From (5.7) and (5.8) it follows that the discrete cell average is preserved, 1 + (u + u− j,k ) , 2  j,k  1 1 1 = uk (xj ) + (uk (xj+1 ) − uk (xj−1 )) + uk (xj ) − (uk (xj+1 ) − uk (xj−1 )) , 2 8 8 1 = (uk (xj ) + uk (xj )) , 2 = uk (xj ) . (5.9)



uk (xj ) =



Equations (5.7) and (5.8) are used in the first pass through Schmidt’s algorithm. The next step is to regrid such that u− and u+ become the target cell averages. In practice there are typically many ODT points per LES cell. Schmidt’s method assumes that the number of ODT points is a power of 2. Hence, nc = 2` , where nc is the number of ODT points per LES cell and ` is the number of grid levels (` is chosen to conform to the notation of Trottenberg [88]). Algorithm 5.2 reconstructs the data to a desired level of refinement.



173 Algorithm 5.2 Refine (periodic) 1: Compute ` = log(nc )/ log(2) 2: Set k = 0, nk = N , hk = h 3: while k < ` do 4: for j = 1 : nk do + 5: Given uk (xj ), compute u− j,k and uj,k via (5.7) and (5.8) 6: (optional) Apply smoothing procedure (call Algorithm 5.3) + 7: Set uk+1 (xj − hk /4) = u− j,k and uk+1 (xj + hk /4) = uj,k end for 8: 9: Set k = k + 1, nk+1 = 2nk , hk+1 = hk /2 10: end while e(x) = uk−1 (x) 11: Set u In Algorithm 5.2, line 5 is an optional call to a “smoothing” procedure. This procedure has the affect of tuning the slope in Equation 5.5 by adjusting ω in the following equation [87], 1 1 ∆j = (1 + ω) [u(xj ) − u(xj−1 )] + (1 − ω) [u(xj+1 ) − u(xj )] . 2 2



(5.10)



Notice that ω = 0 reproduces the Fromm slope, ω = 1 gives Warming-Beam, and ω = −1 is the Lax-Wendroff method. Schmidt, however, elects not to explicitly compute ω but rather to use an iterative geometric procedure to adjust the slope directly, which we will now describe. Given the reconstruction based on the Fromm slope, one now has the values u− j and u+ j , per (5.7) and (5.8). Here we omit the refinement index, k. The new slope can be computed as follows, ∆∗j = fj+ − fj− , =



− u+ j + uj+1 2



!



− u+ j−1 + uj − 2



!



,



(5.11)



where we are using a superscript star (∗ ) to denote the number of smoothing iterations. This slope is used in (5.5) to determine new values of u− and u+ . The procedure is illustrated graphically in Figure 5.2. Of course, it is easy to directly compute the result for this first graphical iteration (simply plug (5.7) and (5.8) into (5.11)) . The new slope becomes, ∆∗j =



1 5 5 1 u(xj−2 ) − u(xj−1 ) + u(xj+1 ) − u(xj+2 ) . 16 8 8 16



(5.12)
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Figure 5.2. One iteration of Schmidt’s smoothing procedure applied to our example problem in cell j = 2. The new slope is computed by finding the average of u+ and u− at the cell boundary then taking the new difference across the cell per (5.11).



175 Taking the resulting u− , u+ values and again plugging these into (5.11) gives a direct formula for the second slope iteration, ∆∗∗ j = −



1 3 85 85 3 1 u(xj−3 )+ u(xj−2 )− u(xj−1 )+ u(xj+1 )− u(xj+2 )+ u(xj+3 ) . 128 32 128 128 32 128 (5.13)



Effectively, we are increasing the stencil width by 2 with each smoothing iteration. Schmidt’s geometric procedure accomplishes the same task without increasing the stencil. Given a predefined number of smoothing steps, ns , Algorithm 5.3 adjusts the slope in (5.5). Algorithm 5.3 Smooth (periodic) + 1: Given current values of u− j , uj , n, and h 2: Set i = 0 3: while i < ns do 4: for j = 1 : n do 5: if j = 1 then Compute fj− via (5.11) 6: 7: else + 8: Compute fj− = fj−1 9: end if 10: Compute fj+ via (5.11) 11: end for 12: for j = 1 : n do Compute ∆j = fj+ − fj− 13: 14: Recompute u(xj − h/4) and u(xj + h/4) via (5.5) + 15: Set u− j = u(xj − h/4) and uj = u(xj + h/4) 16: end for 17: i=i+1 18: end while



The results of applying Algorithm 5.3 to the example problem are shown in Figure 5.3. A count of ns = 4 does a satisfactory job of converging the smoothing algorithm. Notice that this procedure minimizes the total variation of the reconstructed data on neighboring cell faces (see, e.g., [87] for a discussion on data variation). Figure 5.4 demonstrates the reconstruction with and without smoothing for a more refined ODT field (nc = 32 ODT points per LES cell). Following this in
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Figure 5.3. Resulting slopes for the example problem using Algorithm 5.3, with ns = 4.
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Figure 5.4. Results for the example problem with nc = 32 (number of ODT points per LES cell), with and without the smoothing algorithm.



177 Figure 5.5 we give a comparison between Schmidt’s reconstruction and the original iterative interpolation method. Close examination shows that Schmidt’s method does a better job of smoothing the C1 discontinuity near the cell boundaries (this is very subtle) but tends to add unnecessary changes of inflection at some locations (see LES cell j = 10). Neither of these nuances has negative consequences for the ODT subgrid closure. We close this section by showing a reconstruction example of a more realistic (i.e., nonsmooth) ODT field. In what follows we have simply run through Algorithm 5.1 using Algorithm 5.2 and Algorithm 5.3 with ns = 4. The results are shown in Figures 5.6 and 5.7. For visual effect the ODT field is initially completely uncorrelated with the LES field (Figure 5.6). The dotted lines show the smooth reconstructions of the discrete data. In Figure 5.7 the subgrid field has been added to the smooth LES reconstruction to obtain the new ODT field.



5.4



Dirichlet boundaries



In this section we extend Schmidt’s method to handle the case of Dirichlet boundaries (i.e., specification of the dependent variable on the boundary). This case is applicable to the near-wall problem, where all velocity components are equal to the wall velocity, and the case of overlapping patch boundaries in a parallel domain decomposition (the issues related to the choice of parallelization stategy for ODT are not discussed here). In the latter context we will use the Dirichlet boundary condition even if the overall computational domain is periodic because the periodicity will be handled by ghost cell specification. 5.4.1



Near-wall reconstruction



The near-wall reconstruction problem was originally encountered by Schmidt et al. [73] when applying ODT only to the first off-wall LES cell. In this case the underlying smooth reconstruction was a simple linear field that interpolated zero at y = 0 and the LES cell average at y = h/2. There was no concern over the continuity of the field from one LES cell to the next. In this section we will first show the specific algorithmic modification needed for
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Figure 5.5. A comparison between Schmidt’s method (RCS) and the 10th-order iterative interpolation method (RJM) for the example reconstruction.
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Figure 5.6. LES and ODT fields before reconstruction
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179 Schmidt’s method to handle the Dirichlet b.c. We then present a case that yields nonphysical wiggles (i.e., dispersion) in the transition between the near-wall LES cells. This issue does not affect the laminar parabolic case and has minimal effect on the profiles for the turbulent case. 5.4.1.1



Algorithmic modification



A principal advantage of Schmidt’s method is the ease with which it handles the Dirichlet boundary. We first note that the Fromm slope (5.6) can be recast in terms similar to (5.11) as 1 (u(xj+1 ) − u(xj−1 )) 2 Œ ‚ Œ ‚ u(xj ) + u(xj+1 ) u(xj−1 ) + u(xj ) − = 2 2 + − = fj − fj .



∆j =



(5.14)



This was also shown in Figure 5.1. Note, from that figure, that the value f − resides on an LES cell left boundary and the value f + resides on a right boundary. In fact it is always the case that the left most value, f1− , is the domain left Dirichlet boundary condition and the right most value, fn+ , is the domain right Dirichlet boundary condition. We denote the left and right Dirichlet boundary values by ubc1 and ubc2 , respectively. For reconstruction of the wall-normal ODT lines in a channel flow the boundary values are simply ubc1 = ubc2 = 0. Algorithms 5.4, 5.5, and 5.6 have been modified to handle Dirichlet boundary conditions. Lines 2 and 5 of Algorithm 5.4 ask the user to “determine” the boundary values for the smooth ODT and LES fields. We leave these steps general to handle the patch reconstruction as will be apparent in the next section. For the near-wall problem the boundary values are simply set to zero for both fields in these steps. Notice that the Refine algorithm (Algorithm 5.5) now looks very similar to the Smooth algorithm (Algorithm 5.6) because the slopes (∆j , Step 17 in each of the respective algorithms) are computed in the same manner.
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Figure 5.7. LES and ODT fields after reconstruction



Algorithm 5.4 Reconstruct mean (Dirichlet) 1: Filter current ODT field, u(x), via (5.1) to obtain u(xj ) 2: Determine left b.c., ubc1 , and right b.c., ubc2 , for smooth ODT field e(x) 3: Find a smooth reconstruction of u(xj ) via Algorithm 5.5 to obtain u 0 e(x) 4: Compute and store the subgrid field, u (x) = u(x) − u 5: Determine left b.c., ubc1 , and right b.c., ubc2 , for smooth LES field Ü n+1 (x) 6: Find a smooth reconstruction of U n+1 (xj ) via Algorithm 5.5 to obtain, U 7: Add the subgrid field to the smooth reconstruction of the LES data to obtain, Ü n+1 (x) + u0 (x) un+1 (x) = U
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Algorithm 5.5 Refine (Dirichlet) 1: Compute ` = log(nc )/ log(2) 2: Set k = 0, nk = N , hk = h 3: while k < ` do 4: for j = 1 : nk do 5: if j = 1 then 6: fj− = ubc1 else 7: + 8: Compute fj− = fj−1 9: end if if j = nk then 10: 11: fj+ = ubc2 12: else 13: Compute fj+ = (uk (xj ) + uk (xj+1 )) /2 14: end if end for 15: 16: for j = 1 : nk do 17: Compute ∆j = fj+ − fj− 18: Compute u(xj − h/4) and u(xj + h/4) via (5.5) + 19: Set u− j,k = u(xj − h/4) and uj,k = u(xj + h/4) 20: (optional) Apply smoothing procedure (call Algorithm 5.6) + 21: Set uk+1 (xj − hk /4) = u− j,k and uk+1 (xj + hk /4) = uj,k 22: end for 23: Set k = k + 1, nk+1 = 2nk , hk+1 = hk /2 24: end while e(x) = uk−1 (x) 25: Set u
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Algorithm 5.6 Smooth (Dirichlet) + 1: Given current values of u− j , uj , n, h, ubc1 and ubc2 2: Set i = 0 3: while i < ns do 4: for j = 1 : n do 5: if j = 1 then 6: fj− = ubc1 7: else + 8: Compute fj− = fj−1 9: end if 10: if j = n then fj+ = ubc2 11: 12: else 13: Compute fj+ via (5.11) 14: end if 15: end for for j = 1 : n do 16: 17: Compute ∆j = fj+ − fj− 18: Recompute u(xj − h/4) and u(xj + h/4) via (5.5) + 19: Set u− j = u(xj − h/4) and uj = u(xj + h/4) 20: end for 21: i=i+1 22: end while



183 5.4.1.2



Example near-wall reconstructions



The Dirichlet version of Schmidt’s procedure is robust but exhibits dispersion near scalar shocks. This situation occurs in the simple example of a developing boundary layer or, equivalently, the entrance region of a channel flow. Figure 5.8 shows a laminar plug flow a short time into its development. Here no turbulent motions exist and the LES points are filtered values of a monotonic underlying velocity field. Our attempt to reconstruct this underlying laminar field meets with the dispersion error that is typical of centered reconstruction methods. Ü (y Ü For the laminar case this is short lived and under data ratios, rj ≡ U j+1 )/U (yj )



< 0.8, the dispersion error is not noticeable. As shown in Figure 5.9 Schmidt’s method perfectly reconstructs the steady state laminar parabolic profile. For the turbulent case it is hard to argue that nonphysical motions are generated by the reconstruction. Figure 5.10 illustrates a typical situation encountered in a turbulent channel flow. Extraneous inflections in the reconstruction are minimal.
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Figure 5.8. Near-wall reconstruction of a flat laminar streamwise velocity profile with no-slip boundaries
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u(y) Figure 5.9. Near-wall reconstruction of a parabolic streamwise velocity profile (i.e., the laminar steady-state case) with no-slip boundaries



For the cases examined in this work the dispersion error has not been considered a significant issue. There are problems, however, such as transitional flows and, perhaps more importantly, scalar mixing in turbulent flows, for which ODT is applicable and where the dispersion problem will be significant. ENO reconstructions have been explored for these cases but the details are beyond our current scope.



5.5



Patch boundaries



In a “domain decomposition” parallelization strategy the physical domain is partitioned into “patches” which are stitched together to cover the entire physical domain much like a quilt. The physical data for a given patch domain resides in the memory allocated for the patch such that the processor(s) assigned to the patch have access to these data and can perform calculations quickly without needing to gather data from other hardware devices.



The extent to which the patch



can perform calculations independently is strongly correlated with the efficiency
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u(y) Figure 5.10. Turbulent channel flow reconstruction of streamwise velocity with no-slip boundaries



of the parallel algorithm. Physical models are typically cast in terms of spatial gradients. This forces patches to share data at their borders. Each patch will own a certain area of the overall physical domain but will also carry a layer (perhaps several layers) of “ghost cells” whose physical domain is owned by the neighboring patch. In the context of a transient simulation the patches will exchange ghost cell information at the beginning of a time step. Then each patch will proceed with its own calculations, unaware of the changes occurring on the neighboring patches. For the duration of this independent calculation the simulation is said to accumulate “temporal splitting error.” This error is controlled by periodically synchronizing the patch ghost cell data. Unfortunately, the more frequently the patches stop their calculations and exchange data the more inefficient the algorithm becomes. Typically, however, the splitting error is secondary to instabilities that will occur if the time step is too large. To illustrate how patch boundaries are handled in the reconstruction procedure



186 we consider a 1D periodic domain with N = 8 LES cells. The domain is periodic on x ∈ [0, 0.56] m (see Figure 5.11). The LES data are a random sinusoidal field typical of turbulent flow. We start out by considering a single patch, but even though the field is periodic we will use the Dirichlet boundary implementation described in Section 5.4.1.1. No algorithmic modifications are required. We need only discuss how to determine the boundary values, ubc1 and ubc2 . In the context of a periodic patch such as shown in Figure 5.11 the periodicity is enforced by the specification of the LES ghost cell values. Note that left LES ghost cell value is equal to the rightmost LES value within the physical domain. The right LES ghost cell value is equal to the first LES cell value on the physical domain. Thus, if we define a new vector of LES data for the patch containing Np = N +2 values, representing the physical domain plus the ghost cells, periodicity will require that U (1) = U (Np − 1) and U (Np ) = U (2). Now in order to make the algorithm as independent as possible we proceed as if we are performing a Dirichlet
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Figure 5.11. Extrapolated ghost cell reconstruction for a single periodic patch. The LES data are identically periodic but the ODT lines are treated as bounded domains with Dirichlet boundaries extrapolated using the LES ghost cell data.



187 reconstruction of the patch LES data on [1, Np ]. We use a quadratic extrapolation of the LES data to the Dirichlet boundary. This second-order method reduces extraneous changes of inflection that occur with a first-order extrapolation. The need for this will become more evident when we discuss patch overlapping. The boundary values are given by 15 5 3 U (1) − U (2) + U (3) , 8 4 8



(5.15)



15 5 3 U (Np ) − U (Np − 1) + U (Np − 2) . 8 4 8



(5.16)



ubc1 = and ubc2 =



It must be emphasized that the patch LES field here is indexed such that U (1 : Np ) and U (1) is the left LES ghost cell value and U (Np ) is the right LES ghost cell value (for a single ghost cell layer). It is evident from Figure 5.11 that the reconstruction gives physically reasonable results. However, the extent to which this reconstruction differs from a truly periodic reconstruction is not so clear. This relates to the general issue of solution continuity on overlapping patches and is discussed next. Let us assume that we break our physical domain into two patches, each taking half the domain. Now each patch contains Np = N/2 + 2 = 6 LES cells. Once the ghost cell information has been exchanged by the patches the boundary data values are computed for each individual patch independently using (5.15) and (5.16). The resultant reconstructions are shown in Figure 5.12. How closely does this two-patch reconstruction match the single patch reconstruction of the same LES data? In Figure 5.13 we plot the two-patch reconstructions together with the single patch reconstruction. Due to the second-order nature of the boundary extrapolation the reconstructed fields eventually diverge significantly. However, if we concern ourselves only with the ODT data that are owned by a given patch we see that the two-patch reconstruction does a satisfactory job of maintaining continuity of the ODT field. This is easier to see in Figure 5.14 where we have zoomed in to the region of the patch overlap. The behavior of the stochastic ODT model utilizing this reconstruction method is discussed at the end of Chapter 4.
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Figure 5.12. Extrapolated ghost cell reconstruction for two patches. The ordinate and abscissa represent velocity and 1D space, respectively. In the left plot, the circles are the LES data and the smooth line represents the ODT data. In the right plot, the LES data are given by the triangles. The left boundary of the left patch is periodic with the right boundary of the right patch. During a parallel execution these two domains are treated as being completely independent for the duration of a single LES time step.
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Figure 5.13. Comparison of single patch and overlapping patch reconstructions with quadratic extrapolation for Dirichlet boundaries
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Figure 5.14. Zoom-in of overlapping patch boundaries compared with the single patch reconstruction



CHAPTER 6 ENSEMBLE MEAN CLOSURE I have the result, but I do not yet know how to get it. – Carl Friedrich Gauss



6.1



Introduction



The workhorse closure model for LES has been the Smagorinsky eddy-viscosity model [80] and dynamic variations thereof [24, 58]. Here we introduce ensemble mean closure (EMC), which establishes a link between ODT and the more conventional eddy-viscosity methods. ODT closure for LES requires a length scale parameter (the maximum ODT eddy size), analogous to (but not the same as) the Smagorinsky filter width, and a rate constant, analogous to the Smagorinsky constant. As with the Smagorinsky model, for a given rate of residual energy production (i.e., the rate at which energy is transferred between resolved and unresolved scales) the rate constant and length scale are inversely proportional to one another and combine to form something like a turbulent mixing length. Though Smagorinsky and ODT are both based on mixing length theory, ODT is a considerably more complex model that captures contributions from a spectrum of length scales. In fact, ODT is really more of a modelling framework than a stationary model. The building blocks of this framework are: a 1D mapping, an eddy time scale distribution, and a 1D Eulerian evolution equation. There exist a myriad of choices to fill each of these blocks. As such, and in no small part due to the stochastic sampling procedure, theoretical analysis of ODT is challenging. EMC was born of a desire to better understand ODT and to provide a theoretical basis for the empirically determined rate constant for coupled LES/ODT isotropic turbulence simulations. The resulting model has a validity of its own and, like



191 ODT, accounts for viscous effects, addressing the laminar-flow finite-eddy-viscosity problem, which plagues the constant-coefficient Smagorinsky model.



6.2



EMC formulation 6.2.1



Overview



EMC is based on the mappings and time-scale physics employed in ODT. A simplified ODT model is envisioned in which eddy events act upon the LES-resolved velocity field and do not affect the likelihood of future events (reminiscent of the linear-eddy model [37, 38]). For additional simplicity, in the region of an eddy the velocity field on the 1D domain (here denoted by the coordinate r) is linearized to 



have a strain rate at location r = y of S(y) = ∂r U (r) 



r=y



(see Figure 6.1). The



overbar here represents the conceptual spatial filtering (e.g., a sharp spectral cutoff at the grid Nyquist limit) of the instantaneous fully-resolved velocity field which results in the LES-resolved velocity field, U (r). Eddy events act upon the linear field, u(r) = S(y)r + b ,



(6.1)



where b is a constant that drops out in the derivations to follow. This linearity simplification allows for relatively simple analytical treatment of the mapping function (described in Section 6.2.2).



Finally, stresses are based on ensemble



averaged momentum transport by eddy events, rather than the usual stochastic eddy sampling. The resulting model is comparable to conventional LES closures such as the constant-coefficient Smagorinsky model [80]. The form of the ensemble closure (which is independent of the linearization) is given, following Kerstein [40], by accounting for all eddy events that can affect a given location, y, on an ODT line. First, we find the amount of momentum displaced across y for an eddy parameterized by its starting location, y0 , and length scale, l. The amount of momentum displaced, ψ(y; y0 , l), is then multiplied by the event-rate density of the eddy, given by 1/(l2 τ ), where τ is the eddy time scale (in general, τ = τ (U (r), l), but we will suppress the functional dependence until specific relationships are developed). With this, the form of the residual stress is



192 R(y) =



Z lmaxZ y lmin y−l



ψ(y; y0 , l) dy0 dl . l2 τ



(6.2)



The integration limits reflect the range of y0 and l space that can possibly affect y. Completion of the model requires specification of ψ and τ . As a point of clarification, we should mention that so far the model (6.2) is written to account for subgrid transport for one component along one direction only. The tensorial nature of the stress becomes evident when we consider multiple components and multiple directions. Being based on ODT, EMC is most naturally interpreted as a model for the unresolved advective stresses across control surfaces in a finite-volume formulation. Application to three-dimensional (3D) finite-volume closure is described in Section 6.4. We will adopt the convention here that, unless otherwise specified, τijsgs ≡ Ui U j − U i U j will denote the definition of the residual stress tensor (in the notation of Pope [67]) and Rij will denote the model for τijsgs . In the EMC model the r coordinate becomes aligned with the xj direction and the location, y, indicates the location of the flux surface for which we are computing the stress (i.e., the unresolved flux of component-i). Thus, Ri (xj = y), which we will write as simply Ri (y), provides the macroscopic-control-volume analog of the microscopic Rij stress tensor. In what follows we will first establish the form of the momentum displacement function and time scale for the simplest version of ODT (one-component ODT [39], hereafter referred to as “vanilla ODT”). Then we will evaluate the integral (6.2). We will find close similarity between the resulting algebraic model and the Smagorinsky model [80] for the turbulent stress. We then consider the threecomponent vector formulation of ODT [41] (hereafter “vector ODT”). This version contains a “pressure-scrambling” model which redistributes energy among velocity components after a triplet map (see Section 6.2.3). Next, we add complexity to the time scale, first by considering an energy-based time scale, and then by considering the Reynolds number dependence. The 1D analog of Lilly’s analysis [48] is then used to obtain a value for the rate constant. In Section 6.4.2 we show results using EMC in LES of decaying isotropic turbulence. And finally, we describe an extension



193 of EMC to passive scalar subgrid transport in Section 6.5. 6.2.2



EMC based on one-component ODT



It is useful to start with vanilla ODT because the salient features of this simple analysis extend to the more complex versions. In vanilla ODT momentum displacement is governed only by the triplet map (i.e., no pressure scrambling) and the time scale is based on the local strain rate. Similarly, in this section the EMC time scale, τ , is based on the resolved strain along the 1D domain, 1 = C|S(y)| , τ



(6.3)



where C is the eddy rate constant and |S(y)| is the magnitude of the strain. 6.2.2.1



Triplet map momentum displacement



The triplet map (see Figure 6.2) maps a field, u(r), to u(f (r)), where 8 > > 



f (r) = y0 + > > :



3 (r − y0 ) 2l − 3 (r − y0 ) 3 (r − y0 ) − 2l r − y0



for y0 ≤ r ≤ y0 + 31 l for y0 + 13 l ≤ r ≤ y0 + 32 l for y0 + 23 l ≤ r ≤ y0 + l otherwise.



(6.4)



The momentum driven across a point, y, by an eddy (y0 ,l) in the positive direction is then given by ψ(y; y0 , l) =



Z y0 +l y



[u(f (r)) − u(r)] dr .



(6.5)



Evaluating the integral (6.5) using (6.1) and (6.4) gives the following piecewise function for the momentum displacement, 8 > > 



ψ(y; y0 , l) = > > :



−S(y)(y − y)2 ” 0 2— S(y) 2(y0 − y)2 + 2l(y0 − y) + l3 −S(y) [(y0 − y)2 + 2l(y0 − y) + l2 ] 0



for y0 ≤ y ≤ y0 + 13 l for y0 + 13 l ≤ y ≤ y0 + 23 l for y0 + 23 l ≤ y ≤ y0 + l otherwise. (6.6)
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Figure 6.1. Ensemble mean closure is based on triplet maps applied to a velocity field that is linearized at a given location, y (i.e., u(r) = S(y)r + b, where S(y) = ∂r U (r)|r=y and U (r) is the LES-scale filtered velocity field along the 1D domain). Only eddies within the interval (y0 < y < y0 + l) affect the residual stress at y. In the sketch above, the the top eddy barely has any effect and the bottom eddy does not affect transport across y at all.
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Figure 6.2. A triplet map of the linear field, u(r), to u(f (r)), with y0 = 0.1 and l = 0.8. Since position is given on the ordinate, this mapping represents a negative transport of momentum in the vertical direction.



195 6.2.2.2



Integration



The integration limits in (6.2) discount eddies that do not transport momentum across the surface r = y. By making the variable transformation, −r = y0 − y, we can rewrite the integral (6.2) as Z lmaxZ y0 +r



ψ(y; r, l) dr dl , lmin y0 +r−l l 2 τ (y)   Z lmax 1 4 1 1 3 3 3 = − S(y)l − S(y)l − S(y)l dl , lmin l 2 τ (y) 81 81 81 Z lmax 2 = − C|S(y)|S(y) l dl , lmin 27



R(y) =



(6.7)



where in the last step we have substituted (6.3) for the time scale. Integration over dl gives the final EMC result for the residual stress across the surface at location, y, for vanilla ODT, R(y) = − 6.2.2.3



1 2 2 C (lmax − lmin ) |S(y)| S(y) . 27



(6.8)



Comparison to Smagorinsky



In form, (6.8) closely resembles the Smagorinsky model [80] for the deviatoric part of the LES residual stress, 1 sgs ≈ −2(Cs ∆)2 |S|S ij , τijsgs − δij τkk 2



(6.9)



where, as mentioned, τijsgs ≡ Ui U j − U i U j is the exact residual stress, Cs is the Smagorinsky constant, ∆ is the filter scale, S ij ≡



1 2



€



Š



∂j U i + ∂i U j , and |S| ≡



(2S ij S ij )1/2 is the resolved strain magnitude. At this point in the EMC development the main difference between EMC and the Smagorinsky model is that the Smagorinsky model is a symmetric tensor. An inherent limitation of ODT, and hence EMC, is that no line-normal derivatives can be extracted. This makes any ODT derived closure nonsymmetric. And hence it is important to cast ODT (and EMC) in terms of semidiscrete finite-volume (FV) surface fluxes, which are only symmetric to leading order (see Section 2.3.3 for a detailed discussion). Despite the difference in symmetry, an interesting comparison between EMC and Smagorinsky can be made at this point. Consider a flow in which the resolved



196 motions resemble a simple shear in the r coordinate (and r is aligned with x2 , for example). For high Reynolds number we have lmax À lmin and (because the second term in S ij is zero) the EMC and Smagorinsky model parameters are related by 1 2 Cl = (Cs ∆)2 . 27 max



(6.10)



If lmax is set equal to the filter width and the rate constant, C, is set to unity, we find that Cs2 = 1/27, or Cs ≈ 0.19, in close agreement with the theoretical value of the Smagorinsky constant from Lilly’s analysis [48] (Cs ≈ 0.17 for a sharp spectral filter, see also [67]). In other words, if simplifying assumptions are applied to ODT which bring it more closely in line with the assumptions made by the Smagorinsky model (i.e., resolved shear is the driving force for energy dissipation), the geometry of the triplet map naturally produces a reasonable model constant. 6.2.3



EMC based on vector ODT



The vector formulation of ODT [41] carries all three velocity components, ui = [u, v, w], on a given line as a function of r. As an example, consider the ODT line aligned with the x2 direction of an Eulerian reference frame in Figure 6.3. For LES closure (Section 6.4) we will similarly define ODT domains aligned with the x1 and x3 coordinates. The triplet map rearranges fluid elements which carry the scalar components u, v, and w. The vector ODT model also accounts for “return-to-isotropy” by conservatively redistributing the component energies after a mapping event. This redistribution procedure is henceforth referred to as the “pressure-scrambling” model (see [41] for a detailed discussion). In this section we begin adding levels of complexity to EMC by accounting for the pressure-scrambling model. 6.2.3.1



Kernel based momentum displacement



In vector ODT the final velocity field involves addition of a kernel function, ci K(r), where the kernel is defined to be K(r) = r − f (r) and ci is a component specific amplitude, yet to be specified. Note that



R∞



−∞



K(r) dr = 0 and so the



kernel does not change the momentum of an ODT domain (i.e., the kernel is not
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Figure 6.3. Conceptual velocity fields in the vector formulation, in this case with r aligned with the x2 coordinate. The component-2 velocity fields, U 2 (r) and u2 (r), are defined analogously. The bold solid lines depict the linearizations that determine S1 and S3 at r = y.



a momentum source or sink). The momentum driven across a specific point, y, however, is affected by the kernel: ψi (y; y0 , l) =



Z y0 +l y



[ui (f (r)) + ci K(r) − ui (r)] dr .



(6.11)



Due to the linear velocity profile and kernel definition, it can be shown that the momentum displacement function (with kernel based redistribution included) can be expressed as 8 > > 



ψi (y; y0 , l) = > > :



6.2.3.2



− (Si (y) − ci (y))”(y0 − y)2 2— (Si (y) − ci (y)) 2(y0 − y)2 + 2l(y0 − y) + l3 − (Si (y) − ci (y)) [(y0 − y)2 + 2l(y0 − y) + l2 ] 0



for y0 ≤ y ≤ y0 + 13 l for y0 + 13 l ≤ y ≤ y0 + 23 l for y0 + 23 l ≤ y ≤ y0 + l otherwise. (6.12)



Kernel amplitude



From [41] we find that the kernel amplitude can be written as ci =



q  27  2 2 −vi,K ± vi,K , + αTij vj,K 4l



(6.13)



198 where vi,K



4 ≡ 2 9l



Z y0 +l y0



2



Tij ≡ 6 4



ui (r) [l + 2y0 − 2r] dr , 1 2



−1 1 2 1 2



−1 1 2



1 2 1 2



(6.14)



3 7 5



,



(6.15)



−1



and 0 ≤ α ≤ 1 is the fraction of the available energy (see Section 6.2.4) which is to be redistributed among the components during an eddy event. The sign ambiguity in (6.13) is alleviated by requiring ci → 0 as α → 0, leading to the factor that multiplies the square root term in Equation 6.18, below. With the linearity assumption (6.1) Equation 6.14 integrates to vi,K = −



2 Si (y)l . 27



(6.16)



The square root term in (6.13) is then written as q



2 2 vi,K + αTij vj,K =



q



2 βij vj,K 2 q = − l βij Sj2 (y) , 27



(6.17)



where βij ≡ δij + αTij and δij is the Kronecker delta. From these results the kernel amplitude, expressed in terms of the local strain rate, is ci (y) =



q  1 Si (y) − sgn(Si (y)) βij Sj2 (y) . 2



(6.18)



Although nothing mathematically prohibits α from being considered a continuous free parameter in the range [0, 1], it should be emphasized that only certain discrete choices lend themselves naturally to physical interpretation. These choices are α = 0, 2/3, or 1. When α = 0 we recover vanilla ODT and when α = 1 intercomponent available energy transfer is maximized [41]. Currently, standard practice in ODT is to set α = 2/3, which equalizes intercomponent transfer of available energy (i.e., βij = 1/3). This choice is consistent with the return-to-isotropy mechanism that the ODT pressure-scrambling model is intended to represent. Sensitivity to α has been considered previously [3, 41] and is considered here in Section 6.4.2.



199 6.2.3.3



Integration



At this stage in the development of the model we wish to add only the complexity of energy redistribution. So, in this section we will retain the assumption that the eddy time scale varies inversely with strain rate. The difference between this and the model in Section 6.2.2 is that here we need to account for all components in the strain rate definition. The time scale will, therefore, be given by 1 = C|S(y)| , τ where |S(y)| ≡



sX



(6.19)



Sj2 (y) .



(6.20)



j



Using (6.18), we obtain the following relationship, which is needed in (6.12), q 1 1 Si (y) − ci (y) = Si (y) + sgn(Si (y)) βij Sj2 (y) . 2 2



(6.21)



The important thing to note is that the inclusion of ci (y) did not introduce any new dependencies on y0 or l. Hence, the integration of (6.2) follows easily from Section 6.2.2. The resulting EMC model, which includes pressure-scrambling effects, is given by 







q Š 1 1 1 €2 2 − lmin |S(y)| Si (y) + sgn(Si (y)) βij Sj2 (y) . Ri (y) = − C lmax 27 2 2



6.2.4



(6.22)



Energy-based time scale



In this section we examine an alternate definition of the eddy time scale which is used in the more recent ODT formulations [41, 94]. From the length and time scales we have available we can dimensionally construct an energy, E, as ‚ Œ2



E ∼ ρ0 l



l τ



,



(6.23)



where ρ0 is a constant density (mass per unit length). We can then define the time scale as



s



1 E =C . (6.24) τ ρ0 l3 The modelling question becomes: What should we use for the energy? Kerstein and Wunsch [43] have suggested using the total available energy, defined by (6.26),



200 below. This idea was originally introduced in the context of single-component ODT by [94]. The definition of available energy is motivated as follows. The energy change for a given component, i, during an eddy event is given by — 1 Z y0 +l ” ∆Ei = ρ0 (ui (f (r)) + ci K(r))2 − ui (r)2 dr . y0 2



(6.25)



Note that this formula generates a function, ∆Ei (ci ), which is quadratic in ci . Also note that for ci = 0 we have ∆Ei = 0, since the triplet map is measure preserving. In Figure 6.4 we plot the energy change function against the kernel amplitude for a linear field of slope Si . Another consequence of the linearity simplification is that if ci = Si there is no component-i momentum transfer, per (6.12), and hence no energy change. This is also confirmed in Figure 6.4. The second zero crossing corresponds to ci = Si . From the plot we can see that it is possible to add an infinite amount of energy to a given component. The amount of energy which can be subtracted, however, is bounded, and is equal to the minima of the curves in Figure 6.4. It can be shown 0.6 Si=0.0 Si=1.0 Si=2.0
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Figure 6.4. Component energy change (6.25) as a function of kernel amplitude. Notice the zero crossings for different strain rates.



201 (see Appendix D) that this energy is given by −∆Ei |max ≡ Qi =



27 2 ρ0 lvi,K , 8



(6.26)



where vi,K is given by (6.14). With linearity (6.16) this reduces to Qi = Due to the restriction bution is bounded by,



P i



P i



1 ρ0 l3 Si2 (y) . 54



(6.27)



∆Ei = 0, the amount of energy available for redistri-



Qi . On the advice of [43], we choose E =



P i



Qi as the



basis for the eddy time scale. From (6.24) we then have sP



1 i Qi = C , τ ρ0 l 3 C = √ |S(y)| . 54



(6.28)



Again, no new length scale dependencies have been introduced, and so the EMC model is given by 







q Š 1 1 C €2 1 2 Ri (y) = − √ lmax − lmin |S(y)| Si (y) + sgn(Si (y)) βij Sj2 (y) . (6.29) 27 54 2 2 √ Note the subtle difference between (6.29) and (6.22). The factor of 1/ 54 shows



up as a consequence of the choice for the time scale. This is the sort of insight we are seeking with regard to full ODT closure. 6.2.5



Reynolds number dependence



In real viscous flow an instability must be able to overcome the molecular forces of viscosity in order to propagate. Therefore, it does not make physical or computational sense to implement eddies which have lifetimes shorter than the viscous time scale. We impose this constraint on the model by requiring the available energy of an eddy to be larger than some threshold, else the eddy is



202 rejected. This is done by making the following simple change to the energy scale [41], E∼



X



Qj − Eν ,



(6.30)



j



where Eν is a viscous energy scale given by Eν = Z 2 ρ0



ν2 . l



(6.31)



Here the constant of proportionality is taken to be Z 2 , because this allows Z to be interpreted as a critical Reynolds number for eddy turnover in ODT. Inserting (6.30) into (6.24) and invoking the linearity assumption for the available energy (6.27), the formula for the time scale becomes 1 =C τ



Ì



1 X 2 ν2 Sj (y) − Z 2 4 , 54 j l



(6.32)



and τ now depends on l. Since the time scale does not depend on y0 , the form of the stress closure can be written as (see Appendix G for details) Ri (y) =



Z lmax lmin



1 Z y ψi (y; y0 , l) dy0 dl , τ y−l l2











q 1 1 1 = − CF(Si (y), lmax , lmin , Z, ν) Si (y) + sgn(Si (y)) βij Sj2 (y) , 27 2 2 (6.33)



where, Ì



F(Si (y), lmax , lmin , Z, ν) = Ì



−



1 X 2 4 S (y)lmax − (Zν)2 54 j j 1 X 2 4 S (y)lmin − (Zν)2 54 j j „



+ Zν



„



sin−1



Zν È P 1 2 4 j Sj (y)lmax 54



„



− sin−1



Zν È P 1 2 4 j Sj (y)lmin 54



Ž



ŽŽ



. (6.34)



√ 2 2 )|S(y)|/ 54 − lmin Here notice that F takes on the role previously played by (lmax and should have identical behavior in the limit of ν → 0. Indeed this is the case.



203 For ν = 0, (6.33) and (6.34) together reduce to (6.29). This limit is also confirmed by the asymptote in Figure 6.5. The following restrictions apply: Of course, lmax > lmin . But also, for a real solution we must have 1 X 2 4 Sj (y)lmin − (Zν)2 ≥ 0 . 54 j



(6.35)



This rearranges to È



Zν ≤ 1, 4 Sj2 (y)lmin



(6.36)



1 P j 54



which is good, because this is the criterion for convergence of the infinite series for the arcsin function in (6.34). Equation 6.34 can be simplified considerably by assuming that the parameter, Z, will be used to enforce the minimum eddy size. This amounts to assuming equality for (6.35). With this, the second term in F vanishes and the argument of the last arcsin term becomes unity (note: sin−1 (1) = π/2).
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Figure 6.5. Reynolds number dependence of the EMC stress
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204 With lmax = h the relevant local cell Reynolds number based on the grid-resolved strain rate is Reh ≡



|S| h2 . ν



(6.37)



Using this to rearrange (6.34) and assuming equality for (6.35) we obtain √ Ê ! #! " 1 54 π 2 −1 2 Z − F(Reh ; Z, ν) = ν Re − Z + Z sin . 54 h Reh 2



(6.38)



To illustrate the functional form of (6.38), we require F → 0 as Reh → 1. This √ establishes the viscous cutoff as Z = 1/ 54 and we have 1 F(Reh ; ν) = ν √ 54



q



Re2h − 1 + sin−1











1 π − Reh 2







.



(6.39)



Equation (6.39) is plotted in Figure 6.5. The Reynolds number is varied by adjusting the viscosity and maintaining a constant value of Si (y). With this plot we are really examining the Reynolds number dependence of the stress itself because its Reh dependence resides solely in the function F. As expected, at high Reh the stress is Reynolds number independent. 6.2.6



Comments on the maximum eddy size



It should be emphasized that C and lmax are not independent model parameters. Choosing lmax sets C and visa versa. Here we have adopted the convention lmax = h for EMC because it is convenient for analysis. Though it is tempting to draw comparisons, lmax is not a “filter width” in the classical LES sense in that varying lmax does not affect the definition of the local strain. As we will see in Section 6.3, whatever one chooses for lmax in EMC there is a rate constant, C, that will yield the correct rate of residual energy production (Psgs ). The same is true for full ODT closure. With ODT, however, for a given Psgs the rate constant will be lower because ODT samples eddy events from an instantaneous time-scale distribution, causing one eddy to cascade into several (more on this in Section 6.3.2). Unlike EMC, with ODT we are also concerned with the quality of the subgrid statistics, which depend on Psgs and C. For a given Psgs , if C is set too high in ODT then energy will pile up in the high-wavenumber subgrid ODT field (for a given molecular



205 viscosity higher strains will be required to dissipate energy at the correct rate). The opposite is true if C is too low. Therefore, for ODT C should be determined by matching high-wavenumber statistics for a given Psgs . The maximum eddy size must follow to match Psgs . There is evidence (see Chapter 4) that the optimum max eddy size for ODT subgrid closure is approximately 3h.



6.3



Theoretical determination of the eddy rate constant



A limitation of stand-alone ODT is the need to empirically tune model parameters for different flows. In principle, merging ODT with LES should help alleviate this problem since LES can account for three-dimensionality and complex boundary conditions. As previously mentioned, it is difficult to apply Lilly’s analysis [48] for determining the rate constant directly to ODT. Here, instead, we apply Lilly’s analysis to EMC, which, due to the recursive nature of ODT mappings, establishes an upper bound on the ODT rate constant. As shown in Section 6.4.2, the theoretical constant works reasonably well for LES with ensemble mean closure. 6.3.1



Lilly’s analysis in one dimension



Lilly’s analysis assumes isotropy and equilibrium (i.e., that the production of residual kinetic energy equals the molecular dissipation rate) to determine a value for the model constant. First, we must establish a 1D kinetic energy equation. We start with the filtered momentum equations in differential form, €



Š



∂τ sgs ∂U i ∂ U i U j ∂P ∂ 2U i + =− +ν − ij , ∂t ∂xj ∂xi ∂xj ∂xj ∂xj



(6.40)



where the overbar represents a projection of the velocity field onto the finite dimensional LES space (e.g., a sharp spectral cutoff at the grid Nyquist limit). Multiplying this equation by U i , and defining, Ef ≡ 12 U i U i , we have the transport equation for the filtered kinetic energy, left in terms of velocity gradients, €



Š



∂ Ef U j ∂Ef ∂ + + ∂t ∂xj ∂xj



‚



Œ



∂Ef U jP − ν + U i τijsgs = −εef − Psgs , ∂xj



(6.41)



206 where the filtered viscous pseudo-dissipation is here defined as εef ≡ ν



∂U i ∂U i , ∂xj ∂xj



(6.42)



and the production of residual kinetic energy is Psgs ≡ −τijsgs



∂U i . ∂xj



(6.43)



If (6.41) is averaged over a homogeneous region of space, such that the transport terms vanish, and if the flow is isotropic, we may write (see Appendix E), ®
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We may now proceed with the analysis. The mean filtered pseudo-dissipation is given by (for a sharp spectral filter) °



hεef i = 3ν
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Z π/∆ 0



κ2 E(κ) dκ .
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Inserting the Kolmogorov spectrum, E(κ) = CK ε2/3 κ−5/3 (see, e.g., [67]), and integrating, we get 3
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(6.46)







¶∗ 3 3/2 ∆ 2 ¬ 4 |S(y)|3 = ε , (6.47) 3 2CK π where ∆ is the filter width, ε is the molecular dissipation rate, and CK is Kol-



mogorov’s universal constant. The asterisk on the average of the cube-of-the-strainmagnitude indicates that we have assumed the exponent and average commute. Using DNS, Meneveau and Lund [55] established the error in this assumption to be on the order of 20%. Assuming equilibrium and substituting our model into the analysis (i.e., using τiysgs = Ri (y)), we have



*



∂U i −3 Ri (y) ∂y



+



= ε.



(6.48)



Let us now plug in the EMC model from (6.29) with α = 0. We start here because the physically preferred model value of α = 2/3 requires an additional speculative



207 assumption for this analysis which we will see below. Using (6.47) for ε, (6.48) becomes *–
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|S(y)|3 . (6.49)



We let lmin = 0 and use the empirically determined value CK ≈ 1.5 (see, e.g., [67]). Noting ∂y U i = Si (y) and Si (y)Si (y) = |S(y)|2 , for lmax = ∆ the eddy rate constant is







   √ 4 3/2 1 2 √ C=9 54 ≈ 1.4 54 . (6.50) 3.0 π Let us also analyze the case where α = 2/3, equipartition of available energy



in the pressure-scrambling model. Using (6.29) for Ri (y), taking lmax À lmin , and recalling βij = 1/3, we may write (6.48) as ²



1 C 2 √ l 9 54 max
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= ε.



(6.51)



kSi (y)kL1



The second term in the bracket contains the L1 norm of the strain vector. Note that our current definition of the strain magnitude, |S(y)|, is the L2 norm of the strain vector. To proceed with the analysis we must make an assumption about how these norms are related. If all the strains are roughly equal in magnitude √ then we have the relation, kSi (y)kL1 ≈ 3 |S(y)|. When this is substituted into (6.51) the rate constant from (6.50) is unchanged. As we will see in later sections, however, results obtained using EMC in LES are slightly dependent on the choice of α, so this assumption seems rather poor. An alternative is to assume that two components of the strain are dominant and equal, mimicking a local vortex [56]. √ This results in kSj (y)kL1 ≈ 2 |S(y)|. Using this in (6.51) gives ‚ |



1 1 +√ 2 6 {z
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≈0.91



}



¶ 1 C 2 ¬ √ lmax |S(y)|3 = ε . 9 54



(6.52)



The rate constant is, therefore, increased to C≈



√ 1.4 √ 54 ≈ 1.5 54 , 0.91



which is consistent with the trend in Figure 6.6 (Section 6.4.2).



(6.53)



208 6.3.2



Remarks on the rate constant for full ODT closure



Full ODT naturally exhibits cascade dynamics. Due to the cascade process and the particular mapping chosen (i.e., the triplet map) we expect the rate constant for full ODT closure to be less than that for EMC by roughly a factor of 3 (e.g., with √ lmax = h, C ≈ 1.4 54). Preliminary results with ODT support this assertion [74]. 3 The specific factor, 3, results because once an eddy mapping takes place in ODT the local strain triples (due to the triplet map), making another eddy (1/3 the size or smaller) three times more likely to occur. Smaller eddies, however, do not affect transport as much as larger eddies. The effective transport decreases geometrically as the length scale decreases. Therefore, accounting for the first recursive mapping event should be the leading order correction to the theoretical EMC rate constant when applied to ODT. It is possible to confirm this assertion by performing Lilly’s analysis with a standalone ODT model used to close the stress in (6.48), thus providing a theoretical link between C and lmax for full ODT closure (we leave this for future work). To imagine how this would work first consider that it is not a requirement that the stress be determined algebraically. With EMC, for example, we could have stochastically implemented mapping events based on the linear field. For EMC the event distribution is uniform. Each time an eddy was sampled we would first compute and store the resulting stress and then relinearize the field. The ensemble average of the stresses would yield the same result as the algebraic analysis. We can perform the same type of stochastic simulation with ODT, the simple difference being that we would not re-linearize the field and therefore account for stresses induced by the varying time-scale distribution (i.e., recursive mappings). Regarding the cascade, it should be appreciated that the geometric increase in frequencies and the properties of the triplet map are what allow ODT to produce a −5/3 energy spectrum [39]. No such physical mechanism is present in EMC. Like other eddy-viscosity closures, the EMC model only indirectly represents the energy cascade through the assumption of equilibrium (i.e., production equals dissipation).
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6.4



Ensemble mean closure in finite-volume LES



In this section we apply the EMC model, so far derived for multiple components in a single direction, to subgrid closure in a 3D finite-volume LES. Numerical implementation of EMC is designed to mimic ODT implementation as closely as possible. The FV-LES formulation, numerical methods, and details for the staggered-grid implementation used here are given in Chapter 4. After briefly comparing the physical pictures of ODT and EMC we present EMC results for decaying isotropic turbulence, examining sensitivity to the pressure-scrambling model and establishing an empirical value for the viscous cutoff. We then compare statistical measures of the resolved field with high Re wind tunnel data [35] including structure function probability density, hyper-flatness factors, residual energy production and the pdf of the residual stress. 6.4.1



Physical interpretation of EMC



Recall from Chapter 4 that an eddy event physically represents a model for the turbulent advective motions in the direction parallel to an ODT line. ODT carries the fully-resolved scalars on a given line and so the mapping events physically represent a model for the Reynolds stress, Ui0 Uj0 , plus the first term of the cross x



stress, U i j Uj0 . The physical picture in EMC is somewhat different. Here eddy x



events map only the U i j field. Therefore, EMC is really best thought of as a model for the first term of the cross stress, which, like EMC, is not symmetric (recall the discussion in Section 6.2.2.3). In the present case, however, we assume EMC to account for all of the residual energy production, understanding that it should be possible to combine EMC with other models to produce a better physical picture of the subgrid transport (in the spirit of the “mixed model” of Bardina [4], for example). 6.4.2



Results for decaying isotropic turbulence



We start the EMC validation by comparing results to the active-grid high-Re wind-tunnel data of Kang et al. [35]. We use a uniform mesh spacing, h = L/N , where, following [35], L = 5.12 m and N = 64. Hence, h = 0.08 m, corresponding



210 to the filter scale ∆4 in the Kang data. All simulations were run with an advection limiting CFL of



∆t kUk∞ h



= 0.25, which is quite conservative for the RK3 time



integration scheme. The nondimensional times for the data points are: x/M = 20 (initial condition), 30, 40, and 48 (note that x is the distance downstream of the active grid and M is the distance between rotation shafts of the active grid, see [35] for more details). These correspond to dimensional times of: t = 0, 0.15, 0.30, and 0.42 seconds in our simulations. The initial condition for the velocity field was generated by the following procedure: Fourier modes with random phases were superimposed to match the initial spectrum of the data. This field was then allowed to evolve for a short period (2 – 3 time steps) during which time the energy would decay and coherent turbulent structure would develop. Energy was then injected back into the Fourier modes such that the spectrum of the initial condition again matched the spectrum of the initial data. This process was repeated several times until the coherent structures stabilized. The initial field was then filtered with a spectral cutoff at the grid Nyquist limit (π/h). We first tested the sensitivity of EMC to the choice of pressure-scrambling √ model. We used the theoretical determined rate constant C = 1.4 54 (based √ on lmax = h) and viscous cutoff Z = 1/ 54 ≈ 0.14. In Section 6.3 it is shown that the uncertainty associated with the commutativity assumption in (6.47) is greater than the α sensitivity of the theoretical rate constant. Additionally, it is shown that increasing α decreases the decay rate. This is demonstrated in Figure 6.6. Due to assumptions in Lilly’s analysis (e.g., commutation of the averaging operation and the shape of the filter) the theoretical rate constant for a given α leads to imperfect results in practice (notice that the α = 0 case is too dissipative). Figure 6.7, however, demonstrates that Lilly’s analysis works well for quantifying the effects of α on the decay rate. Here the theoretically linked values for C and α are used and very similar results are achieved. This lends support to the assumption that two components of the strain dominate locally (see Section 6.3). Based on Figure 6.6 the standard ODT value of α = 2/3 (i.e., equipartition of energy in



E(κ), m3/s2



211



−2



experiment α=0 α = 2/3 α=1 Nyquist limit



10



1



10



κ, 1/m



Figure 6.6. A zoom-in near the Nyquist limit of the 3D energy spectra in √ decaying isotropic turbulence the Kang data with various choices of α and C = 1.4 54 and Z = 0.14.



the pressure-scrambling model) seems to yield the best results when used with √ C = 1.4 54 (see also Figure 6.8). We will see further evidence supporting the choice α = 2/3 in Section 6.5.



√ With these baseline parameters established (i.e., C = 1.4 54 and α = 2/3), we



next tested the model against the low Re data of Comte-Bellot and Corrsin (CBC) [14]. Viscous effects are important in this data set for a well-resolved LES, testing the model’s Re dependence. Following [15], we used a periodic box of side L = 9×2π centimeters (≈ 0.566 m) and ν = 1.5 × 10−5 m2 /s for the kinematic viscosity. The nondimensional times for this data set are: x/M = 42 (initial condition), 98, and 171. These correspond to dimensional times of: t = 0.00, 0.28, and 0.66 seconds in our simulations. In Figure 6.9 the LES 3D energy spectra are compared to the CBC √ data for two values of the viscous cutoff. The initial guess of Z = 1/ 54 ≈ 0.14 allows the model to dissipate energy too quickly, indicating the model is not turning itself off in laminar-flow regions. The viscous cutoff was tuned to Z = 3.0 to match the CBC data. In Figure 6.10 we have rerun the Kang data with the new value
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Figure 6.7. A zoom-in near the Nyquist limit of the 3D energy spectra for the Kang data. Based on Lilly’s analysis (Section 6.3) with the assumption that two components of the strain vector are dominant and equal, the two C−α combinations shown here should yield the same results.
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√ Figure 6.8. Three-dimensional energy spectra for the Kang data with C = 1.4 54, α = 2/3, and Z = 0.14. The solid lines represent the experimental data, respectively, from top to bottom, at x/M = 20 (initial condition), x/M = 30, x/M = 40, and x/M = 48.
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Figure 6.9. Three-dimensional energy √ spectra for the CBC data √ comparing values of the viscous cutoff, Z (note: 1/ 54 ≈ 0.14) with C = 1.4 54 and α = 2/3. The solid lines represent the experimental data, from top to bottom, at x/M = 42 (initial condition), x/M = 98, and x/M = 171.
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Figure 6.10. Three-dimensional energy spectra of the Kang data. EMC simula√ tions (C = 1.4 54 and α = 2/3) with different values of Z are shown near the Nyquist limit demonstrating that the viscous cutoff is not significant for this high Reynolds number flow.



214 for the viscous cutoff. As should be the case, at high Reynolds number the viscous cutoff does not affect the results and the spectra for the two different cutoff values are identical. To gain further insight into the characteristics of the resolved field we make some further comparisons with the Kang data [35]. We first check the structure function probability density function (pdf) at two different length scales. The longitudinal structure function of the filtered velocity field is given by δU1 (x1 , x2 , x3 ) = U1 (x1 + r, x2 , x3 ) − U1 (x1 , x2 , x3 ) ,



(6.54)



where r is the separation distance. Here the tilde over the velocity indicates that the structure function is computed using the cell average velocities. The transverse structure function is given by δU2 (x1 , x2 , x3 ) = U2 (x1 + r, x2 , x3 ) − U2 (x1 , x2 , x3 ) .



(6.55)



The pdfs of these quantities normalized by the root mean square (rms) value are plotted (for the data at station x/M = 48, the last data point) in Figures 6.11 and 6.12 for r = h. Here h = ∆4 = 0.08 m is the grid spacing in the simulation (∆4 is the notation used in Kang et al. [35] for this filter width). No explicit filtering was performed, and hence we recognize that there is ambiguity in the “implied filter” kernel. This is part of the motivation for the following comparisons. In this case the LES using EMC does a good job of matching the data, exhibiting the skewness of the longitudinal structure function pdf and the symmetry of the transverse structure function pdf at both resolutions. Intermittency (the ability to capture the breadth of the distribution) is predicted well to a certain point, though the distribution is “fuzzy” due to the relatively low resolution of the simulation and the shape of the implied filter which differs considerably from Gaussian (i.e., it is closer to a spectral truncation). Deviations from Gaussian behavior are examined, following [35], by comparing the simulation results with measured hyper-flatness factors. The hyper-flatness of order n (where n ≥ 2 is an even integer) is defined by (no summation over i) FδUi (n) ≡



h(δUi )n i . (δUi,rms )n



(6.56)
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Figure 6.11. Longitudinal (δU1 ) structure function pdf normalized by the r.m.s. for data at station x/M = 48



0



10



data EMC −1



pdf



10



−2



10



−3



10



−4



10



−6



−4



−2



0 2 δ U2/δ Urms



4



6



Figure 6.12. Transverse (δU2 ) structure function pdf normalized by the r.m.s. for data at station x/M = 48



216 Note that F (2) = 1. For a Gaussian random variable with unit variance the hyper-flatness is given by 



2(n+1)/2 n+1 FG (n) = √ Γ 2 2π where Γ(·) is the Gamma function, Γ(z) =







,



(6.57)



R ∞ z−1 −t t e dt. 0



Figures 6.13 and 6.14, respectively, show results for the longitudinal (i = 1) and transverse (i = 2) hyper-flatness at various orders. Data are shown for two separation scales but the simulation results are presented only at r = h. The factors for a Gaussian variable are also presented for reference. Somewhat interestingly, the simulation matches very well with the transverse factors at r = 2∆4 (recall h = ∆4 ). This is presumably another consequence of the implied filter kernel and seems more or less fortuitous. This trend continues, however, when examining the 8th-order hyper-flatness factors (Figures 6.15 and 6.16) and the skewness coefficients in Figure 6.17. The skewness coefficient is given by S=



h(δU1 )3 i h(δU1 )2 i3/2



.



(6.58)



In these plots we also show comparisons for the constant-coefficient Smagorinsky model [80] and the dynamic Smagorinsky model [24]. All three models exhibit similar behavior, matching the overall trends quite well, but the simulation results seem to be off by roughly one filter width. We attribute this discrepancy more to the numerical procedure (i.e., poor grid resolution for the given filter width) than to the residual stress model. Given that most engineering calculations are performed without explicit filtering it is prudent to examine and understand the limitation of model performance under these conditions. The skewness, in particular, seems to be strongly affected by the numerics at the scale r = h. At larger scales, however, the simulations recover the skewness trends quite well. For reference we also present the pdfs of the production of residual kinetic sgs energy and the τ12 component of the residual stress (computed for the north ucell



face). These results are given in Figures 6.18 and 6.19, respectively. The conlusions are similar to those found by Kang et al. [35] for the Smagorinsky and dynamic
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Figure 6.13. Comparison of longitudinal hyper-flatness for the constant coefficient Smagorinsky model (CSM), the dynamic Smagorinsky model (DSM), and ensemble mean closure (EMC)



Smagorinsky models. As shown by Figure 6.18, EMC is a purely dissipative model. The stress pdf shows results similar to the constant coefficient model and certainly does not capture the distribution shape as well as the mixed nonlinear model of Anderson and Meneveau [2, 35] (results are presented in [35]). This is not surprising given that EMC only has the physics built in to model one part of a four part stress. Realistically, we should only expect EMC to capture first order effects such as energy dissipation. It would be interesting, however, to make similar comparisons with the low-Re data of the CBC experiment where the viscous effects are more prevalent.



6.5



Extension to passive scalar subgrid transport



e can be The FV-LES transport equation for a passive scalar cell average, φ,



written as



dφe Sk = − nkj dt V



„



∂φ x (k) φ k Uj + Γ ∂xj



Ž



(k) sgs,(k)



+ τφ,j



,



(6.59)



where the overbar is, again, a surface-filter, Γ is the molecular scalar diffusivity, and
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Figure 6.14. Comparison of transverse hyper-flatness for the constant coefficient Smagorinsky model (CSM), the dynamic Smagorinsky model (DSM), and ensemble mean closure (EMC)
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Figure 6.15. Comparison of 8th-order longitudinal hyper-flatness for the constant coefficient Smagorinsky model (CSM), the dynamic Smagorinsky model (DSM), and ensemble mean closure (EMC)
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Figure 6.16. Comparison of 8th-order transverse hyper-flatness for the constant coefficient Smagorinsky model (CSM), the dynamic Smagorinsky model (DSM), and ensemble mean closure (EMC)
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Figure 6.17. Comparison of the skewness coefficient with increasing correlation distance for the constant-coefficient Smagorinky model (CSM), the dynamic Smagorinsky model (DSM), and ensemble mean closure (EMC)
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Figure 6.18. Production of residual kinetic energy for the constant-coefficient Smagorinky model (CSM), the dynamic Smagorinsky model (DSM), and ensemble mean closure (EMC)
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≡ φ Uj − φ k Uj



(6.60)



is the unclosed residual scalar flux. Notice that the second term of the residual flux is again explicitly based on the numerical scheme. For Schmidt numbers, Sc ≡



ν Γ



sgs ≥ 1, the mixing rate of the scalar is strongly dependent on τφ,j [21] and is



a direct result of unresolved scalar advection. The abstraction used for the turbulent flux in EMC is powerful in that it allows the method to be easily extended to model the subgrid terms for scalar transport without the need for turbulent Schmidt (Sct ) or turbulent Prandtl (Prt ) numbers (see, e.g., [21, 65]). As review of the EMC concept, the scalar is linearized (based on the local scalar gradient in the conceptual ODT line direction) and mapped (via the triplet map) at a rate determined by the time-scale physics of the velocity field. Hence, the scalar mapping is tied to the “displacement” function, e.g., (6.5), and the time scale, τ , is tied to the energy (or strain) of the velocity field. Because scalars are not subject to modification analogous to pressure-induced velocity scrambling during advection, kernel redistribution is not applied to scalars after a triplet
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Figure 6.19. Residual shear stress pdf for the constant-coefficient Smagorinky model (CSM), the dynamic Smagorinsky model (DSM), and ensemble mean closure (EMC)



mapping event [41]; this only simplifies matters for scalar EMC. In fact, in Section 6.2.2 we have already worked out all the mathematics necessary to describe the scalar displacement. In direct analogy to the velocity linearization (see Figure 6.1), the scalar is linearized as follows: ϕ(r) = Sφ (y)r + b , 



where Sφ ≡ ∂r φ(r) 



r=y



(6.61)



and, again, b drops out during the derivation. The scalar



displacement function is, therefore, simply given by (6.6) with Sφ (y) substituted for S(y). Leaving freedom to improve the time-scale physics, we can then generalize the EMC approximation to (6.60), for xj = y, as sgs τφ,y



Z lmax l 2 dl . ≈ Rφ (y) = − Sφ (y) lmin τ 27



(6.62)



Here Rφ (y) denotes our model for the residual scalar flux. The time scale is based on the velocity (not scalar) field. Again, all the mathematics has been worked out in the previous sections. Thus, for vanilla scalar EMC we have Rφ (y) = −



Š 1 €2 2 |S(y)| Sφ (y) . C lmax − lmin 27



(6.63)
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Note that |S(y)| = ∂U (r) 



r=y



. For an energy-based time scale we have



Rφ (y) = −



Š 1 C €2 2 √ lmax − lmin |S(y)| Sφ (y) . 27 54



(6.64)



And for a Reynolds-number-dependent time scale we have Rφ (y) = −



1 CF(Reh ; Z, ν) Sφ (y) , 27



(6.65)



where F is given by (6.38). The models (6.63)–(6.65) do not make use of a turbulent Schmidt number. However, by comparing the scalar model with the momentum model we can deduce an implied turbulent Schmidt number for EMC and we find that Sct is dependent on the choice of α. Consider a canonical scalar flow problem in which a mean scalar gradient and a homogeneous shear are aligned. That is, Sφ = S1 and S2 = S3 = 0. To most clearly see the affect of α with regard to the implied turbulent Schmidt number, assume the flow is at high Re (i.e., lmax À lmin ). We may then use (6.29) and (6.64) in our analysis. With the scalar and velocity strains equal we can determine the turbulent Schmidt number by (divide (6.29) by (6.64) for the specific conditions of the stated canonical problem) Sct =



1 1È + β11 . 2 2



(6.66)



Therefore, recalling βij = δij + αTij (see Section 6.2.3.2), for α = 0 we have Sct = 1, for α = 2/3 we have Sct ≈ 0.79, and for α = 1 we have Sct = 1/2. Hence, the value α = 2/3, which is physically preferable based on equipartition of energy, puts the turbulent Schmidt number very near the accepted engineering constant value of 0.7 [21, 65]. In reality, the turbulent Schmidt and Prandtl numbers are not constant, however. They vary in space and time. Experimental evidence (e.g., [10]) suggests that the values range from 0.7–0.9. EMC is a computationally cheap method for accounting for the local variation. Note that Sct = 0.79 (for α = 2/3) is specific to the conditions of the canonical problem. The implied turbulent Schmidt number for EMC would vary spatially and temporally within a real flow simulation. It should be noted that the high Re version of the model was used here simply for



223 clarity in the example. The Re dependent version for scalar EMC (6.65) will also exhibit local variation in the turbulent Schmidt number and the model will turn off in regions of the flow where the velocity field is resolved.



6.6



Conclusions



Ensemble mean closure is an idealization of ODT and allows theoretical determination of the rate constant using Lilly’s method [48]. The theoretical value, √ C = 1.4 54, worked well for the suite of validation tests presented here (with the caveat that the constant was derived based on α = 0 and we subsequently found α = 2/3 to yield slightly better results).



This represents a significant √ improvement in our understanding of ODT. The factors 1/27 and 1/ 54, for example, were previously buried in empirical tuning. Due to recursive mapping and the geometry of the triplet map, the rate constant for the full ODT model should be lower by roughly a factor of 3. Preliminary ODT results support this hypothesis [74]. Additionally, a computational method for direct evaluation of the ODT rate constant is identified that is analogous to the algebraic method applied to EMC. EMC is a viable LES closure in its own right. The Reynolds-number-dependent version includes a viscous cutoff parameter which represents the critical cell Reynolds number for an eddy turnover and addresses the problem of finite-eddy-viscosity without using the dynamic procedure. The low Re wind tunnel data of ComteBellot and Corrsin [14] was used to empirically determine the cutoff value (Z ≈ 3.0). Good results are obtained for decaying isotropic turbulence simulations at two Taylor-scale Reynolds numbers differing by an order of magnitude. No explicit filtering step was required in these cases, making the overall approach attractive for engineering calculations. It has been shown that the EMC concept can be extended in a straightforward way to model the residual advective transport of scalars in LES, providing a consistent link between subgrid momentum and scalar transport without the need for a priori specification of turbulent Schmidt and Prandtl numbers. Moreover, EMC yields a theoretical prediction of these quantities



224 that agrees with empirical estimates. The utility of EMC extends beyond LES closure. Many problems in engineering, meteorology, and astrophysics reach Reynolds numbers where even resolving ODT down to the dissipative scales is too expensive. EMC is the prime candidate for subgrid closure of ODT in this case. The efficacy of this strategy has been demonstrated by a geophysical-flow application [43]. Additionally, Schmidt [74] used EMC as the subgrid closure for ODT which in turn was the subgrid closure for an LES of decaying isotropic turbulence, showing proof of concept of what is truly a multiscale modelling approach.



CHAPTER 7 CONCLUSIONS People tend to overestimate what can be accomplished in the short run but to underestimate what can be accomplished in the long run. – Arthur C. Clarke To summarize our results, we found that the staggered second-order energyconserving LES scheme of Harlow and Welch [31], when combined with the strongstability-preserving Runge-Kutta (SSP RK) schemes of Shu and Osher [79], yields a robust, high-quality method that is simple to implement and has a small stencil, making the method ideal for use in structured adaptive parallel algorithms. In the context of classical LES, the energy-conserving scheme admits an implied filter that is closely approximated by a piecewise continuous transfer function where a spectral filter is used for low wavenumbers (up to the LES grid Nyquist limit) and a normalized box filter is used for the high wavenumbers. The SSP RK schemes, because they are simply linear combinations of forward Euler steps, lend themselves to analysis and exact evolution equations for the kinetic energy can be deduced. These implied energy transport equations can be used for verification and stability analysis of complex nonlinear schemes, and, when combined with a means of subgrid variance reconstruction, can be used as high-order corrections allowing a synthetic field method to achieve energy conservation to machine precision in the inviscid limit. For this study we developed a generalized ODT code that for the first time combines the recent variable density formulation of Ashurst [3] with the buoyant vector formulation of Kerstein and Wunsch [43]. In addition, a baroclinic torque term formulated by Shihn and DesJardin [77], which is necessary to properly



226 capture qualitative trends for scalar profiles on horizontal ODT lines within buoyant flows, is built into the code. The results of the LESODT model are encouraging. With a single set of parameters the method performs equally well for low and high Reynolds number decaying isotropic turbulence. Unfortunately, declaring a definitive set of parameters would be premature at this stage. We find that smaller values of the max eddy size yield qualitatively better LES results while smaller values of the rate constant currently yield better ODT results. The cause of this discrepancy emanates from an energy conservation error (“energy leak”) in the reconstruction procedure. Efforts are underway to correct this problem. We propose an additional reconstruction step that does not affect the mean ODT values but, using kernel functions, is able to adjust the variance of the subgrid field to locally match the transported subgrid energy. This is the most pressing task for improvement of the serial algorithm. The algorithm is able to follow the theoretical Reynolds number scaling in practice. With sampling control based on a maximum value for the acceptance probability we were able to achieve Re3/2 scaling and it appears that a reasonable target for improving the algorithm would be Re1.15 . The parallel performance is difficult to assess due to the relatively small problem size, but near linear parallel scaling seems quite probable with a few minor algorithmic improvements. What is more promising is that the stochastic method, which utilizes a different set of random numbers on each processor, yielded practically identical results up to 64 processors (83 LES cells per patch.) Ensemble mean closure (EMC), which developed from an interesting exercise to help better understand the magnitude of the ODT rate constant into a viable subgrid closure of its own, is shown to yield good results for the decaying isotropic turbulence problem. The pressure-scrambling model in the vector ODT formulation controls the implied turbulent Schmidt number for scalar transport with our algorithm. This allows Sct to vary spatially and temporally within a simulation rather than it being a constant value prescribed a priori. The empirically observed rate constant used with ODT closure compares well with the value determined



227 from EMC, and this value was used without adjustment in the multiprocessor calculations. The equilibrium analysis leading to the theoretical value of the rate constant, here performed using the algebraic model, can also be performed with a full stand-alone stochastic ODT simulation. The suggested approach is no less rigorous than the algebraic analysis and performing this task would solidify the value of the rate constant for LESODT. We hope that the work of this dissertation will continue, and to help facilitate the effort we have provided the “LESODT tool kit.” The tool kit is a set of Fortran kernels that perform the key algorithmic tasks for stand-alone ODT and LESODT coupling. These tasks are purposefully separated to allow flexibility to the user in terms of sampling control and temporal evolution of the ODT transport equation. The portability of the tool kit has been demonstrated with implementation into a serial ODT code (Nivedita Krishnamoorthy) and a parallel LES code (Arches), each using C++ as the base coding language. At the time of writing the tool kit subroutines are freely available on the web at http://www.inscc.utah.edu/∼randy.



APPENDIX A THE LESODT TOOL KIT The LESODT tool kit is a set of Fortran 77 subroutines for ODT and LESODT coupling.



The intent is to provide modular, verified, state-of-the-art routines



that allow flexibility to the user and, as much as possible, relieve the user from development of their own code. Indeed this seems to be a serious bottleneck in the application of ODT. Here we only provide the subroutine calls and comments regarding the list of arguments (note to F77 users: the “Intent” of the argument is an F90 comment that indicates whether the argument is intended strictly as an input, intent(in), an output, intent(out), or as an input that may change values during the execution of the routine, intent(inout)). Descriptions of the underlying algorithms are given elsewhere in this volume. As a word of caution the user should take care that consistent units are employed for length, time, velocity, density, and viscosity. At the time of writing the tool kit is still in what we would consider an “alpha” version release. Meaning we are still in the verification stage of development. The author will gratefully accept comments on bugs or suggestions for improvement via email ([email protected]). The latest version of the code is available for download at http://www.inscc.utah.edu/∼randy.



A.1



Generalized one-dimensional turbulence



gODT( u,v,w,rho,phi,mu,dts,Pa,leddy,y0,L, 1 j0,ke,n odt,n scalar,h,n lmax,g,gc, 2 bc,debug,le sup,pdftag,ReT,C,Z,Pamax,dts min



)



229 Argument u(n odt) v(n odt) w(n odt) rho(n odt) phi(n scalar,n odt) mu(n odt) dts Pa leddy



Type real real real real real real real real integer



Intent inout inout inout inout inout in inout out out



y0



real



out



L



real



out



j0



integer



out



ke



integer



out



n odt n scalar



integer integer



in in



h n lmax



real integer



in in



g



real



in



gc



real



in



bc



integer



in



debug



integer



in



le sup



integer



in



pdftag



integer



in



ReT



real



in



c eddy z eddy Pamax dts min



real real real real



in in in in



Comments u velocity component v velocity component w velocity component density scalar dynamic viscosity sampling period acceptance probability leddy = 1 if eddy is accepted, leddy = 0 if eddy is rejected sampled continuous physical location of eddy sampled continuous physical length of eddy index of first point in discrete candidate eddy number of discrete points in candidate eddy, multiple of 3 number of ODT points number of scalar components (does not include velocity components or density) physical ODT grid spacing maximum number of points in discrete eddy gravitational acceleration component used in buoyancy term (e.g., -9.8 m/s2 gravity constant used in baroclinic term, gc > 0 boundary condition, 1 = periodic, 2 = bounded debug = 1 implements conservation of energy check for all implemented eddies large eddy suppression, 0 = none (use with LESODT), 1 = subinterval evaluation, 2 = median method trial eddy size sample pdf, 1 = Nilsen, 2 = LEM turbulence Reynolds number, used only if pdftag = 2 eddy rate constant viscous cutoff max allowable acceptance probability min allowable sampling period
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Restrictions: Here we assume a uniform ODT grid. The gravity constants should obey an orthogonality relationship, where for example g2 + gc2 = (9.8)2 . The median method for large eddy suppression does not work with the variable density case.



A.2



ODT mean data reconstruction



reconmean(u odt,u les,n odt,n les,bc,ubc1les,ubc2les) Argument u odt(n odt) u les(n les) n odt n les bc



Type real real integer integer integer



Intent inout in in in in



ubc1les ubc2les



real real



in in



Comments ODT scalar to be reconstructed LES cell averages number of points on ODT line number of LES points boundary condition, 1 = periodic, 2 = Dirichlet, use 2 for patch reconstruction left LES Dirichlet boundary value right LES Dirichlet boundary value



Restrictions: This algorithm assumes both LES and ODT grids are uniform. Additionally, the number of ODT points per LES cell must be a power of 2.



A.3



Scalar displacement



scalardisplacement(psi,y,uf,u0,r,dr,j0,ke,n face,n odt) Argument psi(n face) y(n face) uf(n odt) u0(n odt) r(n odt) dr j0 ke n face n odt



Type real real real real real real integer integer integer integer



Intent inout in in in in in in in in in



Comments accumulated scalar displacement physical location of LES flux surfaces ODT data after mapping ODT data before mapping physical location of ODT cell centers physical ODT grid spacing index of first point in discrete eddy number of discrete points in eddy number of LES flux surfaces number of ODT points



231 Restrictions: The scalar displacement algorithm assumes that an ODT cell center never coincides with an LES face. It also assumes a uniform grid spacing such that each ODT point is a control volume. If the cell center of this control volume moves through an LES face then the entire contents of the control volume are assumed to reside on one side or the other of the LES face.



A.4



Tridiagonal solver



tridiagodt(a,b,c,r,u,n) Argument a(n) b(n) c(n) r(n) u(n) n



Type real real real real real integer



Intent in in in in out in



Comments A(i,j+1) coefficient A(i,j) coefficient A(i,j-1) coefficient source vector solution vector number of points



Restrictions: Solves for a vector u(1:n) of length n the tridiagonal set given by (2.4.1) in Numerical Recipes in F77 [68] second ed. (p.43). a(1:n), b(1:n), c(1:n), and r(1:n) are input vectors and are not modified. Parameter: NMAX = 1,000,000 is the maximum expected value of n.



APPENDIX B AN ANALYTICAL SOLUTION TO TWODIMENSIONAL NAVIER-STOKES In an effort to promote verification of our CFD code in this appendix we developed a set of prescribed functions which satisfy Navier-Stokes. The functions translate vortices periodically in time, and the amplitudes decay exponentially in time. The goal was to combine an exact solution for the Euler equations from Almgren et al. [1] with the Taylor-Green [83] decaying vortex problem.



B.1



Equations



Let A be an arbitrary amplitude. The fluid viscosity is given by ν, the pressure by p, and the solution to the two-dimensional (2D) incompressible Navier-Stokes equations, ∂u + u · ∇(u) = −∇p + ν∇2 u , ∂t



(B.1)



where u = [u, v]T , is given by, u(x, y, t) = 1 − A cos(x − t) sin(y − t)e−2νt ,



(B.2)



v(x, y, t) = 1 + A sin(x − t) cos(y − t)e−2νt ,



(B.3)



p(x, y, t) =



−A2 [cos (2(x − t)) + cos (2(y − t))] e−4νt . 4



(B.4)



Note that this solution also satisfies continuity for all time, ∇ · u = 0.



(B.5)
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B.2



Proof



The following trig identities are useful for the proof. sin(α) cos(β) =



1 1 sin(α − β) + sin(α + β) 2 2



1 1 cos(α − β) − cos(α + β) 2 2 1 1 cos(α) cos(β) = cos(α − β) + cos(α + β) 2 2 sin(α) sin(β) =



cos2 (α) + sin2 (α) = 1



(B.6) (B.7) (B.8) (B.9)



First, take all the necessary derivatives. The temporal derivatives are, ∂u = [2Aν cos(x − t) sin(y − t) + A cos(x − t) cos(y − t) ∂t −A sin(x − t) sin(y − t)] e−2νt , ∂v = [−2Aν sin(x − t) cos(y − t) − A cos(x − t) cos(y − t) ∂t +A sin(x − t) sin(y − t)] e−2νt .



(B.10)



(B.11)



The first derivatives in space are, ∂u ∂x ∂u ∂y ∂v ∂x ∂v ∂y



= A sin(x − t) sin(y − t)e−2νt ,



(B.12)



= −A cos(x − t) cos(y − t)e−2νt ,



(B.13)



= A cos(x − t) cos(y − t)e−2νt ,



(B.14)



= −A sin(x − t) sin(y − t)e−2νt .



(B.15)



The second derivatives in space are, ∂2u ∂x2 ∂2u ∂y 2 ∂ 2v ∂x2 ∂2v ∂y 2



= A cos(x − t) sin(y − t)e−2νt ,



(B.16)



= A cos(x − t) sin(y − t)e−2νt ,



(B.17)



= −A sin(x − t) cos(y − t)e−2νt ,



(B.18)



= −A sin(x − t) cos(y − t)e−2νt .



(B.19)



234 Plugging these into the x-momentum equation and using the trig identities we get the following for the pressure gradient in the x-direction, ∂p A2 = sin(2(x − t))e−4νt . ∂x 2



(B.20)



Note that the equation above also results from taking the partial in x of Equation 2.74. Integrating in x gives, Z



p=



∂p −A2 dx = cos(2(x − t))e−4νt + g(y, t) . ∂x 4



(B.21)



Note, however, that this result does not fully account for the y dependence in the pressure. Therefore, we presume that the pressure satisfies Equation 2.74, and can prove that it also satisfies the y-momentum equation via substitution (left to the reader).



APPENDIX C FORMAL ACCURACY OF STRONGSTABILITY PRESERVING RUNGE-KUTTA SCHEMES In this appendix we show the formal accuracy of Strong-Stability Preserving (SSP) Runge-Kutta (RK) schemes by Taylor series analysis. Given an ODE of the form, du = f (t) , dt



(C.1)



the solution at time, tn+1 , can be written, €



Š



€



Š



u tn+1 = S (f (tn )) + O ∆tr+1 ,



(C.2)



where the superscript, n, indicates an index, not an exponent; and S signifies the form of the integration scheme. The formal accuracy is then said to be “rth” order. We will start by showing the accuracy of the Forward Euler scheme to be first order by this definition, then examine the RK2 and RK3 schemes.



C.1



Forward Euler



The Forward Euler (FE) scheme for integrating (C.1) is, un+1 = un + ∆t f (tn ) .



(C.3)



From Taylor series, 



u



n+1







du ∆t2 d2 u = u + ∆t + + ... dt n 2 dt2 n n



(C.4)



236 Substituting (C.1) at time, tn , for the first derivative term in the Talyor series we get, 2



2







un+1 = un + ∆t f (tn ) + ∆t2 ddt2u + . . . , n = un + ∆t f (tn ) + O (∆t2 ) , = un + ∆t f (tn ) + O (∆t1+1 ) .



(C.5)



Hence, r = 1, and the scheme is first order.



C.2



Modified Euler: SSP RK2



Letting h = ∆t, and substituting the first stage result into the second stage formula, the SSP RK2 scheme can be written as, h h u(t + h) = u(t) + f (t) + f (t + h) . 2 2



(C.6)



From forward Taylor series we get, h2 0 h3 f (t) + f 00 (t) + . . . 2 6



(C.7)



h2 0 h3 f (t + h) − f 00 (t + h) + . . . 2 6



(C.8)



u(t + h) = u(t) + h f (t) + From backward Taylor series we get, u(t) = u(t + h) − h f (t + h) + Solving for f (t) and f (t + h) gives, –



™



1 h2 h3 f (t) = u(t + h) − u(t) − f 0 (t) − f 00 (t) + . . . , h 2 6 –



(C.9) ™



1 h2 h3 f (t + h) = u(t + h) − u(t) + f 0 (t + h) − f 00 (t + h) + . . . . h 2 6 Substituting these expressions into (C.6) gives, –



(C.10)



™



1 h2 h3 u(t + h) = u(t) + u(t + h) − u(t) − f 0 (t) − f 00 (t) + . . . 2 2 6 – ™ 2 3 1 h 0 h 00 + u(t + h) − u(t) + f (t + h) − f (t + h) + . . . .(C.11) 2 2 6 Note that, f 0 (t + h) = f 0 (t) + h f 00 (t) + . . .



(C.12)



Using (C.6) and (C.12) in (C.11) reveals, h h h3 h3 u(t + h) = u(t) + f (t) + f (t + h) + [f 00 (t) + f 00 (t + h)] − f 00 (t) + . . . (C.13) 2 2 6 4 Therefore, r = 2.
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C.3



SSP RK3



The SSP RK3 scheme is given by the one step formula (this was not intuitively obvious to me, mainly the temporal location of the last term, but it is confirmed by [79],



‚



h h 2h h u(t + h) = u(t) + f (t) + f (t + h) + f t + 6 6 3 2



Œ



.



(C.14)



From Taylor series, u(t + h) = u(t) + h f (t) +



h2 0 h3 h4 h5 0000 f (t) + f 00 (t) + f 000 (t) + f (t) + . . . (C.15) 2 6 24 120



f (t + h) = f (t) + h f 0 (t) + ‚



h f t+ 2



Œ



h2 00 h3 h4 f (t) + f 000 (t) + f 0000 (t) + . . . 2 6 24



(C.16)



(h/2)2 00 (h/2)3 000 (h/2)4 0000 f (t) + f (t) + f (t) + . . . 2 6 24 h h2 h3 h4 0000 = f (t) + f 0 (t) + f 00 (t) + f 000 (t) + f (t) + . . . (C.17) 2 8 48 384



= f (t) + (h/2)f 0 (t) +



We will also need (from multiplication with (C.16) and (C.17)), h h h2 0 h3 00 h4 000 h5 0000 f (t + h) = f (t) + f (t) + f (t) + f (t) + f (t) + . . . 6 6 6 12 36 144 ‚



h 2h f t+ 3 2



Œ



=



(C.18)



2h h2 h3 h4 h5 0000 f (t) + f 0 (t) + f 00 (t) + f 000 (t) + f (t) + . . . (C.19) 3 3 12 72 576



Substitution of (C.18) and (C.19) into (C.14) yields, –



™



– 2 h



h h 2h u(t + h) = u(t) + + + f (t) + 6 6 3 – 4 ™ – 5 h h4 000 h + + f (t) + + 36 72 144



™



–



™



h3 h3 00 h2 0 + f (t) + + f (t) 6 3 12 12 ™ h5 f 0000 (t) + . . . (C.20) 576



Now compare the bracketed terms in (C.20) with the coefficients in the Taylor series expansion for u(t) (C.15), h h 2h + + = h ok, 6 6 3 h2 h2 h2 + = 6 3 2 3 3 h h3 h + = 12 12 6



(C.21)



ok,



(C.22)



ok,



(C.23)



238 h4 h4 h4 + = great!, 36 72 24 h5 h5 5h5 + = wrong. 144 576 576



(C.24) (C.25)



Therefore, ‚



Œ



h h 2h h u(t + h) = u(t) + f (t) + f (t + h) + f t + + O(h5 ) , 6 6 3 2 and, r = 4.



(C.26)



APPENDIX D ODT IDENTITIES D.1



Vector ODT



The vector ODT paper by Kerstein et al. [41] presents several identities that seem to just appear out of thin air, but follow from straightforward integration of the triplet map. In this appendix we derive a few of the commonly used formulas, if for no other reason than to have the derivations documented somewhere. Equation (Kerstein 10) is obtained by maximizing −∆Ei with respect to ci . The change in energy is given by (no summation over indices) ∆Ei



— 1 Z ” = ρ0 ui (f (y))2 + 2ui (f (y))ci K(y) + c2i K(y)2 − ui (y)2 dy , 2 Z Z ˜ Š 1 •Z € 2 2 2 2 = ρ0 ui (f (y)) − ui (y) dy + 2ci ui (f (y))K(y) dy + ci K(y) dy . 2 (D.1)



Note that the first integration in the bracket is identically zero since the triplet map is measure preserving. The second integration provides motivation for the definition of vi,K , which is used liberally in ODT formulations. It is convenient to make the following definition, vi,K ≡



1 l2



Z



ui (f (y))K(y) dy .



(D.2)



We wish to get this into the form of (Kerstein 7). The following triplet map sections requiring integration, Z y0 +l/3 y0 Z y0 +2l/3 y0 +l/3 Z y0 +l y0 +2l/3



ui (f (y))K(y) dy = ui (f (y))K(y) dy = ui (f (y))K(y) dy =



Z y0 +l/3



ui (3y − 2y0 )(−2y + 2y0 ) dy ,



y0 Z y0 +2l/3 y0 +l/3 Z y0 +l y0 +2l/3



ui (2l − 3y + 4y0 )(4y − 4y0 − 2l) dy ,



ui (3y − 2y0 − 2l)(2l − 2y + 2y0 ) dy . (D.3)



240 For the first section, use the following change of variables: r = 3y − 2y0 , dr = 3 dy. The integration limits become: y = y0 → r = y0 and y = y0 +l/3 → r = y0 +l, and we have, Z y0 +l/3 y0



ui (3y − 2y0 )(−2y + 2y0 ) dy =



Z y0 +l y0











−2 2 ui (r) r + y0 dr . 9 9



(D.4)



For the middle section, let r = 2l − 3y + 4y0 , and hence, dr = −3 dy. The limits are: y = y0 + l/3 → r = y0 + l and y = y0 + 2l/3 → r = y0 . We then get, Z y0 +2l/3 y0 +l/3







Z y0







2 4 4 dr ui (r) l + y0 − r ui (2l − 3y + 4y0 )(4y − 4y0 − 2l) dy = , y0 +l 3 3 3 −3   Z y0 +l 4 4 2 = ui (r) l + y0 − r dr . y0 9 9 9 (D.5)



For the third section, let r = 3y − 2y0 − 2l and dr = 3 dy. The limits change to: y = y0 + 2l/3 → r = y0 and y = y0 + l → r = y0 + l, giving, Z y0 +l



Z y0 +l







2 ui (3y − 2l)(2l − 2y + 2y0 ) dy = ui (r) l − y0 +2l/3 y0 3  Z y0 +l 2 = ui (r) l − y0 9



2 y0 − 3 2 y0 − 9







2 dr r , 3 3  2 r dr . 9 (D.6)



Adding (D.4) through (D.6), changing r to y, and plugging this into the integral in (D.2), gives, vi,K =



4 9l2



Z y0 +l y0



ui (y) [l − 2(y − y0 )] dy ,



(D.7)



hence verifying (Kerstein 7). The last integral in (D.1) can also be evaluated analytically: Z



K(y)2 dy = = + +



Z



[y − f (y)]2 dy ,



Z y0 +l/3



(−2y + 2y0 )2 dy



y0 Z y0 +2l/3 y0 +l/3 Z y0 +l y0 +2l/3



(−2l + 4y − 4y0 )2 dy



(2l − 2y + 2y0 )2 dy .



(D.8)



241 Using the change of variables, r = y − y0 , dr = dy, we have for section 1, Z r=l/3 r=0



(−2r)2 dr =



4 3 l . 81



(D.9)



For section 2, Z r=2l/3 r=l/3



(−2l + 4r)2 dr = =







4l2 r − 8lr2 +



16 3 r 3



2l/3



, l/3



4 3 l . 81



(D.10)



For section 3, Z r=l r=2l/3







4 4l2 r − 4lr2 + r3 3 4 3 = l . 81



(2l − 2r)2 dr =



And hence,



Z



l



, 2l/3



(D.11)



4 3 l . 27 Inserting (D.2) and (D.12) into (D.1) gives, K(y)2 dy =



(D.12) 







1 4 ρ0 2ci l2 vi,K + c2i l3 , 2 27   2 = ρ0 l2 ci vi,K + lci , 27



∆Ei =



(D.13)



hence verifying (Kerstein 6). We are now finally in a position to verify the formula for available energy (Kerstein 10). We seek the minima of the quadratic (D.13). This means taking the partial derivative of −∆Ei with respect to ci and finding the value for ci which gives zero for the derivative. Hence we have, ∂(−∆Ei ) 4 = −ρ0 l2 vi,K − ρ0 l3 ci = 0 , ∂ci 27



(D.14)



or, 27 vi,K . 4 l Plugging this result into the equation for −∆Ei gives, ci = −



−∆Ei |max = −ρ0 l Qi =



2











(D.15) 



27 vi,K 2 27 vi,K − vi,K − ρ0 l3 − 4 l 27 4 l



27 2 . ρ0 lvi,K 8



2



, (D.16)



242 We are also in a position to verify (Kerstein 11). The solution of the quadratic equation (D.13) gives, ci =



−ρ0 l2 vi,K ±



q



(ρ0 l2 vi,K )2 − 4 2



€



2 ρ l3 27 0



€



Š



2 ρ l3 27 0



Š



(−∆Ei )



.



(D.17)



The change in energy for a given component in vector ODT is prescribed by (see [41] for a detailed discussion), ∆Ei = αTij Qj ,   27 2 = αTij ρ0 lvj,K . 8



(D.18)



Simply substituting (D.18) into (D.17) will reveal (Kerstein 11).



D.2



Discrete squared kernel summation



Here we prove the discrete identity j0 +ke−1 X



K 2 (j) =



j=j0



ke X



€



Š



K 2 (j) = 4 (ke/3)3 − (ke/3)2 ,



(D.19)



j=1



which is needed in the discrete correction to the eddy rate distribution (Section 3.3.5.2). First, let m = ke/3 (recall that ke is constrained to be a discrete multiple of 3). Using the discrete triplet map, f (j), from (3.19) the discrete kernel transformation, K(j) = j − f (j), is 8 > > 



K(j) = > > :



2 − 2j 4j − 2ke − 2 2ke − 2j 0



for 1 ≤ j ≤ m for m + 1 ≤ j ≤ 2m for 2m + 1 ≤ j ≤ 3m otherwise.



(D.20)



We then have ke X



K 2 (j) =



m X



(2 − 2j)2



1



j=1



+ +



2m X



(4j − 2ke − 2)2



m+1 3m X 2m+1



(2ke − 2j)2 .



(D.21)



243 For the first section: m X



(2 − 2j)2 =



1



m X



(4 − 8j + 4j 2 ) ,



1



= 4m − 8



m X



j+4



m X



1



j2 ,



1



2 4 3 m − 2m2 + m , = 3 3



(D.22)



where in going from the second to third step we used the identities m X



j=



1



and



m X 1



m (m + 1) , 2



(D.23)



1 1 1 j 2 = m3 + m2 + m , 3 2 6



(D.24)



from number theory. These are special cases of the more general formulae b X



j=



a



and



b X a



b−a+1 (a + b) , 2



(D.25)



1 1 1 j 2 = (b3 − a3 ) + (b2 − a2 ) + (b − a) , 3 2 6



(D.26)



which will be needed shortly. We find that the second section is: 2m X



(4j − 2ke − 2)2 =



m+1



2m ” X



—



16j 2 − (16 + 48m)j + (2 + 6m)2 ,



m+1 2m X



= 16



j 2 − (16 + 48m)



m+1



=



2m X m+1



j + (2 + 6m)2



2m X



1,



m+1



8 112 3 m + 24m2 + m 3 3 3 2 −72m − 48m − 8m



+36m3 + 24m2 + 4m 4 3 4 = m − m. 3 3



(D.27)



244 For section 3: 3m X



(2ke − 2j)2 =



2m+1



3m ” X



—



36m2 − 24mj + 4j 2 ,



2m+1 3m X



= 36m



2m+1



1 − 24m



3m X 2m+1



j+4



3m X



j2 ,



2m+1



= 36m3 −60m3 − 12m2 76 3 2 m + 10m2 + m 3 3 4 3 2 2 = m − 2m + m . 3 3



(D.28)



Adding (D.22), (D.27) and (D.28) yields our result, 3m X j=1



K 2 (j) = 4(m3 − m2 ) .



(D.29)



APPENDIX E ENERGY DISSIPATION IN ISOTROPIC FLOW The goal of this appendix is to derive the relevant form of the dissipation rate for a one-dimensional isotropic flow. Because ODT only contains velocity gradient information along line direction we must first establish the form of the dissipation rate in terms of velocity gradients only (i.e., no strain rates) and then we show that, for isotropic turbulence, the viscosity coefficient in the ODT diffusion equation should be multiplied by a factor of 3.



E.1



Two common forms for the dissipation rate



Two equivalent forms of the dissipation rate for incompressible homogeneous flows are:



®



∂ui ∂ui ε=ν ∂xj ∂xj



¸



,



(E.1)



and, ε = ν h2Sij Sij i , where, 1 Sij ≡ 2



‚



∂ui ∂uj + ∂xj ∂xi



(E.2) Œ



.



(E.3)



Here we will derive both forms directly from the Navier-Stokes equations. Note that it is not at all straight forward to convert one form directly to the other, because they are only equivalent in a statistical sense. Furthermore, (E.1) is only equal to the true dissipation rate for homogeneous flows. This term is technically referred to as the “pseudo-dissipation” (see Pope Exercise 5.25 and 5.26).



246 Start with the incompressible Navier-Stokes equations, ∂ui ∂ui ∂p ∂τij + uj =− − , ∂t ∂xj ∂xi ∂xj



(E.4)



where, for incompressible flow, the deviatoric stress is given by, τij = −2νSij .



(E.5)



Note that we have absorbed both the density and the isotropic part of the deviatoric stress (τii /3) into the pressure term. Let us first show the following holds for incompressible flow, −



∂τij ∂ 2 ui =ν . ∂xj ∂xj ∂xj



(E.6)



This is Problem 6.4 in Panton [63]. We simply take the divergence of (E.5), −



∂τij ∂xj



∂Sij , ∂xj ‚ Œ ∂ui ∂uj ∂ , ν + ∂xj ∂xj ∂xi ‚ Œ ∂ ∂ui ∂ ∂uj ν + , ∂xj ∂xj ∂xj ∂xi ‚ Œ ∂ ∂ui ∂ ∂uj ν + , ∂xj ∂xj ∂xi ∂xj ‚ Œ ∂ 2 ui ν . ∂xj ∂xj



= 2ν = = = =



(E.7)



The only trick here is to note that the derivative operators commute in the fourth step, and then to apply incompressibility. The Navier-Stokes (NS) equations can, therefore, be written as, ∂ui ∂p ∂ 2 ui ∂ui + uj =− +ν . ∂t ∂xj ∂xi ∂xj ∂xj



(E.8)



To get the kinetic energy equation we multiply (E.8) by ui . The dissipation term is then,



®



∂ 2 ui −ε = ν ui ∂xj ∂xj



¸



.



(E.9)



The minus sign is used in order to make ε a positive number by convention. Below, expressions (E.10) – (E.13) are shown to yield (E.1).



247 The dissipation rate is given by (see bottom of pg. 216, Pope [67]), ¬



2



ε = −ν uj ∇ uj



¶



®



∂ 2 uj = −ν uj ∂xl ∂xl



¸



.



(E.10)



Defining k ≡ 12 uj uj as the kinetic energy, by the product rule, we obtain, *



∂ 2 12 uj uj ∂xl ∂xl



+



®



‚



Œ¸



∂uj ∂ ∂uj + uj uj ∂xl ∂xl ∂xl ‚ Œ¸ ® ∂uj ∂ uj , = ∂xl ∂xl ® ¸ ∂ 2 uj ∂uj ∂uj = uj + , ∂xl ∂xl ∂xl ∂xl 1 = 2



,



(E.11)



Since the mean diffusive transport of the kinetic energy is zero, we have the following relationship,



®



∂ 2 uj uj ∂xl ∂xl



¸



®



∂uj ∂uj =− ∂xl ∂xl



¸



.



(E.12)



Plugging this into (E.10) gives, ®



∂uj ∂uj ε=ν ∂xl ∂xl



¸



.



(E.13)



In order to obtain (E.2) we start by multiplying NS in strain rate form (i.e., using (E.5)) by ui . The kinetic energy dissipation rate is then given by, ®



∂Sij −ε = 2ν ui ∂xj



¸



.



(E.14)



Note the following product rule expansion, ∂(ui Sij ) ∂Sij ∂ui = ui + Sij . ∂xj ∂xj ∂xj



(E.15)



The last term involves the velocity gradient tensor, which can be decomposed into a symmetric (Sij ) and antisymmetric (Rij ) part. We then have, ∂(ui Sij ) ∂Sij = ui + Sij (Sij + Rij ) , ∂xj ∂xj ∂Sij = ui + Sij Sij + Sij Rij , | {z } ∂xj 0



= ui



∂Sij + Sij Sij . ∂xj



(E.16)



248 Note that the divergence and the statistical average commute. And therefore, by homogeneity we have, ∂ hui Sij i = 0. ∂xj



(E.17)



Hence, plugging (E.16) into (E.14) yields (E.2), ε = ν h2Sij Sij i .



E.2



(E.18)



Homogeneous isotropic flow in one dimension



To apply the above relationship (E.1) to a homogeneous isotropic flow with ODT, it is convenient to write, ®



∂uj ∂uj ∂xl ∂xl



¸



®



∂uj ∂uj =3 ∂y ∂y



¸



,



(E.19)



the right-hand-side of which is completely discernable from ODT. This relationship is proven in Pope Exercise 5.28. We shall go through the salient features of the exercise here. Due to isotropy the fourth-order tensor constructed from the product of two second-order velocity gradient tensors is (Pope 5.165), ®



∂ui ∂uk ∂xj ∂xl



¸



= αδij δkl + βδik δjl + γδil δjk ,



(E.20)



where, α, β, and γ are scalars, and δij is the Kronecker delta. Because of continuity (i.e., ®



∂ui ∂uk ∂xi ∂xk



∂ui ∂xi



= 0), we may write (Pope 5.166),



¸



= 0 = αδii δkk + βδik δik + γδik δik , = 3α + β + γ .



(E.21)



The next part of the exercise has the reader expand the following derivative, which is zero due to homogeneity, ∂ ∂xj



®



∂uj ui ∂xl



¸



®



¸



∂ ∂uj ∂uj ∂ui = 0 = ui + , ∂xj ∂xl ∂xl ∂xj ® ¸ ∂ ∂uj ∂ui ∂uj = ui + , ∂xl ∂xj ∂xj ∂xl ® ¸ ∂ui ∂uj = . ∂xj ∂xl



(E.22)



249 Now using (E.20) we can write, ®



∂ui ∂uj ∂xj ∂xl



¸



= 0 = αδij δjl + βδij δjl + γδil δjj , = αδil + βδil + 3γδil ,



(E.23)



and therefore, 0 = α + β + 3γ .



(E.24)



By combining (E.21) and (E.24) we find the relationship between the scalars must be, α=−



β =γ. 4



(E.25)



Hence, (E.20) can be rewritten as (Pope 5.168), ®



∂ui ∂uk ∂xj ∂xl



¸







1 1 = β δik δjl − δij δkl − δil δjk 4 4







.



(E.26)



We are now is position to establish our desired relationship. The terms in the full three-dimensional (3D) dissipation rate expression can be written as (k → i, l → j), ®



∂ui ∂ui ∂xj ∂xj



¸











1 1 = β δii δjj − δij δij − δij δji , 4 4   3 3 , = β 9− − 4 4 15 = β. 2



(E.27)



In ODT we must choose a direction to represent the 1-d domain. Let us arbitrarily choose y = x2 . Equation (E.26) becomes (k → i, j → 2, l → 2), ®



∂ui ∂ui ∂x2 ∂x2



¸











1 1 = β δii δ22 − δi2 δi2 − δi2 δ2i , 4 4   1 1 , = β 3− − 4 4 5 = β. 2



By comparing (E.27) and (E.28) we verify (E.19).



(E.28)



APPENDIX F RELATING ONE-DIMENSIONAL AND THREE-DIMENSIONAL ENERGY SPECTRA Understanding the relationship between one-dimensional and three-dimensional energy spectra is key to understanding some peculiar behaviors of the ODT closure. As usual, these relationships are illuminated by exercises in Pope [67], in particular Pope Exercises 6.25 and 6.31. From these derivations we can understand the origins of (4.24) and (4.25). Pope Exercise 6.25 establishes the relationship between the three-dimensional (3D) energy spectrum and the velocity spectrum tensor (4.21) for an isotropic field. Since the velocity spectrum tensor is an isotropic function of the wavenumber it must have the following form (Pope 6.912), Φij (κ) = A(κ)δij + B(κ)κi κj .



(F.1)



This is similar to the isotropic relationship for the velocity correlation tensor that led the to the longitudinal and transverse autocorrelations. A consequence of incompressibility is that κi Φij (κ) = 0 and so the scalar functions in (F.1) are related by B(κ) = −A(κ)/κ2 (Pope 6.196). Pope Exercise 6.24 establishes



H



dS(κ) = 4πκ2



which is just the area of the spherical shell in wave space. Additionally, Exercise 6.24 establishes



H



κi κj dS(κ) = 43 πκ4 δij (Pope 6.195) due to isotropy of the integrand.



Using these relationships and the definition of the 3D energy spectrum we then obtain,



251 I



E(κ) ≡ = = = =



1 Φii (κ) dS(κ) , 2 I 1 [A(κ)δii + B(κ)κi κi ] dS(κ) , 2  I  3 1 2 A(κ) + B(κ)κ dS(κ) , 2 2 ” — ” — 3 1 A(κ) 4πκ2 + B(κ) 4πκ4 , 2 2 2 4 6πκ A(κ) + 2πκ B(κ) ,



(F.2)



which is (Pope 6.197). Now, dividing (F.1) by (F.2) and using (Pope 6.196) yields (Pope 6.193) –



™



A(κ)δij + B(κ)κi κj Φij (κ) = E(κ) , 6πκ2 A(κ) + 2πκ4 B(κ) ™ – A(κ)δij − A(κ) κκi κ2 j , = E(κ) 6πκ2 A(κ) − 2πκ2 A(κ) E(κ) • κi κj ˜ = δ − . ij 4πκ2 κ2



(F.3)



We now turn to Pope Exercise 6.31 to establish the relationship between the one-dimensional (1D) and 3D spectra. The transverse energy spectrum is defined as follows. It is the spectral energy of the transverse component summed over a plane in wave space (see Figure F.1) Z Z∞



E22 (κ1 ) = 2



Φ22 (κ) dκ2 dκ3 .



(F.4)



−∞



The factor of 2 accounts for the symmetric plane on the −κ1 axis. Substituting (F.3) with i = j = 2 into (F.4) gives Z Z∞



E22 (κ1 ) = 2 −∞



–



™



κ22 E(κ) 1 − dκ2 dκ3 . 4πκ2 κ2



A key step in this derivation comes in realizing that



∞ RR −∞



dκ2 dκ3 = 2π



(F.5) ∞ R 0



κr dκr ,



where κ2r = κ22 + κ23 = κ2 − κ21 (see Figure F.1). For κ1 = constant it follows that d(κ2r ) = d(κ2 ) − d(κ21 ) , 2κr dκr = 2κ dκ − 0 ,
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Figure F.1. One-dimensional spectra are obtained by summing the energy over a two-dimensional (2D) plane in wave space. The plane at κ1 contains energy contributions from all 3D spherical shells κ ≥ κ1 .



and so we may rewrite (F.5) as Z∞



E22 (κ1 ) = 0



–



™



κ22 E(κ) 1 − κr dκr . κ2 κ2



(F.6)



Now, on the plane in question, namely constant κ1 , we have established that κr =



È



κ2 − κ21 and dκr =



integral as



κ κr



dκ, so, by change of variables, we may write the



253 √ κZ r =∞



κ2 −κ21 =∞



Z



κr dκr = κr =0



√



È



κ2 − κ21 È



κ2 −κ21 =0



κ κ2 − κ21



dκ ,



κ=∞ Z



=



κ dκ .



(F.7)



κ=κ1



The final step is to realize that, due to isotropy, we may rotate the coordinate system about κ1 such that κ2 = κ3 . So, there always exists a reference frame in which 2κ22 = κ2 − κ21 .



(F.8)



Substituting (F.8) and (F.7) into (F.6) yields our desired result (Pope 6.226) ∞



–



™



1 Z E(κ) κ2 E22 (κ1 ) = 1 + 12 dκ . 2κ κ κ



(F.9)



1



The derivation of the longitudinal relationship (i.e., E11 (κ1 )) proceeds in an analogous manner except that we do not need (F.8) and hence there is no factor of one-half and the minus sign in the integrand remains, resulting in (4.24).



APPENDIX G DERIVATION OF REYNOLDS NUMBER DEPENDENT ENSEMBLE MEAN CLOSURE In this appendix we go through the derivation of (6.33). Using the kernel based momentum displacement (Section 6.2.3.1) we can write 1 Z y ψi (y; y0 , l) dy0 dl , lmin τ y−l l2  Z l q max l 2 1 1 2 = − Si (y) + sgn(Si (y)) βij Sj (y) dl , l 27 2 2 {z τ | } min



Ri (y) =



Z lmax



= AC



Z lmax lmin



„



l



A



1 X 2 Z 2ν 2 Sj (y) − 4 54 j l



Ž1/2



dl .



(G.1)



At this point we make the following change of variables: Let, Ri (y) = AC where, a2 =



Z lmax lmin



√ l a2 − x2 dl ,



(G.2)



1 X 2 Z 2ν 2 Sj (y) , and, x2 = 4 . 54 j l



(G.3)



Hence, 1 1 1 3 1 l = (Zν) 2 x− 2 , and, dl = − (Zν) 2 x− 2 dx . 2 Substituting these changes into (G.2) yields,



Z xmax zh



l



}| 1 2



i{ 1 √



z



dl



}|



xmin



{



3 1 1 − (Zν) 2 x− 2 dx , 2



(Zν) x− 2 a2 − x2   Z xmax √ 2 1 a − x2 = AC − Zν dx . xmin 2 x2



Ri (y) = AC



(G.4)



2 2 . and xmax = Zν/lmax The limits of integration are xmin = Zν/lmin



(G.5)



255 From integral tables we find that, √ Z √ 2 � ‹ a − x2 x a2 − x2 −1 dx = − sin − +C. x2 a x



(G.6)



Hence, 







"



� ‹ 1 x − Ri (y) = AC − Zν − sin−1 2 a 2 



= AC −







6 Zν 1 −1 Zν 6 4sin 2 2 almin ‚



− sin−1



‚



Zν 2 almax



É



Œ



−



a2



√



a2 − x2 x r



Œ



+



a2 −



, 



2 Zν/lmin



Zν



2



2 lmin



Zν



2 lmin



2 3 − l2 7 max 7 5 Zν 



2 #Zν/lmax



Zν



,



2 lmax



hÈ È 1 4 4 = − AC a2 lmin − (Zν)2 − a2 lmax − (Zν)2 2 ‚ Œ ‚ ŒŒ™ ‚ Zν Zν −1 −1 − sin , +Zν sin 2 2 almin almax



(G.7) recovering (6.33) and (6.34).
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