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Abstract Bayesian optimization is a powerful tool for global optimization of expensive functions. One of its key components is the underlying probabilistic model used for the objective function f . In practice, however, it is often unclear how one should appropriately choose a model, especially when gathering data is expensive. In this work, we introduce a novel automated Bayesian optimization approach that dynamically selects promising models for explaining the observed data without human intervention. Crucially, we account for the uncertainty in the model choice; our method is capable of using multiple models to represent its current belief about f and subsequently using this information for decision making. We argue, and demonstrate empirically, that our approach automatically finds suitable models for the objective function, which ultimately results in more-efficient optimization.



1. Introduction Global optimization of expensive gradient-free functions has long been a critical component of many complex problems in science and engineering. As an illustrative example, imagine that we want to tune the hyperparameters (e.g., learning rate) of a deep neural network in a self-driving car. That is, we want to maximize the generalization performance of the machine learning algorithm, but the functional form of the objective function f is unknown and even a single function evaluation is costly — it might take hours (or even days!) to train a neural network. These features render the optimization particularly difficult. Bayesian optimization has nonetheless shown remarkable success on optimizing expensive gradient-free functions (Jones et al., 1998; Bergstra et al., 2011; Snoek et al., 2012). Bayesian optimization works by maintaining a probabilistic belief about the objective function and designing a so-called acquisition function that intelligently selects where to evaluate f next. Although acquisition functions have been the subject of a great deal of research, how to appropriately model f has received comparatively less attention (Shahriari et al., 2016), despite being a decisive factor for the algorithm’s performance. Inspired by some recent developments on automated model selection (Malkomes et al., 2016; Gardner et al., 2017), we show how to automatically and dynamically select appropriate models for Bayesian optimization. Our framework could be extended to any probabilistic model, but here we focus on Gaussian processes models, which are a standard modeling tool for Bayesian optimization. Crucially, our method does not prematurely commit to a single model; instead, it uses several models to form a belief about the objective function and plan where the next evaluation should be. Our adaptive (multi-)model selection approach
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accounts for model uncertainty, which more realistically copes with the limited information available in practical Bayesian optimization application. Finally, we empirically demonstrate that our approach outperforms standard baselines across several test functions.



2. Bayesian optimization with multiple models Suppose we want to optimize an expensive, often black-box, function f : X → R on some bounded set X ⊆ X . We may query f at any point x and observe a possibly noisy value y = f (x) + ε. Our ultimate goal is to find the global optimum: xopt = arg min f (x)



(1)



x∈X



through a sequence of evaluations of the objective function f . This problem becomes particularly challenging when we have a limited number of function evaluations, representing a real-world budget B associated to the cost of evaluating f . Throughout of this text, we denote by D the set of gathered observations D = (X, y), where X is the design matrix of input variables xi ∈ X , and y is the respective vector of function values yi = f (xi ) + ε. 2.1. Modeling the objective function Assume we are given a prior distribution over the objective function p(f ) and, after observing new information, we have means of updating our belief about f using Bayes’ rule: p(f | D) =



p(D | f )p(f ) . p(D)



(2)



The posterior distribution above is then used for decision making, i.e., selecting the x we should query next. When dealing with a single model, the posterior distribution (2) suffices. Here, however, we want to make our model of f more flexible, accounting for potential misspecification. Suppose we are given a collection of probabilistic models P = {Mi } that offer plausible explanations for the data. Each M ∈ P is a set of probability distributions indexed by a parameter θ from the corresponding model’s parameter space ΘM . With multiple models, we need a means of aggregating their beliefs. We take a fully Bayesian approach and we use the model evidence (or marginal likelihood ), the probability of generating the observed data given a model M, Z p(y | X, M) = p(y | X, θ, M)p(θ | M) dθ, (3) ΘM



as the key quantity for measuring the fit of each model to the data. The evidence integrates over the parameters θ to account for every explanation of the data given by the model. Given (3), one can easily compute the model posterior, p(y | X, M)p(M) , i p(y | X, Mi )p(Mi )



p(M | D) = P
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where p(M) represents the prior probability distribution over the models. The model posterior gives us a principled way of combining the beliefs of all models. Our model of f can be now summarized with the following model-marginalized posterior distribution X p(f | D) = p(Mi | D) p(f | D, Mi ) (4) i



=



X



Z p(Mi | D)



p(f | D, θ, Mi ) p(θ | D, Mi ) dθ,



(5)



ΘM



i



which takes into consideration all plausible models Mi ∈ P and (approximately1 ) accounts for the uncertainty in each model’s hyperparameters θ ∈ ΘM . Next, we describe how to use (4) to intelligently optimize the objective function. 2.2. Selecting where to evaluate next Given our belief about f , we want to use this information to select which point x we want to evaluate next. This is typically done by maximizing a so-called acquisition function α : X → R. Instead of solving (1) directly, we optimize the proxy (and simpler) problem x∗ = arg max α(x; D).



(6)



x∈X



Here we use expected improvement (ei) (Moˇckus, 1975) as our acquisition function. Suppose that f 0 is the minimal value observed so far.2 ei selects the point x that, in expectation, improves upon f 0 the most:   αei (x ; D, M) = Ef max(f 0 − f, 0) Z = max(f 0 − f, 0) p(f | x, D, M) df. f



Note that if p(f | x, D, M) is a Gaussian distribution (or can be approximated as one), the expected improvement can be computed in closed form. Usually, acquisition functions are evaluated for a given model choice M. As before, we want to incorporate multiple models in this framework. For ei, we can easily take into account all models as follows: Z αei (x ; D) = max(f 0 − f, 0) p(f | x, D) df. f Z X = p(Mi | D) max(f 0 − f, 0) p(f | x, D, Mi ) df i



=



X



f



  p(Mi | D) αei (x ; D, Mi ) = EM αei (x ; D, M) .



(7)



i



We could also derive similar results for other acquisition functions such as probability of improvement (Kushner, 1964) and gp upper confidence bound (Srinivas et al., 2010). 1. In practice, the integral over the hyperparameters θ is often intractable. Here, we use the approach described in Gardner et al. (2015) (Section 3.1). We refer the reader to the original work for details. 2. Computing the expected improvement with noisy observations is known to be a difficult problem. Here we make a simplifying assumption that the noise level is small, thus we can say that f 0 ≈ mini yi .
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3. Automated Bayesian optimization In this section, we introduce our automated method for Bayesian optimization. We begin with a brief introduction to Gaussian processes and then we review a previously proposed method for automated model selection of fixed-size datasets. Finally, we describe how we can combine all these ideas into our automated Bayesian optimization framework. 3.1. Gaussian processes models In this section we describe the class of models that we consider in this work. In principle, however, any probabilistic model could be used. We take a standard nonparametric approach and place a Gaussian process (gp) prior distribution on f , p(f ) = GP(f ; µ, K), where µ : X → R is a mean function and K : X 2 → R is a positive-semidefinite covariance function or kernel. Both µ and K have hyperparameters, which we conveniently concatenate into a single vector θ. To connect to our framework, a gp model M comprises µ, K and its associated hyperparameters θ. Thanks to the elegant marginalization properties of the Gaussian distribution, computing the posterior distribution p(f | θ, D) can be done in closed form, if we assume a standard Gaussian likelihood observation model, ε ∼ N (0, σ 2 ). For a complete exposition on gps, please see Rasmussen and Williams (2006). Gaussian processes are extremely powerful modeling tools. Their success, however, heavily depends on an appropriate choice of the mean function µ and covariance function K. In some cases, a domain expert might have an informative opinion about which gp model could be more fruitful. Here, however, we want to avoid human intervention and propose an automatic approach. Our first step is to consider a space of gp models that is general enough to explain virtually any dataset. We adopt the generative kernel grammar of Duvenaud et al. (2013) due to its ability of creating arbitrarily complex models. Then, we must have an efficient automated method for selecting promising models from this given space. Fortunately, this was accomplished by the work of Malkomes et al. (2016), which we summarize next. 3.2. Automated model selection for fixed-size datasets Suppose we are given a space of probabilistic models M such as the above-cited generative kernel grammar. As mentioned before, the key quantity for model comparison in a Bayesian framework is the model evidence (3). Malkomes et al. (2016) have shown that we can search for promising models M ∈ M by viewing the evidence as a function g : M → R to be optimized. Their method consists of a Bayesian optimization approach to model selection (boms), in which we try to find the optimal model Mopt = arg max g(M; D),



(8)



M∈M



where g(M; D) is the (log) model evidence: g(M; D) = log p(y | X, M). Two key aspects of their method deserves special attention: their unusual gp prior, p(g) = GP(g; µg , Kg ), where the mean and covariance functions are appropriately defined over the model space M; and their heuristic for traversing M by maintaining an active set of models C, which tries to balance exploration against exploitation throughout the search. Due to limited space,
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we refer the reader to the original work. Nevertheless, it is important to note that their approach was shown to be more efficient than previous methods. 3.3. Automated Bayesian optimization with Gaussian processes Here we want to describe our automated Bayesian optimization (abo) algorithm. First, we initialize our set of promising models P with all models of depth one in the grammar of kernels (Duvenaud et al., 2013) that has the squared exponential kernel (se) and the rational quadratic kernel (rq) as “base” kernels. If the input domain X has dimensionality d > 2, we randomly sample 4d models and exclude the others. Then, at each iteration: we find the next location x∗ using (7) and all models M ∈ P; evaluate y ∗ = f (x∗ ) + ε; update all models with new data, recomputing the corresponding model evidence; exclude all models that are unlikely to explain the current data p(M | D) < 0.001; and, before completing the iteration, we use boms (Section 3.2) to include more promising candidate models in P. A couple of adaptations of boms are indeed appropriate. In this active learning setup, we do not want to restart boms every iteration; that would make the search for good candidate models inefficient. Thus we just update the active set of models at every function call to boms. Secondly, we normalize the evidence across the iterations, which effectively makes us change the original evidence function g to: g(M;   D) = log p(y | X, M)/|D|. Further, all previously gathered data Dg = Mi , g(Mi ; D) for boms are reused. Rigorously, that would require recomputing all previous evidences since the data D is changing every iteration. We adopt a less-accurate but more-efficient approach that assumes that our evidence computations are corrupted by heterogeneous noise. The noise variance for a measurement when |D| = n is set to σg2 /n for a small constant σg (e.g., 0.5). By modeling earlier evidence computations as noisier, we avoid recomputing the model evidence of previous models every round, but we still make the search for good models better informed.



4. Experiments To validate our approach we use test functions commonly used as benchmarks for optimization (Surjanovic and Bingham, 2013). The goal is to find the global minimum of each test function given a limited number of function evaluations. We provide more information about the chosen functions in Table 1. Each experiment was executed five times with different random initialization of five data points. The maximum number of function evaluations was limited to 10 times the dimensionality of the function domain being optimized. We compare our approach with several Bayesian optimization alternatives. First, we considered baselines that use only one model as a surrogate for the test function in question. We use the isotropic squared exponential kernel (se), the isotropic rational quadratic kernel (rq) and the automatic relevance determination squared exponential (ard se) kernel as the three initial baselines. For these methods, we use the expected improvement as the acquisition function. Then, we considered two more baselines that represent the uncertainty about the unknown function through a combination of multiple models. One baseline uses the same collection of predefined models throughout of its execution; we refer to this approach as the bag of models (bom). The other is an adaptation of the method proposed in Gardner 5
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Table 1: Mean “gap” measure over five different random initialization of the initial points for varies test function and methods. The analytic form of these functions can be found in http://www.sfu.ca/~ssurjano/optimization.html. test function Branin Six-Hump Camel Drop-Wave Mccormick Ackley Alpine2



domain



rq



se



ard se



bom



mcmc



abo



[−5, 10] × [0, 15] [−3, 3] × [−2, 2] [−5.12, 5.12]2 [−1.5, 4] × [−3, 4] [−5, 5]5 [0, 10]2



0.870 0.771 0.244 1.00 1.00 0.820



0.856 0.701 0.372 1.00 0.794 0.862



0.929 0.554 0.413 1.00 0.724 0.881



0.985 0.851 0.430 1.00 0.372 0.864



0.901 0.787 0.362 1.00 1.00 0.888



0.993 0.873 0.492 1.00 1.00 0.851



0.784



0.764



0.750



0.750



0.823



0.868



Mean



et al. (2017) (mcmc), which, similar to abo, is allowed to dynamically select more models every iteration. Here, instead of using the additive class of models proposed in the original work, we adapted their Metropolis–Hastings algorithm to the more-general compositional grammar proposed by Duvenaud et al. (2013), which is also used by our method. This choice lets us compare which adaptive strategy performs better in practice. Both adaptive algorithms (abo and mcmc) are allowed to perform five model evidence computations before each function evaluation; abo queries five new models and mcmc performs five new proposals. At the first iteration, both methods start with the same selection of models 3.3. Model choice and acquisition functions apart, we kept all configurations the same. All methods used l-bfgs, with two restarts to avoid bad local optima, in order to optimize the model hyperparameters when approximating the hyperparameter posterior p(θ | D, M) as a Gaussian using Laplace’s method, as in Section 3.1 of Gardner et al. (2015); each l-bfgs restart begins from a sample of p(θ | M); the Laplace approximation also give us an estimate of the model evidence; and the method of Osborne et al. (2012) (Section 4) was further used to account for uncertainty in the hyperparameters. We maximized all acquisition functions by densely sampling 10000d2 points from a d-dimensional low-discrepancy sequence (Sobol). We report the results with the “gap” measure (Huang et al., 2006), defined as gap ←



f (xfirst ) − f (xbest ) , f (xfirst ) − f (xopt )



where f (xfirst ) is the minimum function value among the first initial random points, f (xbest ) is the best value found by the method, and f (xopt ) is the global minimum. Table 1 shows the results across different functions and methods. First, we notice that abo usually outperforms the baselines or is tied in first place (5 out of 6 times). mcmc also has a high overall performance and bom is also very competitive. The exception is for the Ackley function, in which the initial bag of models was limited to 30 random models out of the 120 possible models of depth 1. These results give initial evidence that using multiple models could lead to more robustness to model misspecification in Bayesian optimization.
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5. Conclusion We introduced a novel automated Bayesian optimization approach that uses multiple models to represent its belief about the objective function f and subsequently decide where to query f next. Our method automatically and efficiently searches for better models as more data is gathered. Initial empirical results show that the proposed algorithm usually outperforms all baselines.
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