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Abstract. The proper setting of algorithm parameters is a well-known issue that gave rise to recent research investigations from the (oﬄine) automatic algorithm conﬁguration perspective. Besides, the characteristics of the target optimization problem is also a key aspect to elicit the behavior of a dedicated algorithm, and as often considered from a landscape analysis perspective. In this paper, we show that ﬁtness landscape analysis can open a whole set of new research opportunities for increasing the eﬀectiveness of existing automatic algorithm conﬁguration methods. Speciﬁcally, we show that using landscape features in iterated racing both (i) at the training phase, to compute multiple elite conﬁgurations explicitly mapped with diﬀerent feature values, and (ii) at the production phase, to decide which conﬁguration to use on a feature basis, provides signiﬁcantly better results compared against the standard landscape-oblivious approach. Our ﬁrst experimental investigations on NK-landscapes, considered as a benchmark family having controllable features in terms of ruggedness and neutrality, and tackled using a memetic algorithm with tunable population size and variation operators, show that a landscape-aware approach is a viable alternative to handle the heterogeneity of (black-box) combinatorial optimization problems.
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Introduction



Following the advent of increasingly complex problems coming from diﬀerent application ﬁelds, and implying optimization scenarios with diﬀerent properties, the optimization community is continuously pushing towards the design of novel techniques that are both eﬀective when tackling a particular problem instance, and as generic as possible in order to be ﬂexibly adapted to a variety of problem classes. In particular, evolutionary algorithms are extremely eﬀective to deal with a broad range of black-box optimization problems, which is one of the major reasons of their widespread uptake. Nonetheless, and despite the c Springer International Publishing AG 2017  B. Hu and M. L´ opez-Ib´ an ˜ ez (Eds.): EvoCOP 2017, LNCS 10197, pp. 215–232, 2017. DOI: 10.1007/978-3-319-55453-2 15
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tremendous knowledge gained on the design of general-purpose techniques, this success can be seriously impacted by the choice of the algorithm components and parameters. For example, when designing a genetic algorithm, one has to specify what crossover and mutation rates to set in order to reach a good performance, as well as the choice of the variation operators. Moreover, it is a fact that the robustness of an algorithm, in terms of the best reachable performance, can be directly related to the characteristics of the problem instances being tackled. In this respect, a number of paradigms, techniques and dedicated software tools from automatic algorithm conﬁguration have been proposed in order to alleviate the design of algorithms from the challenging and crucially important issue of setting their parameters [1–5]. Similarly, a huge body of literature from ﬁtness landscape analysis was devoted to eliciting the features that make a problem instance fundamentally diﬀerent from another, and to better grasp the behavior of evolutionary algorithms. In this paper, we aim at providing a ﬁrst step in bridging automatic algorithm conﬁguration with ﬁtness landscape analysis, towards the achievement of a more powerful oﬄine tuning framework. Automatic Algorithm Configuration. Informally speaking, given a number of algorithm parameters (that might be numerical, discrete, or categorial), (oﬄine) automatic algorithm conﬁguration seeks a good conﬁguration, that is a particular choice of the parameter values that best suits the solving of some a priori unknown instances [2]. Clearly, the motivation is not only to get rid from the burden of a manual calibration or the bias of personal and ad-hoc conﬁguration processes, but more importantly to set up a principled approach for algorithm design, allowing to systematically explore their strengths and weaknesses when tackling a whole family of problems. In this context, several approaches have been proposed, ranging from racing [1,2] to statistics [3], experimental design [4], and heuristic search [5]. In this paper, we focus on the iterated racing method, which is gaining a lot of popularity, especially thanks to the ﬂexibility of the user-friendly irace software [6]. Racing approaches, as most existing automated algorithm conﬁguration methods, can be viewed from a machine learning perspective as operating in a training phase followed by a test or a production phase. Based on some given instances forming the training set, the training phase is intended to learn a good conﬁguration that would hopefully perform well when experimented later, on some new unseen instances coming from the production phase. Roughly speaking, diﬀerent conﬁgurations are ﬁrst evaluated in parallel by racing, and those that are performing poorly are then discarded until one single conﬁguration remains. Since the parameter space can be huge and an exhaustive search on the training set of instances prohibitive, a biased sampling procedure is typically implemented in order to cleverly select which conﬁgurations are to be evaluated. More speciﬁcally to iterated racing [6], the sampling distribution associated with each input parameter is updated at each iteration based on some statistical tests on the performance of running the considered conﬁgurations on some instances chosen from the input training set. It has been pointed out that the way the parameter sampling procedure and the statistical evaluation of the performance
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of diﬀerent conﬁgurations plays a key role in guiding the iterated racing process towards the most promising conﬁgurations [6]. However, and as for any machine learning technique, the properties of the training set is a key issue in order to guarantee a high accuracy of the output conﬁguration. To our best knowledge, this issue has been studied only to a small extent in the context of automatic algorithm conﬁguration. In fact, although one can safely claim that a set of available instances are already known a priori for a particular problem class, they might have fundamentally diﬀerent structural properties, thus making them not homogeneous enough to be tackled using a single conﬁguration. The heterogeneity of training instances was discussed brieﬂy in [6] in the context of a tuning scenario implying SAT instances and irace. It was argued that such a scenario can constitute a real challenge for algorithm conﬁguration. We also argue that a single output parameter conﬁguration might not be suitable for the target algorithm to best suit a whole set of instances having diﬀerent properties. In this paper, we rather advocate for the computation of a set of conﬁgurations, not a single one, that can then be mapped accurately with respect to the characteristics of an instance. Notice that, in iterated racing, a whole set of elite conﬁgurations can be provided as output – the set of conﬁgurations that were found to statistically have similar performance, which actually happens in many tuning scenarios, especially when the number of parameters is large. Nevertheless, it is still unclear which conﬁguration has to be chosen in practice. Additionally, it often happens that the structural properties of a production instance, that is an instance on which the algorithm was not tuned beforehand, require a seemingly diﬀerent parameter settings to reach optimal performance. This is for example typically the case in black-box optimization, where no assumption is made on the structure of the ﬁtness function. This is precisely where ﬁtness landscape analysis comes into play. Fitness Landscape Analysis. When tackling black-box optimization problems, for which expert domain knowledge is typically not available, a fundamental issue is to understand what makes a problem instance diﬃcult to solve. Similarly, it is essential to elicit the performance of a randomized search heuristic in light of the structural properties of the tackled problem. In this respect, ﬁtness landscapes analysis [7,8] provides a set of general-purpose tools and a principled approach to systematically investigate the characteristics of an optimization problem in an attempt to guide algorithm designers towards a more in-depth understanding of the search behavior, and thus towards more eﬀective algorithms. A typical issue addressed in ﬁtness landscape analysis consists in studying how the performance of a given algorithm conﬁguration can be impacted in light of insightful features from the considered problem instances. In particular, diﬀerent general-purpose features were studied for this purpose [8], and such landscape features have prove their interest in successfully distinguishing between instances [9]. The general idea developed in this paper is that such features can actually serve to diﬀerentiate which parameter conﬁguration can be more suitable for a particular problem instance, both during the training phase and during the production phase of automatic algorithm conﬁguration. In other words, since it might be useless to search for just one single parameter
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conﬁguration for an heterogeneous instance set, an alternative solution would be to consider a whole set of conﬁgurations that are explicitly associated with some elicited computable instance features. We, in fact, claim that such an idea is useful to enhance the robustness of the output conﬁguration. Contributions. The contributions of this paper can be stated following the next aspects: • We adopt a landscape-oriented methodology to strengthen the accuracy of automated algorithm conﬁguration. By partitioning the training set into different groups based on the value of landscape features, we conduct an independent training phase in parallel for each group, thus ending up with multiple algorithm conﬁgurations corresponding to the diﬀerent groups. At the production phase, the appropriate conﬁguration is selected based on the feature value of the considered instance. As a byproduct, we derive a novel landscape-aware methodology to complement existing automatic algorithm conﬁguration in deciding on a suitable parameter setting. • We validate the proposed landscape-aware methodology through an empirical study on the well-established benchmark family of NK-landscapes. This problem class allows us to model a black-box optimization scenario with a variety of problem instances coming from the same (pseudo-boolean) domain, but with seemingly diﬀerent intrinsic characteristics. By construction, a number of features, that are often found to impact the performance of evolutionary algorithms, are in fact made controllable. This results in a particularly interesting adversary benchmark for studying the challenges that automated algorithm conﬁguration has to face when tackling heterogenous instances. In particular, we focus on the behavior of iterated racing when tackling problems with a variable degree of ruggedness and neutrality. • By fairly taking the extra computational cost induced by our methodology into account, we investigate the gain of deciding which parameter conﬁguration to choose for an unseen production instance based on general-purpose low-cost computable features. Our empirical ﬁndings reveal that landscapeaware iterated racing is able to ﬁnd better conﬁgurations when experimented in a conventional memetic algorithm with tunable population size, variation operators, crossover and mutation rates. Positioning. Our work shares similarities with previous attempts from automatic conﬁguration. In Hydra [10], a portfolio builder is used together with an automatic conﬁguration method in order to construct a portfolio of algorithm conﬁgurations. The portfolio builder typically uses problem features to discard or add new conﬁgurations found by automatic conﬁguration, and the method was proved eﬀective when experimented with SAT speciﬁc tools. However, it requires both a suitable portfolio builder and a domain-speciﬁc knowledge, which can constitute a bottleneck in practice for black-box optimization. In SMAC [11], landscape features are used within the tuning process as a subset of input variables in order to construct a model predicting algorithm performance, but a single recommended algorithm conﬁguration is returned for the whole instance
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set. In ISAC [12], features are used for instance-speciﬁc algorithm conﬁguration, but the authors consider problem-speciﬁc features, whereas our proposal attempts to address black-box optimization problems. Outline. For the sake of presentation and completeness, we ﬁrst start by describing in Sect. 2 the rationale behind NK-landscapes, as well as by deﬁning some general-purpose features that we shall use in order to empirically revisit the characteristics of NK-landscapes. In Sect. 3, which is the core of the paper, we describe the proposed landscape-aware methodology for automatic algorithm conﬁguration and experimentally investigate its accuracy on NK-landscapes. In Sect. 4, we conclude the paper while providing some future research questions.



2 2.1



Initial Considerations on Pseudo-Boolean Landscapes NK-, NKq - and NKp -Landscapes



The family of NK-landscapes constitutes a problem-independent model used for constructing multimodal benchmark instances with variable ruggedness [13]. The ﬁtness function f is a pseudo-boolean function f : {0, 1}N → [0, 1] to be maximized. Candidate solutions are binary strings of size N , i.e. the solution space is N X := {0, 1} . The ﬁtness value f (x) of a solution x = (x1 , . . . , xi , . . . , xN ) is an average value of the individual contributions associated with each variable xi . Indeed, for each xi , i ∈ [[1, N ]], a component function fi : {0, 1}K+1 → 0, 1 assigns a positive contribution for every combination of xi and its K epistatic interactions {xi1 , . . . , xiK }. Thus, the individual contribution of a variable xi depends on the value of xi , and on the values of K < N other binary variables {xj1 , . . . , xjK }. The problem can be formalized as follows: arg max f (x) =



x∈{0,1}N



N 1  fi (xi , xi1 , . . . , xiK ) N i=1



The epistatic interactions, i.e. the K variables that inﬂuence the contribution of xi , are here set uniformly at random among the (N − 1) other variables, following the random model from [13]. By increasing the number of epistatic interactions K from 0 to (N − 1), NK-landscapes can be gradually set from smooth to rugged. It is worth noticing that this is intended to provide a family of black-box benchmark functions that allow to study challenging aspects that can make a practical combinatorial optimization problem instance diﬃcult to solve, such as ruggedness or multimodality [7,13,14]. Moreover, NK-landscape were shown to be extendable to optimization scenarios in the presence of diﬀerent degrees of neutrality, which is also a critical issue when dealing with combinatorial optimization problems [15,16]. Accordingly, Newman [17] and Barnett [18] introduced a controllable level of neutrality as follows. In the so-called quantized NKq -landscapes [17], the fi -values are generated following a discrete uniform distribution [[0, q −1]], and are scaled down by 1 . In the so-called probabilistic NKp -landscapes [18], the fi -values a factor of q−1
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are set to 0 with a probability p, and otherwise generated as in the original NK-landscapes with a probability (1 − p), where p is a benchmark parameter. To summarize, we shall consider NKq|p -landscapes as described above, where it is expected that the larger K the higher the level of ruggedness, and that the smaller q (respectively the larger p) the higher the level of neutrality. 2.2



NKq|p -Landscapes Features



As mentioned earlier, ﬁtness landscape analysis aims at studying the topology of a combinatorial optimization problem by gathering important information such as ruggedness or multimodality [7,14]. It is important to remark that such an information is typically not available a priori, when eﬀectively solving a given unseen problem instance. Actually, in a typical black-box optimization scenario, even the parameters that originate a particular problem instance might not be available. With respect to the NKq|p -benchmark family, we might typically consider a conﬁguration scenario where the instance parameter values such as K, p or q, are not known by the optimizer. In this context, a ﬁtness landscape analysis might allow us to extract valuable information on the structural properties of an instance. For this purpose, we ﬁrst report some general-purpose properties of the considered NKq|p benchmarks by taking inspiration from [18]. Our goal is also to provide empirical evidence that this benchmark family is rather heterogenous, and is indeed a good adversary candidate for evaluating the behavior of automatic algorithm conﬁguration. We consider an instance dataset of 800 NKq|p landscapes with a problem size N ∈ [[500, 2 000]], an epistatic degree K ∈ [[0, 10]], and a neutral degree q ∈ [[2, 10]] for NKq -landscapes, respectively p ∈ [0.60, 0.93] for NKp -landscapes. The range of the parameters q and p have been chosen in order to obtain a similar range of neutral degrees on NKq - and NKp -landscapes. A total of 800 instances are considered, with one instance generated at random for each parameter combination. Half of the instances correspond to NKq landscapes, while the other half are NKp -landscapes. The parameters have been generated from a design of experiments based on a latin hypercube sampling. Formally, a ﬁtness landscape is deﬁned by a triplet (X, N , f ), such that X is a set of admissible solutions (the search space), N : X → 2X is a neighborhood relation between solutions, and f : X → R is a black-box ﬁtness function, here assumed to be maximized. A simple sampling technique for examining features from the landscape is to perform a random walk over the landscape. More specifically, an inﬁnite random walk is an ordered sequence x0 , x1 , . . . of solutions such that x0 ∈ X, and xt is a neighboring solution selected uniformly at random from N (xt−1 ). In the same spirit than for the heterogeneous scenario mentioned in [6], a ﬁrst feature that we might consider is the average ﬁtness value of a random walk, which can be approximated by means of a ﬁnite random walk  x0 , x1 , . . . , x  of length  as follows: f¯ = 1 t=1 f (xt ). The average ﬁtness value encountered along a random walk can actually be used to diﬀerentiate a given set of instances. This is exactly what we report in Fig. 1 for the NKq|p landscapes, where  is set to 1 000. We can observe that NKq -landscapes clearly diﬀer from NKp -landscapes, as the range of average ﬁtness values is substantially diﬀerent. While the instances generated with diﬀerent q−values appear to
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Fig. 1. Scatter plot of mufit (average ﬁtness value) as a function of p and q for all instances.



be rather uniform in terms of average ﬁtness value (independently of K), the average ﬁtness value is in contrast decreasing linearly as a function of p. This provides a ﬁrst hint on the diﬀerences that we might encounter in the landscape of diﬀerent instances. In order to go further in the analysis, the autocorrelation [14] between the ﬁtness values of consecutive solutions in a random walk can be used to characterize an important feature of an instance, namely its ruggedness. We consider the following approximation to estimate the so-called autocorrelation coeﬃcient rˆ(k): −k (f (xt ) − f¯) · (f (xt+k ) − f¯) rˆ(k) = t=1  (f (xt ) − f¯)2 t=1



We use the ﬁrst autocorrelation coeﬃcient r(1) to characterize ruggedness: the larger r(1), the smoother the landscape [14]. We report in Fig. 2 this coeﬃcient as a function of K. As expected, we can observe that the ﬁrst autocorrelation coeﬃcient tends to decrease with the degree of non-linearity. This means that the larger K, the more likely to fall into a local optimum. Notice that this tendency is the same for both NKq - and NKp -landscapes. At last, we shall examine a feature capturing the degree of neutrality, which explicitly relates to parameters p and q in NKq|p -landscapes. Given a solution x, we denote a neighboring solution x ∈ N (x) as a neutral neighbor if it has the same ﬁtness value: f (x ) = f (x) [15]. The neutral degree of a solution is then deﬁned as the number of its neutral neighbors. Consequently, diﬀerent statistics can be used to quantify the neutral degree of a given instance, following diﬀerent sampling strategies that induce diﬀerent computational costs. Since we shall fairly include the cost of computing such features later when addressing the eﬀectiveness of an algorithm conﬁguration method, we consider a new estimator that solely looks at consecutive solutions along a random walk. More speciﬁcally, let N N = {(xi , xi+1 ) | f (xi ) = f (xi+1 ), i ∈ {0, . . . ,  − 1}} be the set of pairs of solutions with the same ﬁtness value in the random walk. We consider
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Fig. 2. Scatter plot of rho1fit (ﬁrst autocorrelation coeﬃcient) as a function of K for all instances.



the following low-cost feature to render neutrality: rateeq = |NN | , which is the proportion of pairs of neutral neighbors along the random walk. In Fig. 3, we report the neutral degree of the considered instances as a function of the different parameters K, q and p. The neutral degree decreases (resp. increases) with q (resp. p), which is with no surprise given the deﬁnition of these two parameters in NKq|p -landscapes. However, a notable observation is that the neutral degree is relatively higher for NKp -landscapes (up to 0.8) compared against NKq -landscapes (up to 0.6), which is yet another interesting information about the heterogeneity of these instances. Interestingly, we clearly see that the neutral degree is not only dependent on parameters q or p, but also on the degree of non-linearity K, as previously pointed out in [18]. Actually, the higher the value of K, the lower the neutral degree. We also remark that for instances with a high level of non-linearity K, the diﬀerence in the range of neutrality between NKp and NKq -landscapes decreases signiﬁcantly, and the neutral degree appears to be roughly the same. To conclude this section, let us emphasis that, although NKq|p -landscapes belong to the same problem family, they are seemingly diﬀerent as they expose diﬀerent degrees of ruggedness and neutrality. This is likely to be the case in practice for other problem classes, where one can expect diﬀerent instances to have diﬀerent properties, and hence to expose diﬀerent degrees of diﬃculty. In this respect, a reasonable hypothesis is that the optimal setting of the considered optimization algorithm depends on instance properties. This is precisely what we address in the remainder of this paper.



3



Feature-Based Algorithm Configuration



In this section, we describe a feature-based algorithm conﬁguration methodology, and provide an empirical evidence of its beneﬁts when tuning a standard memetic algorithm.
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Fig. 3. Scatter plot of rateeq (neutral degree) as a function of p and q for all instances.



3.1



Feature-Aware Iterated Racing



For completeness, we ﬁrst start recalling the main steps of conventional iterated racing as performed in irace [6]. Our interest in this approach stems from its successful application in tuning diﬀerent optimization techniques for a rather wide range of optimization problems [6]. The input of irace is a set of parameters θ = {x1 , . . . , xn } from the algorithm to be conﬁgured, and a set of training instances I = {I1 , . . . , Ik }. The output is typically a set of elite conﬁgurations θ∗ = {θ1 , . . . , θr } that allow the target algorithm to perform at its best with respect to some performance metric. Notice that irace is actually a stochastic search process performing in the parameter space, and hence no guarantee is actually provided on the optimal performance of the output conﬁguration. That said, irace consists in three main steps that are repeated sequentially as follows, until a termination condition is met. First, some conﬁgurations are sampled according to a particular probability distribution. The best conﬁgurations are then selected using a racing procedure [6]. More speciﬁcally, the sampled conﬁgurations are evaluated for a number of steps by executing the algorithm with the parameter setting mapping to those conﬁgurations. At each step of the race, one instance from I is considered. The conﬁgurations that were found to perform statistically worse than others are then discarded, and the race continues with the surviving conﬁgurations. Finally, the distribution from where the conﬁgurations are sampled from is updated in order to bias the search towards the most promising conﬁgurations found in previous iterations. As will be detailed later, we use a standard termination criterion which is a user-deﬁned computational budget, in terms of a number of algorithm execution. The performance metric is simply the quality of the best solution found during an algorithm execution. At this stage, it is important to remark that irace is intended to be a generalpurpose tuning approach. In particular, no assumption is made from the set of input training instances I. Following the same motivations from the no-free lunch theorem, the idea developed in this paper is precisely that there cannot exist a unique optimal conﬁguration for a whole set of instances. Consequently, irace
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can only output a conﬁguration representing a good compromise with respect to the characteristics of all training instances. This is to contrast with an ideal case where one wants the output conﬁguration to perform in an accurate manner to an unseen production instance, independently of its intrinsic properties. In this paper, we hence argue that a methodology where some knowledge about the landscape is considered as a helpful information from which the algorithm conﬁguration can valuably beneﬁt, can be of special interest. To provide an empirical evidence of the soundness of the previous claim, we propose a rather simple, yet eﬃcient, procedure as described in the next paragraph. We consider that an instance is characterized by the value of some landscape feature. We hypothesis that instances having similar feature values are likely to expose a similar diﬃculty for the target optimization algorithm, and that it can then be conﬁgured similarly for those instances. Let us denote by feat(I) the value of feature feat for instance I. Since we might have numerical, discrete, or even categorial features, we assume for now that we are able to classify an instance I into a unique class according to its feature value feat(I). Let us assume as well that we have s such classes, where s is a pre-deﬁned parameter. We then proceed as follows: (i) we partition the training set into s groups according to the feature values, i.e. I = I 1 ∪ I 2 ∪ . . . ∪ I s , where I i contains instances from the same class; and (ii) we run irace independently, using every partition I i separately as an input training set. Since irace is then executed s times on the s training sets, we obtain as output s elites conﬁgurations: θ1∗ ∪ θ2∗ ∪ . . . ∪ θs∗ , where θj∗ maps to instances of class j ∈ {1, . . . , s}. Since these output conﬁgurations are hence explicitly related to the feature class, it becomes straightforward to decide which elite conﬁguration to choose when experiencing a new unseen production instance. More speciﬁcally, given a new unseen test instance, we ﬁrst compute its feature class j, and we simply consider the elite conﬁguration θj∗ , computed by irace beforehand, in order to eﬀectively set the parameters of the optimization algorithm for this unseen instance. Designing insightful problem features is to be understood as a challenging issue in practice, and it is worth noticing that the general-purpose landscape features for black-box combinatorial optimization that we consider in this paper do not require any expert domain knowledge. The proposed methodology is to be viewed as a ﬁrst step towards the design of more sophisticated approaches, as will be discussed in more details in the conclusions. Our main goal is in fact to study at which extent a landscape-aware automatic algorithm conﬁguration methodology could be beneﬁcial. Up to now, we did not address the cost of computing the feature values, nor the computational eﬀort devoted to the tuning task. This is an important issue when evaluating the proposed methodology. For fairness, we split the available budget B equally over the s runs of irace, i.e. each run j ∈ {1, . . . , s} of irace with I j uses as termination condition a maximum number of algorithm runs which is set to B/s. Additionally, we consider to subtract the cost of computing the feature from the computational eﬀort devoted to execute the algorithm on a given instance, both at the training phase of irace, but more importantly at the test or production phase, when computing the class of a new unseen instance. This is to be speciﬁed in more details in our experimental setup.
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Table 1. Parameter space for tuning the Memetic Algorithm (MA) for NKq|p landscapes. Parameter



Domain



Population size



{1, 2, 4, 8, 16, 32, 64, 128, 256, 512, 1 024, 2 048} Ordinal



Crossover operator {unif, 1-point, 2-point}



3.2



Type Categorical



Crossover rate



{0.00, 0.05, 0.1, . . . , 0.95, 1.00}



Ordinal



Mutation rate



c/N , s.t. c ∈ {0.0, 0.5, 1.0, . . . , 9.5, 10.0}



Ordinal



Memetic Algorithm and Parameter Space



As a case study, and in order to highlight the relevance of the previouslydescribed methodology, we consider the conﬁguration of the main components of a memetic algorithm (MA) similar to [19] as one alternative to solve the class of NKq|p -landscapes. The MA evolves a population of candidate solutions represented as binary strings. Starting from a randomly-generated population P of size μ, the MA proceed in consecutive iterations. At each iteration, two solutions from the current population are selected using a binary tournament selection, and a new oﬀspring is created by means of crossover followed by mutation. The crossover is applied with a ﬁxed probability rc . The mutation consists in ﬂipping each bit with a probability rm . We then use a local search to enhance the so-obtained oﬀspring. Speciﬁcally, a ﬁrst-improvement hill-climbing algorithm is implemented. Solutions at hamming distance 1 are examined in a random order, and the ﬁrst improving neighbor is selected until a local optimum is found. After a set of μ oﬀspring solutions are created in this manner, a generational replacement is performed. The newly-generated solutions becomes the current population and the best individual from the old population replaces the worst solution if it is better than the best newly generated oﬀspring. The algorithm terminates after a ﬁxed number of ﬁtness function evaluations. The parameter space for the automatic design of the MA is given in Table 1. We consider to tune the population size, which is known to be a critical issue in evolutionary computation. We hence choose a set of values ranging from very small (1) to very large (2 048). For crossover, we consider three well-established binary string operators, namely one-point crossover, two-point crossover, and uniform crossover. The possible values for the crossover rate (rc ) ranges from 0 (no crossover) to 1 (crossover always performed). The possible values for the mutation rate (rm ) are set as a function of N (the bit-string size), and controls the number of bits that are ﬂipped in average. Although some of these parameters could have been speciﬁed as real or integer parameters, we decided to discretize them in order to reduce the size of the parameter space in irace. 3.3



Experimental Setup



We use the irace R-package [6], that provides the reference implementation of iterated racing. As training instances, we consider the same set of 800 instances as



226



A. Liefooghe et al.



described previously in Sect. 2. We consider two types of features: (i) the benchmark parameters from NKq|p -landscapes: N, K, p or q, and the type of neutrality, where the ﬁrst three are numerical and the last one is categorial (i.e. quantized or probabilistic), and (ii) the general-purpose features as discussed in Sect. 2, namely the average ﬁtness mufit, the ﬁrst autocorrelation coeﬃcient rho1fit, and the neutral rate rateeq, all computed based on a random walk of budget  = 1 000. In order to partition the training set, we consider a one-dimensional simple strategy that takes each feature separately, and then splits the instances into a ﬁxed number of clusters with equal range of that feature values (see Table 2). This simple partitioning strategy is to be viewed as a ﬁrst step towards more sophisticated clustering strategies involving more than one feature at a time, that is left for future research. Except for the feature involving the type of instance (and where the number of clusters is two), we choose to partition the training instances into four clusters. Notice also that since neutrality can be controlled independently by parameter p or q, we combine these parameters to constitute one feature denoted p|q, for which we also have four groups: two from NKq and two from NKp -landscapes. For the test phase, we independently generate a test set of 200 instances, following the same experimental design discussed in Sect. 2. These additional instances are used to test the accuracy of the output conﬁgurations and are not available for irace during the training phase. As one can appreciate in Table 2, the instances from the training set and the test set are actually well balanced over the diﬀerent clusters. Following [6], we use irace with a tuning budget of 20 000 algorithm runs, where each run of the MA performs 100 000 calls to the ﬁtness function. As previously mentioned, when the proposed feature-based methodology is experimented, we split the budget equally over the diﬀerent clusters. Since we need to perform a random walk beforehand to compute the features mufit, rho1fit, rateeq, we subtract 1 000 ﬁtness function calls from the overall MA budget, both during the training and the test phases, in order to tune the MA in production-like conditions. Notice that, although K, p and q are typically not available for the algorithm, we still include them in our experiments for the sake of illustrating the gain one can expect from the proposed methodology. 3.4



Experimental Results



In Table 2, we report the best conﬁguration (the ﬁrst one in the elite set) found when running irace with the whole set of training instances, which is considered as a baseline approach (ﬁrst row in the Table). We thereby report the best conﬁgurations found when combining irace with the proposed feature-based methodology. The most notable observation at this stage of the analysis is that a uniform crossover is always preferred, except for the second group of instances partitioned with respect to rho1fit, together with a relatively high crossover rate (except for the third group of instances partitioned by K). However, the bestfound population size varies substantially when comparing the output of the baseline irace and the proposed methodology. We can also remark that, when
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Table 2. First elite conﬁguration found by irace for each feature cluster. The ﬁrst row corresponds to the conﬁguration found when considering the whole training set. problem feature
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adopting a feature-based tuning methodology, the mutation rate is higher compared against the baseline setting. Although it is diﬃcult to correlate these observations with the considered NKq|p -landscapes, we can clearly see that irace is able to seemingly ﬁnd diﬀerent conﬁgurations, depending on how the input training test is partitioned. We attribute this to the fact that instances belonging to the same group are expected to expose less heterogeneity for the conﬁguration procedure. To go further into the analysis, we evaluate, for each individual feature, how the feature-based methodology performs against the conﬁguration obtained when mixing all the instances as in baseline irace. To do so, we examine the performance of the MA when experimented on 200 independently-generated testing instances. We execute the MA with every conﬁguration for 30 runs on each test instance, while subtracting the cost of computing the features to the budget allocated to MA whenever necessary. In Fig. 4, we report the number of test instances where the conﬁguration found by feature-based irace allows the MA to perform signiﬁcantly better (resp. worst, and insigniﬁcantly diﬀerent) than when conﬁgured using the output of baseline irace. For the pairwise comparison of conﬁgurations on the same instance, we use a Wilcoxon signed rank statistical test with a p-value of 0.05 and a Bonferroni correction. Overall, the
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Fig. 4. Number of test instances where the landscape-aware conﬁguration with respect to each feature is signiﬁcantly better, tied or worse than the baseline conﬁguration.
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Fig. 5. Number of test instances (out of 200) where the baseline conﬁguration (mixing all training instances) and each feature-based conﬁguration (partitioning training instances) is not statistically outperformed by any other (left), and rank of each conﬁguration over all test instances (right).



proposed methodology appears to eﬀectively enhance the baseline one, since the number of instances on which the feature-based conﬁguration provides better results is signiﬁcantly higher than the baseline conﬁguration, independently of the considered feature. This is conﬁrmed by the basic statistics reported in Fig. 5, comparing baseline irace against irace using the feature-based partitioning. More precisely, on the left subﬁgure, we show the number of instances where the corresponding conﬁguration is not statistically outperformed by any other. In the right subﬁgure, we report the number of times a given MA conﬁguration is statistically outperformed by another. For a given conﬁguration, a dot corresponds to the average rank over all test instances, where a value of 0 means that a speciﬁc conﬁguration was actually never outperformed by any other on any test instance. Interestingly, baseline irace appears to identify the conﬁguration with the largest rank. We can also see that the feature-based conﬁguration methodology performs at its best when using K, which suggests that the non-linearity and the ruggedness of the instances is one of the most important feature one has to take into account when conﬁguring the MA. The problem size N and the average ﬁtness value avg fitness are also among the most insightful features when searching for a good conﬁguration of the MA. Notice also that feature rho1fit, which is intended to approximate the ruggedness of an instance, does not allow
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irace to perform as well as with K, although it still has a better overall ranking compared to baseline irace. This suggests that alternative features that could approximate the ruggedness of a given instance more accurately would be worth investigating in the future. The previous statistics aggregate the instances over the whole test set. In Fig. 6, we report a more detailed description on the relative behavior of featurebased irace. Speciﬁcally, the x-axis of each subﬁgure refers to the corresponding feature values from all test instances. Then, for each instance, the y-axis indicates whether conﬁguring the MA with baseline irace provides statistically better (resp. worst, tied) performance than the proposed methodology. This allows us to investigate in more details the distribution of instances where we are able to improve or to worsen the performance of baseline irace by feature values. We clearly see that, overall, the feature-based methodology allows to enhance irace, independently of the feature values, and then independently of the characteristics of the considered instance. This is of high importance, since we can then claim that a landscape-aware automatic algorithm conﬁguration eﬀectively allows to improve parameter accuracy for a relatively large spectrum of heterogeneous instances. At last, we report in Fig. 7 the results of cross-validating the performance of the diﬀerent conﬁgurations that irace is able to obtain for each partition, with respect to a particular feature. Speciﬁcally, the x-axis refers to the group of test instances obtained by partitioning, i.e. four groups except for type. Then, for each group of test instances, we compare all other conﬁgurations that irace is able to ﬁnd when considering either the whole set of training instances or a speciﬁc subgroup of training instances. The number of test instances where



N



K



type



p|q



baseline config. is better tied landscape−aware config. is better 500



1000



1500



20000.0



avg fitness



2.5



5.0



7.5



10.00.00



0.25



r1 fitness



0.50



0.75



1.00



2.5



5.0



7.5



10.0



neutral rate



baseline config. is better



instance partition



tied



0 1



landscape−aware config. is better



2 3 0.1



0.2



0.3



0.4



0.5



0.96



0.97



0.98



0.99



0.0



0.2



0.4



0.6



0.8



feature value



Fig. 6. Detailed distribution of test instances where the landscape-aware conﬁguration with respect to each feature is signiﬁcantly better, tied or worse than the baseline conﬁguration, as a function of the feature value.
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Fig. 7. Number of test instances where each landscape-aware conﬁguration is not outperformed by any other, as a function of the feature group.



the corresponding conﬁguration is not statistically outperformed by any other is reported in the y-axis. One should expect that, when running the algorithm conﬁguration obtained speciﬁcally for the group of training instances to which the test instance belongs to, the performance is at its best relatively to other conﬁgurations. This is precisely what Fig. 7 is aiming to elicit. In fact, we are able to appreciate that the best-found algorithm conﬁguration for a given group of instances is actually the best one, with some exceptions that we can likely attribute to the randomness of the algorithm conﬁguration process itself.



4



Conclusions



We provided a ﬁrst step towards a more systematic investigation of the design of landscape-aware enhanced automatic algorithm conﬁguration methods, which is to be understood as a baseline for future improvements. By using the wellestablished iterated racing procedure to tune a standard memetic algorithm for the benchmark family of NK-landscapes, our empirical ﬁndings show that partitioning instances with respect to feature values enables to obtain more robust algorithm conﬁgurations when facing a heterogeneous set of instances. Besides, the proposed approach opens several new research questions. Firstly, the simple partitioning procedure that we adopted in this paper can be extended in diﬀerent ways. Considering a multi-dimensional approach, where training instances are clustered by using multiple landscape features simultaneously, is of special interest in order to capture the similarities and diﬀerences of instances from different inter-dependent and orthogonal perspectives. Additionally, the number of
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groups was ﬁxed empirically in our study, such as the global budget allowed for the whole tuning process. We believe that a more systematic investigation on the granularity of the partitioning procedure and its relation with the available budget will lead to new insightful results on the accuracy of landscape-aware algorithm conﬁguration. Notice that the granularity of the partitioning actually opens nice opportunities for distributing the ﬂow of the tuning procedure over diﬀerent parallel cooperating entities, thus improving the quality and runtime of oﬄine algorithm conﬁguration, which is actually known to be time consuming. Secondly, the methodology adopted in this work does not change the way the tuning process is conducted, but simply considers the tuning procedure as a black-box mechanism. Nevertheless, we believe that the same idea of using landscape analysis to characterize instances can be seemingly used inside the tuning procedure itself, thus ending-up with new algorithm conﬁguration methods. With respect to iterated racing, one particularly promising idea consists in carefully choosing the instances where some conﬁguration should race at every iteration based on the features values of the instances experimented in previous iterations. At last, it would be interesting to benchmark and extend our work with other scenarios, such as diﬀerent algorithms, diﬀerent problems, diﬀerent domains, or diﬀerent tuners, and to compare our methodology with approaches from [10–12]. A particularly challenging issue is to highlight which general-purpose features can allow to provide the highest insights, and then the most accurate conﬁgurations. Acknowledgments. We are grateful to M. L´ opez-Ib´ an ˜ez for fruitful suggestions on the paper.
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