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Towards Semantic Search Ricardo Baeza-Yates, Massimiliano Ciaramita, Peter Mika, and Hugo Zaragoza Yahoo! Research, Barcelona, Spain



Abstract. Semantic search seems to be an elusive and fuzzy target to many researchers. One of the reasons is that the task lies in between several areas of specialization. In this extended abstract we review some of the ideas we have been investigating while approaching this problem. First, we present how we understand semantic search, the Web and the current challenges. Second, how to use shallow semantics to improve Web search. Third, how the usage of search engines can capture the implicit semantics encoded in the queries and actions of people. To conclude, we discuss how these ideas can create virtuous feedback circuit for machine learning and, ultimately, better search.
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Introduction



From the early days of Information Retrieval (IR), researchers have tried to take into account the richness of natural language when interpreting search queries. Early work on natural language processing (NLP) concentrated on tokenisation and normalisation of terms (detection of phrases, stemming, lemmatisation, etc) and was quite successful [11]. Sense disambiguation (needed to diﬀerentiate between the diﬀerent meanings of the same token) and synonym expansion (needed to take into account the diﬀerent tokens that express the same meaning) seemed the obvious next frontier to be tackled by researchers in IR. There were a number of tools available that made the task seem easy. These tools came in many forms, from statistical methods to analyse distributional patterns, to expert ontologies such as WordNet. However, despite furious interest in this topic, few advances were made for many years, and slowly the IR ﬁeld moved away: concepts like synonymy were no longer discussed and topics such as term disambiguation for search were mostly abandoned [5]. In lack of solid failure analysis data we can only hypothesize why this happened and we try to do so later. Semantic search is diﬃcult because language, its structure and its relation to the world and human activities, is complex and only partially understood. Embedding a semantic model, the implementation of some more or less principled model of both linguistic content and background knowledge, in massive applications is further complicated by the dynamic nature of the process, involving millions of people and transactions. Deep approaches to model meaning have failed repeatedly, and clearly the scale of the Web does not make things easier. In [6] we argue that semantic search has not occurred for three main reasons. First, this integration is an extremely hard scientiﬁc problem. Second, the Web E. Kapetanios, V. Sugumaran, M. Spiliopoulou (Eds.): NLDB 2008, LNCS 5039, pp. 4–11, 2008. c Springer-Verlag Berlin Heidelberg 2008 
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imposes hard scalability and performance restrictions. Third, there is a cultural divide between the Semantic Web (SW) and IR disciplines. Our research aims at addressing these three issues. Arguably, part of the reason the Web and search technologies have been so successful is because the underlying language model is extremely simple, and people expected relatively little from it. Although search engines are impressive pieces of engineering they address a basic task: given a query return a ranked list of documents from an existing collection. In retrospect, the challenges that search engines have overcome, mostly have to do with scalability and speed of service, while the ranking model which has supported the explosion of search technology in the past decade is quite straightforward and has not produced major breakthroughs since the formulation of the classic retrieval models [4] and the discovery of features based on links and usage. Interestingly, however, the Web has created an ecosystem where both content and queries have adapted. For example, people have generated structured encyclopedic knowledge (e.g., Wikipedia) and sites dedicated to multimedia content (e.g., Flickr and YouTube). At the same time users started developing novel strategies for accessing this information; such as appropriate query formulation techniques (“mammals Wikipedia” instead of just “mammals”), or invented “tags” and annotated multimedia content otherwise almost inaccessible (videos, pictures, etc.) in the classic retrieval framework because of the sparsity of the associated textual information. Clearly the current state of aﬀairs is not optimal. One of our lines of research, semantic search, addresses these problems. To present our vision and our early ﬁndings, we ﬁrst detail the complexity of semantic search and its current context. Second, we survey some of our initial results on this problem. Finally, we mention how we can use Web mining to create a virtuous feedback circle to help our quest.
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Problem Complexity and Its Context



Search engines are hindered by their limited understanding of user queries and the content of the Web, and therefore limited in their ways of matching the two. While search engines do a generally good job on large classes of queries (e.g. navigational queries), there are a number of important query types that are undeserved by keyword-based approach. Ambiguous queries are the most often cited examples. In face of ambiguity, search engines manage to mask their confusion, by (1) explicitly providing diversity (in other words, letting the user choose) and (2) relying on some notion of popularity (e.g. PageRank), hoping that the user is interested in the most common interpretation of the query. As an example of where this fails, consider searching for George Bush, the beer brewer. The capabilities of computational advertising, which is largely also an information retrieval problem (i.e. the retrieval of the matching advertisements from a ﬁxed inventory), are clearly impacted due to the relative sparsity of the search space. Without understanding the object of the query, search engines are also unable to perform queries on descriptions of objects, where no key exists. A typical, and important example of this category is product search. For example, search engines are unable to look for “music players with at least 4GB of RAM”
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without understanding what a music player is, what its characteristics are, etc. Current search technology is also unable to satisfy any complex queries requiring information integration such as analysis, prediction, scheduling, etc. An example of such integration-based tasks is opinion mining regarding products or services. While there have been some successes in opinion mining with pure sentiment analysis, it is often the case that one would like to know what speciﬁc aspects of a product or service are being described in positive or negative terms. However, information integration is not possible without structured representations of content, a point which is central in research on the Semantic Web, which has focused on ways of overcoming current limitations of Web technology. The Semantic Web is about exposing structured information on the Web in a way that its semantics is grounded in ontologies, that is, agreed-upon vocabularies. Contrary to its popular image, the SW eﬀort is agnostic to where the data will come from, and in fact large amounts of structured data have been put online by porting databases to the Semantic Web (like DBpedia, US Census data, Eurostat data, biomedical databases, etc.), known as the Linking Open Data movement1 . This is an appealing vision in the sense that it brings the Deep Web within reach of search engines, which they could not touch up until now. Bringing the content of databases to the Web, however, is just one part of the Semantic Web vision: while many websites on the Web are automatically generated from relational databases, much of the content that matters to users (because it has been written by other users...) is still in the form of text. (Consider for example social media in blogging, wikis and other forms of user-generated content.) The vision of what we may call the Annotated Web is to encode the semantics of textual content using the same technology that is used to make the content of databases interoperable. Again, the vision of the Annotated Web is agnostic as to where the annotations would come from, that is, whether they are produced by a human or a machine. Oﬀ-the-shelf NLP technologies have been successfully applied in the Semantic Web community. Further, with the success of microformats, and the recent standardization of RDFa by the W3C, eﬀorts toward manual annotation seem to be slowly breaking the chicken-and-egg problem that tainted the overall Semantic Web eﬀort (that is, whether the community should aim to develop interesting applications that would compel users to annotate their web pages or focus on creating data that will attract interesting applications). Today, metadata embedded in HTML pages using microformats or RDFa seems easy enough for users to author and compelling applications are starting to emerge. One example is Yahoo’s SearchMonkey, where embedded metadata is used to enrich the search result presentation. As mentioned above, the challenge lies in the integration of the existing results in NLP with the data riches and inferential power of the Semantic Web. There are important beneﬁts to be gained on both sides. For the ﬁeld of NLP, the success of the Annotated Web promises large-scale training data sets by observing how users apply annotations in a wide range of situations and in broad domains. In turn, the Semantic Web will beneﬁt from ever improving support for automated or semi-automated annotation. 1



Linking Data: http://en.wikipedia.org/wiki/Linked Data
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However, embellishing the search interface with metadata should only be the ﬁrst step. In order to move toward the situation where the machine has a satisfactory understanding of the users’ need in terms of the Web’s content (see [8]), the interface of the search engine will likely to incur more radical transformations. In terms of input, the users will likely spend more time building Web queries in order to better convey their intent in terms of the Web’s content, which will be processed at a semantic level (by relying on both automated methods to extract metadata and exploiting human made metadata where available). They will be guided in the process by constant interpretation of their query and feedback regarding the understanding of their intent. In return, the search presentation will adapt not only to the user’s immediate retrieval need, but also to the task context, helping users to perform complex tasks with machine support at every step of the process. In that sense, we believe in personalizing the task at hand and not the user. This has two additional advantages: ﬁrst, there is more data per task than per user, being then able to personalize more searches; and second, we move away of privacy issues as we do not need to know the user.
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Tackling the Problem



Using NLP-based semantics to improve search is an old dream. Why do we think we can advance the state of the art in this area? Why now? We believe that although there has been extensive work in this problem, it has not been studied at the depth and scale that is required to achieve real improvement. In addition, important changes that occurred in the last ten years, makes this study today completely diﬀerent. Why at Yahoo!? Partly because we have created a multidisciplinary team spanning from IR to NLP, machine learning (ML) and the semantic Web (SW). In our view, we think three components are crucial for this: 1. Machine learning: we need more complex models. Often, researchers have tried to improve traditional search models with one or two NLP-derived features in simple combination schemes. We hope that by using much more complex models, including many types of NLP and semantic features, we can learn the appropriate features in each context. Machine learning techniques are now oﬀ-the-shelf, but were not in the past. 2. Data: we need to study cases where large amounts of annotated or semiannotated data are available; otherwise we cannot use machine learning techniques eﬀectively. In the past this volume of data was not available, with the Web 2.0, it exists now. 3. Tasks: we need to design the right tasks. Too easy and NLP is only a burden; too hard and the necessary inferences are beyond current NLP techniques. Finding the right diﬃculty is crucial to evaluate our improvement, and this element is the only one that has not really changed.
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In Barcelona we have driven our research from the three points above. This means that setting up the problem is as hard as developing solutions for it. In fact we have tried and failed several times before ﬁnding a small number of tasks on which to concentrate our research. Today, some of these are complex question answering, algorithmic advertising and entity retrieval. In each of these areas we have tried to make use of a large number of techniques from NLP, IR and ML to ﬁnd potentially interesting interactions. Crucially, the realization that in the Web content changes and users adapt, highlights the importance of learning, which brings new conceptual elements to this scenario. In the last few years machine learning, together with an increased focus for on empirical experimentation typical of hard science, has re-shaped the landscape of several disciplines including information retrieval and natural language processing. As far as the former is concerned, learning has revolutionized the way ranking models are built. Within a learning framework ranking functions can be built including hundreds of complex features, rather than around hand-tuned functions based on small sets of features such as TF-IDF or PageRank. Notice that empirical optimization of ranking models can make a crucial diﬀerence in sensitive aspects of search technology such as Web advertising, particularly with respect to learning frameworks that can make immediate use of users-feedback in the form of clicks [10]). This kind of approach has the potential to impact semantic technologies directly because of the massive feedback loop involved. Our initial eﬀorts to improve search are based on shallow semantics. Ciaramita and Attardi [9] have shown that it is advantageous to combine syntactic parsing and semantic tagging in state-of-the-art frameworks. In fact, as a sub-product of this research, we have shared a semantically tagged version of the Wikipedia [3]. The next step is to rank information units of varying complexity and structure; e.g., entities [17] or answers [15], based on semantic annotations. An example of this is our research in complex (“how”) questions [15]. Standard Q&A concentrates on factoid questions (e.g. “when was Picasso born”) where we can hope to create query templates and retrieve the exact answer. One would hope that the type of NLP technology that can eﬀectively answers factoid questions could be used to improve answering broader questions, and ultimately improve search systems, but this has not been the case until now. In order to study this problem, we concentrated on “how” questions (e.g. “how does a helicopter ﬂy?”) because they are close to being broad questions, while at the same time they form a linguistically coherent set. By using the Yahoo! Answers social Q&A service, we were able to collect hundreds of thousands of question and answer pairs. This eﬀectively gave us an annotated collection of questions on which to study many NLP features using ML techniques. In particular, we could use simultaneously unsupervised (parametrised similarity functions), class-conditional learning (translation models) and discriminant models (Perceptrons) on a wide range of features: from bag of words and part-of speech tags to WordNet senses, named entities, dependency parsing and semantic-role labelling [15].
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The quality of user-generated content varies drastically from excellent to abuse and spam. As the availability of such content increases, the task of identifying high-quality content in social media sites becomes increasingly important. In [1] methods for exploiting such community feedback to automatically identify high quality content are investigated. In particular they focus on Yahoo! Answers, a large community question/answering portal that is particularly rich in the amount and types of content and social interactions available in it. They show that it is possible to separate high-quality items from the rest with an accuracy close to that of humans. In the case of the Flickr folksonomy, Sigurbjornsson and van Zwol [14] have shown how to use collective knowledge to enhance image tags, they also prove that almost 80% of the tags can be semantically classiﬁed by using WordNet and Wikipedia [13]. This eﬀectively improves image search. As shown by the examples above, machine learning in prediction, ranking and recommendation, has provided a framework for deploying new semantic representations based directly on users feedback. Proposed components can be evaluated and, if useful, added to the ranking model, although only temporarily, until something better emerges, in a natural selective loop. Several aspects of this framework need to be further investigated and better understood. One above all: the role of people and how this technology impacts their lives and satisﬁes their needs. Search technology and the Web have opened new channels of communication between people and between people and machines. The integration of massive people feedback and learning could lead to evolving ”semantic models”, which, hopefully, would not only improve applications but our understanding of communication and intelligence as well.



4



Capturing Implicit Semantics



We can distinguish two diﬀerent types of semantic sources in the Web: explicit and implicit. In the previous section we have mentioned how we have used explicit sources of semantic information that are well categorized (e.g. Wikipedia) or that use folksonomies (e.g. Flickr). Implicit sources of semantic are raw Web content, and structure, as well as human interaction in the Web (what is called nowadays the Wisdom of Crowds [16]). The main usage source are queries and the actions following their formulation. In [7] we present a ﬁrst step to infer semantic relations from query logs by deﬁning equivalent, more speciﬁc, and related queries, which may represent an implicit folksonomy. To evaluate the quality of the results we used the Open Directory Project, showing that equivalence or speciﬁcity had precision of over 70% and 60%, respectively. For the cases that were not found in the ODP, a manually veriﬁed sample showed that the real precision was close to 100%. What happened was that the ODP was not speciﬁc enough to contain those relations. So one main challenge is how to prove the quality of semantic resources if what we can generate is larger than any other available semantic resource and every day the problem gets worse as we have more data. This shows the real power of the wisdom of crowds, as queries involve almost all Internet users.
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With respect to content, the amount of implicit semantic information available is only bounded by our ability to understand natural language and its relation to knowledge. Currently, search technology is moving slowly from tokens to words and to entities of diﬀerent types (person names, companies, products, locations, date...). Such simple information already poses a challenge, as we have seen in the previous sections. This is only the beginning, and we hope that many of the richer semantic structures studied by NLP can be brought to help search. For example, we foresee applications in sentiment analysis, subjectivity analysis, genre classiﬁcation, etc., to have an impact in search. Another implicit source of semantic information with potential impact in search is that of linguistic time expressions [2].
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Conclusions



As we have seen, taxonomies as well as explicit and implicit folksonomies can be used to do supervised machine learning without the need of manual intervention (or at least by drastically reducing it) to improve automatic semantic annotation. In particular, SearchMonkey 2 is a strong initiative by Yahoo! to help this process by allowing people to mash up based on result metadata. Microsearch [12] is an early example of this: you can see the metadata in the search and therefore you are encouraged to add to it 3 . By being able to generate semantic meta-information automatically, even with noise, and coupling it with the open semantic resources as we have described, we plan to create a virtuous feedback circuit. In fact, one might take all the examples already given as one stage of the circuit. Afterwards, one could feedback the results on itself, and repeat the process. Using the right conditions, every iteration should improve the output, or at least keep it adaptively up-to-date with respect to the users needs, generating a virtuous cycle, and ultimately, better semantic search, our ﬁnal goal.



References 1. Agichtein, E., Castillo, C., Donato, D., Gionis, A., Mishne, G.: Finding HighQuality Content in Social Media. In: First ACM Conference on Web Search and Data Mining (WSDM 2008), Stanford (February 2008) 2. Alonso, O., Gertz, M., Baeza-Yates, R.: On the Value of Temporal Information in Information Retrieval. ACM SIGIR Forum 41(2), 35–41 (2007) 3. Atserias, J., Zaragoza, H., Ciaramita, M., Attardi, G.: Semantically Annotated Snapshot of the English Wikipedia. In: Proceedings of the 6th International Conference on Language Resources and Evaluation (LREC) (2008), http://research.yahoo.com/node/1733 2 3



See www.techcrunch.com/2008/02/25/yahoo-announces-open-search-platform/. In this demo there is a button next to every result called ”Update metadata” which gives you instant feedback of what your metadata looks like.



Towards Semantic Search



11



4. Baeza-Yates, R., Ribeiro-Neto, B.: Modern Information Retrieval. ACM Press/Addison-Wesley, England (1999) 5. Baeza-Yates, R.: Challenges in the Interaction of Natural Language Processing and Information Retrieval. In: Gelbukh, A. (ed.) CICLing 2004. LNCS, vol. 2945, pp. 445–456. Springer, Heidelberg (2004) 6. Baeza-Yates, R., Mika, P., Zaragoza, H.: Search, Web 2.0, and the Semantic Web. In: Benjamins, R. (ed.) Trends and Controversies: Near-Term Prospects for Semantic Technologies; IEEE Intelligent Systems 23 (1), 80–82 (2008) 7. Baeza-Yates, R., Tiberi, A.: Extracting Semantic Relations from Query Logs. In: ACM KDD 2007, San Jose, California, USA, pp. 76–85 (2007) 8. Baeza-Yates, R., Calder´ on, L., Gonz´ alez, C.: The Intention Behind Web Queries. In: SPIRE 2006. LNCS, pp. 98–109. Springer, Glasgow, Scotland (2006) 9. Ciaramita, M., Attardi, G.: Dependency Parsing with Second- Order Feature Maps and Annotated Semantic Information. In: Proceedings of the 10th International Conference on Parsing Technology (2007) 10. Ciaramita, M., Murdock, V., Plachouras, V.: Online Learning from Click Data for Sponsored Search. In: Proceedings of WWW 2008, Beijing, China (2008) 11. Lewis, D.D., Sparck-Jones, K.: Natural Language Processing for Information Retrieval. Communications of the ACM 39(1), 92–101 (1996) 12. Mika, P.: Microsearch demo (2008), http://www.yr-bcn.es/demos/microsearch/ 13. Overell, S., Sigurbjornsson, B., Zwol, R.V.: Classifying Tags using Open Content Resources (submitted for publication) (2008) 14. Sigurbjornsson, B., Zwol, R.V.: Flickr Tag Recommendation based on Collective Knowledge. In: WWW 2008, Beijing, China (2008) 15. Surdeanu, M., Ciaramita, M., Zaragoza, H.: Learning to Rank Answers on Large Online QA Collections. In: Proceedings of the 46th Annual Meeting of the Association for Computational Linguistics: Human Language Technologies (ACL-HLT) (2008) 16. Surowiecki, J.: The Wisdom of Crowds. Random House, New York (2004) 17. Zaragoza, H., Rode, H., Mika, P., Atserias, J., Ciaramita, M., Attardi, G.: Ranking Very Many Typed Entities on Wikipedia. In: CIKM 2007: Proceedings of the sixteenth ACM international conference on Information and Knowledge Management, Lisbon, Portugal (2007)



























[image: Search-based Refactoring: Towards Semantics ...]
Search-based Refactoring: Towards Semantics ...












[image: Distributed Indexing for Semantic Search - Semantic Web]
Distributed Indexing for Semantic Search - Semantic Web












[image: Towards a Semantic-Aware File Store - Semantic Scholar]
Towards a Semantic-Aware File Store - Semantic Scholar












[image: Towards Regional Elastography of Intracranial ... - Semantic Scholar]
Towards Regional Elastography of Intracranial ... - Semantic Scholar












[image: Towards local electromechanical probing of ... - Semantic Scholar]
Towards local electromechanical probing of ... - Semantic Scholar












[image: A Bidirectional Transformation Approach towards ... - Semantic Scholar]
A Bidirectional Transformation Approach towards ... - Semantic Scholar












[image: Towards Regional Elastography of Intracranial ... - Semantic Scholar]
Towards Regional Elastography of Intracranial ... - Semantic Scholar












[image: A Bidirectional Transformation Approach towards ... - Semantic Scholar]
A Bidirectional Transformation Approach towards ... - Semantic Scholar












[image: A Parallel Accelerator for Semantic Search Semantic ...]
A Parallel Accelerator for Semantic Search Semantic ...












[image: Deciphering Trends In Mobile Search - Semantic Scholar]
Deciphering Trends In Mobile Search - Semantic Scholar












[image: Browsing-oriented Semantic Faceted Search]
Browsing-oriented Semantic Faceted Search












[image: Scalable search-based image annotation - Semantic Scholar]
Scalable search-based image annotation - Semantic Scholar












[image: SEARCH COSTS AND EQUILIBRIUM PRICE ... - Semantic Scholar]
SEARCH COSTS AND EQUILIBRIUM PRICE ... - Semantic Scholar












[image: Scalable search-based image annotation - Semantic Scholar]
Scalable search-based image annotation - Semantic Scholar












[image: Towards High-performance Pattern Matching on ... - Semantic Scholar]
Towards High-performance Pattern Matching on ... - Semantic Scholar












[image: Giving Eyesight to the Blind: Towards attention ... - Semantic Scholar]
Giving Eyesight to the Blind: Towards attention ... - Semantic Scholar












[image: towards a semantic web layered architecture.]
towards a semantic web layered architecture.












[image: Towards a 3D digital multimodal curriculum for the ... - Semantic Scholar]
Towards a 3D digital multimodal curriculum for the ... - Semantic Scholar












[image: Towards Veri ed Systems: The SAFEMOS Project - Semantic Scholar]
Towards Veri ed Systems: The SAFEMOS Project - Semantic Scholar















Towards Semantic Search






While search engines do a generally good job on large classes of queries ... will come from, and in fact large amounts of structured data have been put on-. 






 Download PDF 



















 194KB Sizes
 0 Downloads
 219 Views








 Report























Recommend Documents







[image: alt]





Search-based Refactoring: Towards Semantics ... 

Unlike for other programming paradigms, grouping data .... natural language processing, and other related areas. In all ...... [24] http://ganttproject.biz/index.php.














[image: alt]





Distributed Indexing for Semantic Search - Semantic Web 

Apr 26, 2010 - 3. INDEXING RDF DATA. The index structures that need to be built for any par- ticular search ... simplicity, we will call this a horizontal index on the basis that RDF ... a way to implement a secondary sort on values by rewriting.














[image: alt]





Towards a Semantic-Aware File Store - Semantic Scholar 

CDN more efficient. An- other related application is to support data hoarding for mobile users. Before disconnected from the network, all frequently used data for ...














[image: alt]





Towards Regional Elastography of Intracranial ... - Semantic Scholar 

to the deformation field and strain maps of the reference measurements. Figure 1 Isometric view of the patient geometry. The surface is divided in three regions: ...














[image: alt]





Towards local electromechanical probing of ... - Semantic Scholar 

Sep 19, 2007 - (Some figures in this article are in colour only in the electronic .... from Electron Microscopy Sciences) at room temperature for ..... These data.














[image: alt]





A Bidirectional Transformation Approach towards ... - Semantic Scholar 

to produce a Java source model for programmers to implement the system. Programmers add code and methods to the Java source model, while at the same time, designers change the name of a class on the UML ... sively studied by researchers on XML transf














[image: alt]





Towards Regional Elastography of Intracranial ... - Semantic Scholar 

to the deformation field and strain maps of the reference measurements. ... region clustering technique applied to the strain maps in order to reduce the number.














[image: alt]





A Bidirectional Transformation Approach towards ... - Semantic Scholar 

to produce a Java source model for programmers to implement the system. Programmers add code and methods to ... synchronized. Simply performing the transformation from UML model to Java source model again ... In: ACM SIGPLANâ€“SIGACT Symposium on Pri














[image: alt]





A Parallel Accelerator for Semantic Search Semantic ... 

"Swoogle: A Search and Metadata Engine for the Semantic Web". Proceedings of the .... 4 documents, 4 concurrent queries, need best 2 matches. QU. E. R. Y. 1 .... //Transfer documents from host to the SSI Accelerator memory. SSIMemCpy ...














[image: alt]





Deciphering Trends In Mobile Search - Semantic Scholar 

Aug 2, 2007 - PDA and computer-based queries, where the average num- ber of words per ... ing the key and the system cycles through the letters in the order they're printed. ... tracted from that 5 seconds to estimate the network latency (the ..... M














[image: alt]





Browsing-oriented Semantic Faceted Search 

search solutions assume a precise information need, and thus optimise rel- ... 4], databases [7, 3, 2] and semantic data [18, 21, 13] (referred to as semantic ...














[image: alt]





Scalable search-based image annotation - Semantic Scholar 

for image dataset with unlimited lexicon, e.g. personal image sets. The probabilistic ... more, instead of mining annotations with SRC, we consider this process as a ... proposed framework, an online image annotation service has been deployed. ... ni














[image: alt]





SEARCH COSTS AND EQUILIBRIUM PRICE ... - Semantic Scholar 

Jul 5, 2013 - eBay is the largest consumer auction platform in the world, and the primary ... posted-prices under standard assumptions and common production costs (e.g., the Peters and Severinov 2006 model for auctions ..... (e.g., prices) between ve














[image: alt]





Scalable search-based image annotation - Semantic Scholar 

query by example (QBE), the example image is often absent. 123 ... (CMRM) [15], the Continuous Relevance Model (CRM) [16, ...... bal document analysis.














[image: alt]





Towards High-performance Pattern Matching on ... - Semantic Scholar 

such as traffic classification, application identification and intrusion prevention. In this paper, we ..... OCTEON Software Developer Kit (Cavium SDK version 1.5):.














[image: alt]





Giving Eyesight to the Blind: Towards attention ... - Semantic Scholar 

We argue that next-generation AIED systems should have the ability to monitor and ... figure out a way to directly implant the knowledge into my brain â€“ like in the .... In summary, despite earlier calls for the importance of incorporating eye gaze














[image: alt]





towards a semantic web layered architecture. 

other hand provides a valuable tool for the evaluation of .... exchange of data over various networks, especially the ... not constitute a data representation layer.














[image: alt]





Towards a 3D digital multimodal curriculum for the ... - Semantic Scholar 

Apr 9, 2010 - ACEC2010: DIGITAL DIVERSITY CONFERENCE ... students in the primary and secondary years with an open-ended set of 3D .... [voice over or dialogue], audio [music and sound effects], spatial design (proximity, layout or.














[image: alt]





Towards Veri ed Systems: The SAFEMOS Project - Semantic Scholar 

a platform for the implementation of Occam programs. The HOL (Higher Order Logic) 20, 18, 52] ...... C.A.R. Hoare. Communicating Sequential Processes. Prentice Hall. International Series in Computer Science, 1985. 32. C.A.R. Hoare. Refinement algebra


























×
Report Towards Semantic Search





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















