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Towards Supervisory Control of Interactive Markov Chains: Plant Minimization J. Markovski Abstract—We extend a model-based systems engineering framework for supervisory control of nondeterministic stochastic discrete-event systems with controllability-preserving minimization of the unsupervised system. This is a second out of four phases outlined in the development of the framework. In the first phase, we proposed a process theory that captures the notion of controllability of the underlying model of Interactive Markov Chains using a behavioral relation termed Markovian partial bisimulation. Interactive Markov Chains extend (nondeterministic) labeled transition systems with Markovian (exponential) delays. The Markovian partial bisimulation is a stochastic extension of partial bisimulation that captures controllability by stating that controllable events should be simulated, whereas uncontrollable events should be bisimulated. The stochastic behavior is preserved up to lumping of Markovian delays. We develop a minimization algorithm for the preorder and equivalence induced by the Markovian partial bisimulation based on the most efficient algorithms for simulation and Markovian bisimulation. Keywords-minimization methods, discrete-event systems, supervisory control, Markov processes, formal languages



I. I NTRODUCTION Supervisory control theory [1], [2] deals with synthesis of high-level supervisory controllers based on formal models of the uncontrolled system, known as plant, and the model of the control requirements. The synthesized model of the controller is typically referred to as supervisor. The supervisor observes machine behavior by receiving signals from ongoing activities, upon which it sends back control signals about allowed activities. We structure the process of supervisor synthesis as a model-based systems engineering framework [3], depicted in Figure 1. Following the model-based methodology, domain engineers initially model the specification of the desired controlled system, contrived into a design by domain and software engineers together. The design defines the modeling level of abstraction and control architecture resulting in informal specifications of the plant, control, and performance requirements. Next, the plant and the control requirements are modeled in parallel, serving as input to the automated supervisor synthesis tool. We extend the framework with a plant minimization procedure, depicted in gray background, that precedes the synthesis procedure and increases its efficiency by reducing the state space of the plant. The succeeding steps validate that the control is meaningful, i.e., desired functionalities of the controlled plant are Eindhoven University of Technology P.O. Box 513, NL-5600 MB Eindhoven, The Netherlands. Supported by C4C EU project (FP7-ICT-223844).



preserved, and identify directive optimal supervisors. Optimal supervisors focus the plant on optimal execution paths that meet the performance requirements. This step involves (stochastic) verification and performance and/or reliability analysis of the supervised plant based on the model of the performance requirements, and/or validation by simulation. If validation fails, then the control requirements are remodeled, and sometimes a complete revision proves necessary. Finally, the control software is generated automatically, based on the validated models. As the underlying model that supports supervisory control of (nondeterministic) stochastic discrete-event systems, we employ Interactive Markov Chains (IMCs) [4]. IMCs uniquely couple labeled transition systems, a standard process-theoretic model [5], with continuous-time Markov chains [6], the most prominent performance and reliability model. The extension is orthogonal, arbitrarily interleaving exponential delays with labeled transitions. It is arguably a natural semantic model [7] for stochastic process calculi [8] and (generalized) stochastic Petri nets [9]. We plan to develop the proposed framework in four phases: (1) propose a process theory to capture the notion of controllability for IMCs, treated in [3], (2) develop a minimization procedure for the stochastic plant that preserves both controllability and stochastic behavior, (3) develop and implement a supervisor synthesis algorithm that satisfies the given control requirements and retains the stochastic behavior, and (4) extract directive optimal supervisors that satisfy the performance specification. The framework will provide for convenient modeling of safety and performance requirements, supervisor synthesis for nondeterministic stochastic plants, and extraction of optimal directive supervisors. We intend to apply it in industrial case studies [10], [11] dealing with energy-efficient and reliable supervision and coordination of distributed system components. In this paper we study (2), i.e., we develop a minimization procedure for the nondeterministic stochastic plant to optimize the process of supervisor synthesis and to deepen our understanding of the behavioral relation that captures controllability. The minimization of the plant is important in our setting, as the plant rarely changes, unlike the control requirements, which requires multiple executions of the synthesis procedure. The behavioral relation, termed Markovian partial bisimulation preorder, is a stochastic variant of the partial bisimulation preorder [3], [12]. We employ the results of (1) to develop the minimization procedure [3]. In future work, it will support the development of the synthesis algorithm of (3) and the
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supervised plant with the performance specification will serve as input to (4). The analysis encompassed within the framework involves elimination of (labeled) transitions by means of weak bisimulation relations [4] or lumping [13], followed by Markovian analysis [6] or stochastic model checking [14]. The algorithm that computes the Markovian partial bisimulation quotient of a given IMC is based on efficient minimization by simulation algorithm for labeled transition systems [15], [16] and minimization by lumping for Markov chains [17]. The former algorithm represent the behavioral relation as a partition-relation pair, where the partition characterizes the underlying equivalence, whereas the relation captures the preorder relation between the partitioning classes. Thus, the algorithm computes simultaneously minimization by Markovian partial bisimulation preorder and equivalence. If we suppose that original plant has e events, s states, and in total (both labeled and Markovian) t transitions, and the number of partitioning classes of the minimized IMC is c, then the algorithm has worst-case time complexity of O(et + cs + ec3 ) and a space complexity of O(s log(c) + ec2 log(c)), which is comparable to the most efficient simulation quotient algorithms [15], [16], [18]. In Section II we revisit the notions of IMCs, Markovian partial bisimulation, and controllability for IMCs. In Section III we show how to represent the Markovian partial bisimulation as a partition-relation pair, and we define a fix-point refinement operator that computes the coarsest relation. In Section IV we discuss the implementation based on previous results, followed by concluding remarks. II. M ARKOVIAN PARTIAL B ISIMULATION The underlying models that we consider are Interactive Markov Chains (with successful termination options). An IMC is a tuple I = (S, s0 , A, →, 7→, ↓), where S is a set of states with initial state s0 ∈ S, A is a set of action labels, → ⊆ S×A×S is a set of labeled transitions, 7→ ⊆ S×R>0 ×S



is a set of Markovian transitions, and ↓ ⊆ S is a successful termination predicate. For p, q ∈ S, a ∈ A, and λ > 0 we a λ write p → q, p 7→ q, and p↓. λ Intuitive interpretation of a Markovian transition p 7→ p′ ′ is that there is a switch from state p to state p within a time delay with duration d > 0 with probability 1 − e−λd , i.e., the Markovian delays are distributed according to a negative exponential distribution parameterized by the label. By R(p, p′ ) for p, p′ ∈ S we denote the rate to transit from p ∑ λ to p′ , i.e., {λ | p 7→ p′ }. By ∑ R(p, C) we denote the exit rate of p ∈ S to C ⊆ S given by p′ ∈C R(p, p′ ). If a given state p has multiple outgoing Markovian transitions, then there is probabilistic choice between these transitions, known as the race condition [4], and the probability of transiting′ to p′ following a delay with duration d > 0 is given ) −R(p,S)d by R(p,p ). If a state has outgoing labeled and R(p,S) (1 − e Markovian transitions, then a nondeterministic choice is made on one of the labeled transitions after some arbitrary amount of time, provided that a Markovian transition has not been taken before with probability as described above. The successful termination option predicate denotes states in which we consider the modeled process to be able to successfully terminate [5]. In supervisory control theory these states are referred to as marked states [1], [2]. We revisit the notion of Markovian partial bisimulation. Given a relation R, we define R−1 , {(q, p) | (p, q) ∈ R}. We note that if R is reflexive and transitive, then it is not difficult to show that R−1 and R ∩ R−1 are reflexive and transitive as well. Moreover, R ∩ R−1 is symmetric, making it an equivalence. We employ this equivalence to ensure that the exiting Markovian rates to equivalence classes coincide as in the definition for Markovian bisimulation [4]. Def. 1: A reflexive and transitive relation R ⊆ I × I is a Markovian partial bisimulation with respect to the bisimulation action set B ⊆ A if for all (p, q) ∈ R it holds: 1) if p↓, then q↓;
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2) if p → p′ for some a ∈ A, then there exists q ′ ∈ I such a that q → q ′ and (p′ , q ′ ) ∈ R; b ′ 3) if q → q for some b ∈ B, then there exists p′ ∈ I such b that p → p′ and (p′ , q ′ ) ∈ R; 4) R(p, C) = R(q, C) for all C ∈ I/(R ∩ R−1 ). We say that p ∈ I is partially bisimilar to q ∈ I with respect to the bisimulation action set B, notation p≼B q, if there exists a Markovian partial bisimulation R with respect to B such that (p, q) ∈ R. If q ≼B p holds as well, then p and q are mutually partially bisimilar and we write p ↔B q. Def. 1 ensures that p ∈ I can be partially bisimulated by q ∈ I if the 1) termination options can be simulated, 2) the labeled transitions can also be simulated, whereas 3) the transitions labeled by action from the bisimulation action set are bisimulated, and 4) the exit rates to equivalent processes must coincide. Note that ≼B is a preorder relation, making ↔B an equivalence relation for all B ⊆ A [12]. Also, note that if p ≼B q, then p ≼C q for every C ⊆ B. If the processes do not comprise Markovian prefixes, then the relation coincides with partial bisimulation which additionally is required to be reflexive and transitive. In that case, ≼∅ coincides with strong similarity preorder and ↔∅ coincides with strong similarity equivalence [5], whereas both ≼A and ↔A turn into strong bisimilarity [5]. If the processes comprise only Markovian prefixes, then the relation corresponds to ordinary lumping [4], [13]. If the processes comprise both action and Markovian prefixes, and if B = A, then ↔A corresponds to Markovian bisimulation [4]. We represent the plant and the control requirements by two IMCs p and r, respectively, whereas the supervisor s is given by a labeled transition system (an IMC without Markovian transitions) as the supervisor should not alter stochastic behavior [3]. We write p | s ≼∅ r and p | s ≼U p for the conditions of controllability, where U ⊆ A is the set of uncontrollable events [3]. This setting covers both the existing deterministic and nondeterministic definition of controllability for stochastic discrete-event systems [3]. From the definition, it is not difficult to observe, that one obtains the same supervised behavior for every p′ ↔U p. Thus, one can apply minimization by Markovian partial bisimilarity equivalence to obtain the coarsest representation of the plant that preserves the same supervised behavior. We compute this quotient using partitioning algorithms for the states of the representative IMC. We note that in [3] we also discuss time-abstracted control requirements, but in any case the minimization of the plant should preserve both controllability and stochastic behavior. III. PARTITION PAIRS AND R EFINEMENT O PERATOR In the sequel, we represent the partial bisimilarity preorder by means of partition-relation pairs as it is done in minimization by simulation equivalence [15], [16]. To this end, we a define the notion of little brothers [3], [16]. Let p → p′ and a ′′ p → p with p′ ≼B p′′ . Then we say that p′ is the little brother of p′′ , or p′′ is the big brother of p′ . The little brothers play an important role in minimizing the IMCs and the following theorem of [3] states how to eliminate them.



Thm. 1: Let p ≼B q ≼B r for p, q, r ∈ S. Then: a.p + a.q ↔B a.q if a ̸∈ B, and b.p + b.q + b.r ↔B b.p + b.r if b ∈ B. When representing Markovian partial bisimulation as a partition-relation pair, the partition identifies mutually partially-bisimilar states, whereas the relation gives the little brother relation between the partition classes, as in [16]. Let I = (S, s0 , A, →,∪7→, ↓) and let P ⊂ 2S . The set P is a partition over S if P ∈P P = S and for all P, Q ∈ P, if P ∩ Q ̸= ∅, then P = Q. A partition(-relation) pair over G is a pair (P, ⊑), where P is a partition over S and the (little brother) relation ⊑ ⊆ P × P is a partial order, i.e., a reflexive, antisymmetric, transitive relation. We denote the set of partition pairs by P. For all P ∈ P, we define P ↓ and P ̸ ↓, if for all p ∈ P a it holds p↓ and p̸ ↓, respectively. For P ′ ∈ P by p → P ′ a we denote that there exists p′ ∈ P ′ such that p → p′ . We distinguish two types of (Galois) transitions between the a partition classes [16]: P →∃ P ′ , if there exists p ∈ P such a a that p → P ′ , and P →∀ P ′ , if for every p ∈ P , it holds a a that p → P ′ . It is straightforward that P →∀ P ′ implies a a a P →∃ P ′ . Also, if P →∀ P ′ , then Q →∀ P ′ for every Q ⊆ P . To preserve the race condition of Markovian transitions, we say that R(P, Q) is well-defined if for every p, q ∈ P , it holds that R(p, Q) = R(q, Q). We define the stability conditions for partial bisimilarity equivalence of a partition pair with respect to the termination predicate, the labeled, and Markovian transition relations. Def. 2: Let I = (S, s0 , A, →, 7→, ↓) be an IMC. We say that (P, ⊑) ∈ P over G is stable with respect to (↓, →, 7→, and) B ⊆ A if the following conditions are fulfilled: a. For all P ∈ P, it holds that P ↓ or P ̸ ↓. b. For all P, Q ∈ P, if P ⊑ Q and P ↓, then Q↓. a c. For every P, Q, P ′ ∈ P and a ∈ A, if P ⊑Q and P →∃ P ′ , a ′ ′ ′ ′ there exists Q ∈ P with P ⊑ Q and Q →∀ Q . b d. For every P, Q, P ′ ∈ P and b ∈ B, if P ⊑Q and Q→∃ Q′ , b there exists P ′ ∈ P with P ′ ⊑ Q′ and P →∀ P ′ . e. For every P, Q ∈ P, R(P, Q) is well-defined. The following theorem shows that every partial bisimulation preorder induces a stable partition pair. Thm. 2: Let I = (S, s0 , A, →, 7→, ↓) and let R be a Markovian partial bisimulation preorder over S with respect to B ⊆ A. Let ↔B , R ∩ R−1 . If P = S/↔B and for all p, q ∈ S it holds that if (p, q) ∈ R, then [p]↔B ⊑ [q]↔B , then (P, ⊑) ∈ P is stable with respect to B. Vice versa, stable partition pairs induce Markovian partial bisimulation preorders. Thm. 3: Let I = (S, s0 , A, →, 7→, ↓) and (P, ⊑) ∈ P. Define R = {(p, q) ∈ P ×Q | P ⊑Q}. If (P, ⊑) is stable with respect to B ⊆ A, then R is a Markovian partial bisimulation preorder for B. Next, we define ▹ ∈ P×P that identifies when one partition pair is finer than the other with respect to inclusion. Def. 3: Let (P, ⊑) and (P ′ , ⊑′ ) be partition pairs. We say that (P, ⊑) is finer than (P ′ , ⊑′ ), notation (P, ⊑)▹(P ′ , ⊑′ ), if



and only if for all P, Q such that P ⊑Q there exist P ′ , Q′ ∈ P ′ such that P ⊆ P ′ , Q ⊆ Q′ , and P ′ ⊑′ Q′ . The relation ▹ as given in Def. 3 is a partial order. Coarser partition pairs with respect to ▹ produce coarser Markovian partial bisimulation preorders. Thm. 4: Let (P1 , ⊑1 ), (P2 , ⊑2 ) ∈ P and Ri = {(pi , qi ) ∈ Pi × Qi | Pi ⊑i Qi , Pi for Qi ∈ Pi } for i ∈ {1, 2}. Then, (P1 , ⊑1 ) ▹ P2 , ⊑2 ) if and only if R1 ⊆ R2 . Next, for every two stable partition pairs with respect to an IMC, there exists a ▹-coarser stable partition pair. Thm. 5: Let I = (S, s0 , A, →, 7→, ↓) and let (P1 , ⊑1 ), (P2 , ⊑2 ) ∈ P be stable with respect to B ⊆ A. Then, there exists stable (P3 , ⊑3 ) ∈ P with (P1 , ⊑1 ) ▹ (P3 , ⊑3 ) and (P2 , ⊑2 ) ▹ (P3 , ⊑3 ). Thm. 5 implies that stable partition pairs form an upper lattice with respect to ▹. Now, it is not difficult to observe that finding the ▹-maximal stable partition pair over an IMC I coincides with the problem of finding the coarsest Markovian partial bisimulation preorder over I. Thm. 6: Let I = (S, s0 , A, →, 7→, ↓). The ▹-maximal stable (P, ⊑) ∈ P with respect to B ⊆ A is induced by the Markovian partial bisimilarity preorder ≼B with P = S/↔B and [p]↔B ⊑[q]↔B if and only if p ≼B q. Thm. 6 supported by Thm. 5 induces an algorithm for computing the coarsest Markovian partial bisimulation over an IMC I = (S, s0 , A, →, 7→, ↓) by computing the ▹-maximal partition pair (P, ⊑) such that (P, ⊑) ▹ ({S}, {(S, S)}). For this purpose, we develop a fix-point refinement operator. We refine the partitions by splitting the classes in the vein of [15], [16], i.e., we choose subsets of nodes that do not adhere to the stability conditions, referred to as splitters, in combination with the other nodes from the same class and, consequently, we place them in a separate class. To this end, we define parent partitions and splitters. Def. 4: Let (P, ⊑) ∈ P be defined over S. Partition P ′ is a parent partition of P, if for every P ∈ P, there exist P ′ ∈ P ′ with P ⊆ P ′ . The relation ⊑ induces a little brother relation ⊑′ on P ′ , defined by P ′ ⊑′ Q′ for P ′ , Q′ ∈ P ′ , if there exist P, Q ∈ P such that P ⊆ P ′ , Q ⊆ Q′ , and P ⊑ Q. Let S ′ ⊆ P ′ for some P ′ ∈ P ′ and put T ′ = P ′ \ S ′ . The set S ′ is a splitter of P ′ with respect to P, if for every P ⊂ P ′ either P ⊆ S ′ or P ∩ S ′ = ∅, where S ′ ⊑′ T ′ or S ′ and T ′ are unrelated. The splitter partition is P ′ \ {P ′ } ∪ {S ′ , T ′ }. A consequence of Def. 4 is that (P, ⊑) ▹ (P ′ , ⊑′ ). Note that P ′ contains a splitter if and only if P ′ ̸= P. For implementation of the refinement operator we need the notion of a topological sorting. Topological sorting with respect to a preorder relation is a linear ordering of elements such that topologically “smaller” elements are not preorderwise greater with respect to each other. Def. 5: Let (P, ⊑) ∈ P. We say that ≤ is a topological sorting over P induced by ⊑, if for all P, Q ∈ P it holds that P ≤ Q if and only if Q ̸⊑ P . Def. 5 implies that if P ≤ Q, then either P ⊑Q or P and Q are unrelated. In general, topological sorting are not uniquely defined. It can be represented as a list ≤, [P1 , P2 , . . . , Pn ],



for some n ∈ N, where P = {Pi | i ∈ {1, . . . , n}} and Pi ≤ Pj for 1 ≤ i ≤ j ≤ n. The following property provides for an efficient updating of the topological order [15]. Thm. 7: Let (P1 , ⊑1 ) ∈ P with P1 = {P1 , . . . , Pn } and let ≤1 = [P1 , P2 , . . . , Pn ] be a topological order over P1 induced by ⊑1 . Suppose that Pk ∈ P1 for some 1 ≤ k ≤ n is split to Q1 and Q2 such that Pk = Q1 ∪ Q2 and Q1 ∩ Q2 = ∅ resulting in P2 = P1 \ {Pk } ∪ {Q1 , Q2 } such that (P2 , ⊑2 ) ▹ (P1 , ⊑1 ). Suppose that either Q1 ⊑2 Q2 or Q1 and Q2 are unrelated. Then, ≤2 = [P1 , . . . , Pk−1 , Q1 , Q2 , Pk+1 , . . . , Pn ] is a topological sorting over P2 induced by ⊑2 . Thm. 7 enables us to update the topological sorting by locally replacing each class with the results of the splitting without having to re-compute the whole sorting in every iteration, as it is done in [16], [19]. As a result, the classes whose nodes belong to the same parent are neighboring with respect to the topological sorting. Moreover, it also provides us with a procedure for searching for a little or a big brother of a given class. All little brothers of a given class are topologically sorted in descendent to the left, and all the big brothers are topologically sorted ascendent to the right. Now, we can define a refinement fix-point operator Rfn. It takes as input (Pi , ⊑i ) ∈ P and an induced parent partition pair (Pi′ , ⊑′i ), with (Pi , ⊑i ) ▹ (Pi′ , ⊑′i ), for some i ∈ N, which are stable with respect to each other. Its result ′ are (Pi+1 , ⊑i+1 ) ∈ P and parent partition Pi+1 such that ′ ′ (Pi+1 , ⊑i+1 ) ▹ (Pi , ⊑i ) and (Pi+1 , ⊑i+1 ) ▹ (Pi′ , ⊑′i ). Note ′ that Pi′ and Pi+1 differ only in one class, which is induced by the splitter that we employed to refine Pi to Pi+1 . This splitter comprises classes of Pi , which are strict subsets from some class of Pi′ . The refinement stops, when a fix point is ′ reached for m ∈ N with Pm = Pm . In the following, we omit partition pair indices, when clear from the context. Now, suppose that (P, ⊑) ∈ P has P ′ as parent with (P, ⊑) ▹ (P ′ , ⊑′ ), where ⊑′ is induced by ⊑. Condition a. of Def. 2 requires that all states in a class have or, alternatively, do not have termination options. We resolve this issue by choosing a stable initial partition pair, for i = 0, that fulfills this condition, i.e., for all classes P ∈ P0 it holds that either P ↓ or P ̸ ↓. For condition b., we specify ⊑0 such that P ⊑0 Q with P ↓ holds, only if Q↓ holds as well. Thus, following the initial refinement, we only need to ensure that the stability conditions c., d., and e., are satisfied, as shown in Thm. 9 below. For convenience, we rewrite these stability conditions for (P, ⊑) with respect to (P ′ , ⊑′ ). Def. 6: Let (P, ⊑) ∈ P and let (P ′ , ⊑′ ) be its parent partition pair, where for all P ′ ∈ P ′ either P ′ ̸ ↓ or (↓P ′ ). Then, (P, ⊑) is stable with respect to P ′ if: a



1) For all P ∈ P, a ∈ A, and P ′ ∈ P ′ , if P →∃ P ′ , there a exists Q′ ∈ P ′ with P ′ ⊑′ Q′ and P →∀ Q′ . b 2) For all P ∈ P, b ∈ B, and P ′ ∈ P ′ , if P →∃ P ′ , there b ′ ′ ′ ′ ′ exists Q ∈ P with Q ⊑ P and P →∀ Q′ . a 3) For all P, Q ∈ P, a ∈ A, P ′ ∈ P ′ , if P ⊑Q and P →∀ P ′ , a ′ ′ ′ ′ ′ ′ there exists Q ∈ P with P ⊑ Q and Q →∀ Q .



a



4) For all P, Q ∈ P, b ∈ B, Q′ ∈ P ′ , if P ⊑Q and Q→∀ Q′ , b there exists P ′ ∈ P ′ with P ′ ⊑′ Q′ and P →∀ P ′ . ′ ′ ′ 5) For all P ∈ P and P ∈ P , R(P, P ) is well-defined. It is not difficult to observe that stability conditions 1-5 replace stability conditions c., d., and e. of Def. 2. They are equivalent when P = P ′ , which is the goal of our fix point refinement operation. From now on, we refer to the stability conditions above instead of the ones in Def. 2. The form of the stability conditions is useful as conditions 1 and 2 are used to refine the splitters, whereas conditions 3 and 4 are used to adjust the little brother relation. Moreover, if the conditions of Def. 6 are not fulfilled for (P, ⊑)▹(P ′ , ⊑′ ), then the partition pair (P, ⊑) is not stable. Thm. 8: Let (P, ⊑) ∈P and P ′ be a parent partition, and the conditions of Def. 6 do not hold. Then (P, ⊑) is not stable. The initial stable partition pair and parent partition are induced by the termination options and the outgoing transitions and rates of the comprising states. To this end, we define the set of outgoing labels of a state p ∈ S to be a E(p) , {a ∈ A | p→}. Let P ⊆ S. If for all p, q ∈ P we have that E(p) = E(q) we define E(P ) = E(p) for any p ∈ P. Def. 7: Let I = (S, s0 , A, →, 7→, ↓), let P ̸ ↓′ = {p ∈ S | p̸ ↓}, and P ↓′ = S \ P ̸ ↓′ . The initial parent partition is given by {P ̸ ↓′ , P ↓′ }, where P ̸ ↓′ or P ↓′ are omitted if empty. The initial stable partition pair (P0 , ⊑0 ) is defined as the coarsest stable partition pair, where for every P ∈ P0 , either P ̸ ↓ or P ↓ holds, E(P ) is well-defined, and for every P, Q ∈ P0 if E(P ) = E(Q) then P = Q. For every P, Q ∈ P0 , P ⊑0 Q holds if and only if E(P ) ∩ B = E(Q) ∩ B, E(P ) ⊆ E(Q), and if P ↓, then Q↓ as well. We note that the rates to the initial parent classes are welldefined since the initial partition pair is required to be stable. For every stable (P, ⊑) ∈ P, we have (P, ⊑) ▹ (P0 , ⊑0 ). In the opposite, some stability condition of Def. 2 fails. Thm. 9: Let (P, ⊑) ∈ P, and let (P0 , ⊑0 ) be given as in Def. 7. If (P, ⊑) is stable, then (P, ⊑) ▹ (P0 , ⊑0 ). We define the fix-point refine operator Rfn, to be iteratively applied to the initial stable partition pair (P0 , ⊑0 ) and P0′ . Def. 8: Let (P, ⊑) ∈ P and let P ′ be a parent partition of P with P ̸= P ′ . Let ≤ be a topological sorting over P ∈ P induced by ⊑. Let S ′ ⊂ P ′ for some P ′ ∈ P∪′ be a splitter for k P ′ with respect to P. Suppose that P ′ = i=1 Pi for some ′ Pi ∈ P for k > 1 with P1 ≤ . . . ≤ Pk and S = P1 ∪ . . . ∪ Ps for 1 ≤ s < k. Put T ′ = P ′ \ S ′ . Define Rfn(P, ⊑, P ′ , S ′ ) = (Pr , ⊑r ), where (Pr , ⊑r ) is the coarsest partition pair (Pr , ⊑r )▹(P, ⊑) that is stable with respect to P ′ \ {P ′ } ∪ {S ′ , T ′ }. The existence of the coarsest partition pair (Pr , ⊑r ) is guaranteed by Thm. 5. Once a stable partition pair is reached, it is no longer refined. Thm. 10: Let I = (S, s0 , A, →, 7→, ↓) and let (P, ⊑) ∈ P over S be stable with respect to B ⊆ A. For every parent partition P ′ such that P ′ ̸= P and every splitter S ′ of P ′ with respect to P, it holds that Rfn(P, ⊑, P ′ , S ′ ) = (P, ⊑).



When refining two partition pairs (P1 , ⊑1 ) ▹ (P2 , ⊑2 ) with respect to the same parent partition and splitter, the resulting partition pairs are also related by ▹. Thm. 11: Let (P1 , ⊑1 ), (P2 , ⊑2 ) ∈ P and (P1 , ⊑1 ) ▹ (P2 , ⊑2 ). Let P ′ be a parent of P2 and let S ′ be a splitter of P ′ with respect to P2 . Then, Rfn(P1 , ⊑1 , P ′ , S ′ ) ▹ Rfn(P2 , ⊑2 , P ′ , S ′ ). The refinement operator ultimately produces the coarsest stable partition pair with respect to a given IMC. Thm. 12: Let I = (S, s0 , A, →, 7→, ↓), let (P0 , ⊑0 ) be the initial stable partition pair, and P0′ the initial parent partition as given by Def. 7, and S0′ a splitter. Suppose that (Pc , ⊑c ) is the coarsest stable partition pair with respect to B ⊆ A. Then, there exist partitions Pi′ and splitters Si′ for i ∈ {1, . . . , n} such that Rfn(Pi , ⊑i , Pi′ , Si′ ) = (Pi+1 , ⊑i+1 ) are well defined with Pn = Pn′ and (Pn , ⊑n ) = (Pc , ⊑c ). We can summarize the high-level algorithm for computing the coarsest partition pair in Algorithm 1. Algorithm 1: Algorithm for computing the coarsest stable partition pair for I = (S, s0 , A, →, 7→, ↓) and B ⊆ A 1 2 3 4 5 6



Compute initial stable partition pair (P0 , ⊑0 ) and parent partition P0′ over S with respect to ↓, →, 7→, and B ⊆ A; while P0 ̸= P0′ do P := P0 ; P ′ := P0′ ; Find splitter S ′ for P ′ with respect to P; Compute (P0 , ⊑0 ) := Rfn(P, ⊑, P ′ , S ′ ); P0′ := P ′ \ {P ′ } ∪ {S ′ , P ′ \ S ′ };



The algorithm implements the refinement steps by splitting a parent P ′ ∈ P ′ to S ′ and P ′ \ S ′ and, subsequently, splits every class in P with respect to the splitter S ′ in order to satisfy the stability conditions. Using Thm. 1 for elimination of little brother terms the minimized IMC has classes P ∈ P0 a instead of states, and P → Q for a ̸∈ B, if there does not exist a R ̸= Q with Q ⊑ R and P →∀ Q, or if R(P, Q) > 0, and b P → Q for b ∈ B, if there does not exist R1 , R2 ̸= Q with a a R1 ⊑ Q ⊑ R2 and P →∀ R1 and P →∀ R2 , or if R(P, Q) > 0. IV. D ISCUSSION ON I MPLEMENTATION We implement the algorithm as outlined in [15]. The implementation has four steps: (1) computing the initial stable partition pair and parent partition, (2) finding a splitter and computing the stable partition with respect to stability conditions 1, 2, and 5 of Def. 6, (3) adjusting the little brothers with respect to conditions 3 and 4 of Def. 6, and (4) computing the minimized IMC. Steps (2) and (3) are executed in a loop as in Algorithm 1. We discuss the main implementation features. We give alternative representations of the sets and relations required for computation of the refinement operator in order to provide a computationally efficient algorithm. The partition is represented as a list of states that preserves the topological order ≤, whereas the parent partition is a list of partition classes. The little brother relation ⊑ is given as a table, whereas for ⊑′ , we use a counter cnt⊑ (P ′ , Q′ ) that keeps the number of pairs (P, Q) for P, Q ∈ P such that P ⊆ P ′ ,



Q ⊆ Q′ , P ̸= Q, and P ⊑ Q. When splitting P ′ to S ′ and T ′ , cnt⊑ (P ′ , P ′ ) = cnt⊑ (S ′ , S ′ ) + cnt⊑ (S ′ , T ′ ) + cnt⊑ (T ′ , T ′ ). We keep only one Galois relation →∃∀ = →∀ ∪ →∃ , with a counter cnt∀ (P, a, P ′ ) for P ∈ P, P ′ ∈ P ′ and a ∈ A, where cnt∀ (P, a, P ′ ) keeps the number of Q′ ∈ P ′ with P ′ ⊑′ Q′ and a P →∀ Q′ [15], [18]. In this way we can check the conditions a of Definition 6 efficiently. For example, if P →∃∀ P ′ and ′ cnt∀ (P, a, P ) = 0, then P is not stable with respect to P ′ , so it has to be split. Also, if P ⊑ Q and cnt∀ (P, a, P ′ ) > 0, but cnt∀ (Q, a, P ′ ) = 0, then P ⊑ Q cannot hold, and it must be erased. Even though for efficient splitting according to the Markovian transitions it is suggested to use splay trees [17], in the partial bisimulation setting this does not contribute to the overall time bounds, so one can use standard balanced trees. To efficiently split the classes in the vein of [15], [20], the algorithm keeps track of the count of labeled transitions to the parents. Then, to split a class P ∈ P with respect to a splitter S ′ ⊆ P ′ ∈ P ′ and the remainder T ′ = P ′ \ S ′ , we just need to compute this count for the smaller splitter and deduce it in one step for the other. To update the little brother relation we employ the cnt∀ counters as they directly correspond to the stability conditions 3 and 4 of Def. 6. We assume that e = |A|, s = |S|, t = | → | + | 7→ |, and c = |P| for the final partition P. For space complexity we have O(c2 ) for the little brother relation [16], [18], [19], O(ec2 log(c)) needed for the counters, and O(s log(c)) for the partition [16], which amounts to O(s log(c) + ec2 log(c)). The time complexity of computing the initial partition is known to be O(et), as for bisimulation [20]. The main loop in Algorithm 1 is executed c times. The updating of counters costs O(ec3 + t log(c)) for the labeled [15], [16] and t log(c)) for the Markovian transitions [17]. We spend O(cs) for splitting the classes, and O(ec3 ) for updating the counters. The computation of the quotient IMC costs O(c2 ). Thus, the total time complexity of Algorithm 1 amounts to O(et + cs + ec3 ). V. C ONCLUSION Based on a process-theoretic characterization of controllability of stochastic discrete-event systems in terms of the Markovian partial bisimulation, we developed a plant minimization algorithm that preserves both controllability and stochastic behavior. To compute the minimized process, we employ partition pairs as an alternative characterization of Markovian partial bisimulation, and we show that there exists a fix-point refinement operator that results in the coarsest partition pair that satisfies a set of stability conditions. This partition pair coincides with the maximal Markovian partial bisimulation preorder and equivalence over IMCs. The time and space efficient of our algorithm is comparable with the most efficient counterpart minimization algorithms for simulation equivalence. As future work we schedule a broad range of industrial cases in order to estimate the gain of minimizing the plant for the purpose of supervisor synthesis. The work presented in this paper is the second out of four phases that aim to develop a model-based systems engineering
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T HEOREM P ROOFS FOR R EVIEWING P URPOSES Thm. 2: Let P = [p]↔B , P ′ = [p′ ]↔B , P ′′ = [p ]↔B , Q = [q]↔B , Q′ = [q ′ ]↔B , and Q′′ = [q ′′ ]↔B for p, p′ , p′′ , q, q ′ , q ′′ ∈ S. First, we show that ⊑ is a partial order. Reflexivity holds as for all p′ ∈ [p]↔B it holds that (p, p′ ) ∈ R implying P ⊑ P . To show antisymmetry, suppose that P ⊑ Q and Q ⊑ P . Then (p, q) ∈ R and (q, p) ∈ R, implying (q, p), (p, q) ∈ R−1 and P = Q. Finally, suppose that P ⊑ P ′ and P ′ ⊑ P ′′ . Then (p, p′ ), (p′ , p′′ ) ∈ R. As R is a preorder, we have (p, p′′ ) ∈ R implying that P ⊑ P ′′ . So, (P, ⊑) is a partition pair. We show that the stability conditions of Def. 2 hold. ′′



1) Suppose that p↓. For every p′ ∈ [p]↔B it holds that p ↔B p′ , so p′ ↓ implying P ↓. Analogously for p̸ ↓. 2) Let P, Q ∈ P be such that P ⊑ Q. Now, if P ↓, then p↓, which implies that q↓ and also Q↓. a 3) Suppose that P ⊑ Q and P →∃ P ′ . Then, there exist a ′ ′ p ∈ P and p ∈ P such that p → p′ . As (p, q) ∈ R and R is a partial bisimulation preorder and ⊑ is a partial a order, there exists a maximal Q′ ∈ P such that q → q ′ a ′ ′ ′′′ ′′′ and (p , q ) ∈ R, and for all q ∈ S if q → q and (p′ , q ′′′ ) ∈ R then Q′′′ ⊑Q′ or Q′′′ and Q′ are unrelated. ¯ ′ such Now, let q¯ ∈ Q. As (q, q¯) ∈ R there exists q¯′ ∈ Q a ′ ′ ′ ′ ′ ¯ . As (¯ that q¯→ q¯ and (q , q¯ ) ∈ R. Then Q ⊑ Q q , q) ∈ R a then exists q ′′ ∈ Q′′ such that q → q ′′ and (¯ q ′ , q ′′ ). Then ¯ ′ ⊑ Q′′ implying that Q′ = Q ¯ ′ = Q′′ as we chose Q′ ⊑ Q a ′ ′ Q to be maximal. Thus, Q →∀ Q . b 4) Suppose that P ⊑ Q and Q →∃ Q′ . The proof that there b exists P ′ ⊑ Q′ such that P →∀ P ′ is analogous to 2. 5) Direct correspondence with condition 4. of Def. 1. Thm. 3: Let P = [p]↔B , P ′ = [p′ ]↔B , P ′′ = [p ]↔B , Q = [q]↔B , Q′ = [q ′ ]↔B , and Q′′ = [q ′′ ]↔B for p, p′ , p′′ , q, q ′ , q ′′ ∈ S. Suppose (p, q) ∈ R. In that case P ⊑Q. We will show that the conditions of Def. 1 hold for R. ′′



1) If p↓, then P ↓. So, Q↓ implying q↓. a a 2) Suppose p→p′ for some a ∈ A. Then, P →∃ P ′ implying a ′ that there exists Q ∈ P such that Q →∀ Q′ . It follows a that there exists q ′ such that q → q ′ and (p′ , q ′ ) ∈ R. b ′ b 3) Suppose q →q for some b ∈ B. Then, Q →∃ Q′ implying b that there exists P ′ ∈ P such that P →∀ P ′ . It follows b ′ ′ that there exists p such that p → p and (p′ , q ′ ) ∈ R. 4) Direct correspondence with stability condition e. Thm. 4: Suppose that (P1 , ⊑1 ) ▹ P2 , ⊑2 ) and (p, q) ∈ R1 . Let ↔ i = ⊑i ∩ ⊑−1 for i ∈ {1, 2}. Let P1 = [p]↔B ↔ 1 and i Q1 = [p]↔B ↔ 1 . Then P1 ⊑1 Q1 , implying that there exist P2 , Q2 ∈ P2 such that P ⊆ P2 and Q ⊆ Q2 with P2 ⊑2 Q2 . Then by definition (p, q) ∈ R2 , implying that R1 ⊆ R2 . Vice versa, suppose that R1 ⊆ R2 . Suppose that (p, q), (q, p) ∈ R1 . Then p, q ∈ P1 . As (p, q), (q, p) ∈ R2 as well, we have that p, q ∈ P2 as well. So, for every P ∈ P1 there exists P ′ ∈ P2 such that P ⊆ P ′ . Now, suppose (p, q) ∈ R1 such that (q, p) ̸∈ R1 . Then P1 ⊑1 Q1 . As (p, q) ∈ R2 , we have that P1 ⊆ P2 and Q1 ⊆ Q2 with



P2 = [p]↔B ↔ 2 and Q2 = [p]↔B ↔ 2 , and P2 ⊑2 Q2 . Thus, (P1 , ⊑1 ) ▹ P2 , ⊑2 ), which completes the proof. Thm. 5: Let P3 be the minimal partition over S such that for every P1 ∈ P1 there exists P3 ∈ P3 such that P1 ⊆ P3 and for every P2 ∈ P2 there exists P3 ∈ P3 such that P2 ⊆ P3 . Let P3 ⊑3 Q3 be defined for P3 , Q3 ∈ P3 if there exist P1 , Q1 ∈ pcal1 such that P1 ⊆ P3 , Q1 ⊆ Q3 , and P1 ⊑1 Q1 or there exist P2 , Q2 ∈ pcal2 such that P2 ⊆ P3 , Q2 ⊆ Q3 , and P2 ⊑2 Q2 . It should be clear that (P1 , ⊑1 ) ▹ (P3 , ⊑3 ) and (P2 , ⊑2 ) ▹ (P3 , ⊑3 ) by construction. We will show that (P3 , ⊑3 ) is a stable partition pair with respect to ↓ and →. First we will show that for every P3 ∈ P3 , either P3 ↓ or P3 ̸ ↓ holds. Suppose that there exist p, q ∈ P3 such that p̸ ↓ and q↓. Obviously, they have to come from two different classes, say p ∈ P1 and q ∈ Q1 for P1 , Q1 ∈ P1 . Then, for every Q3 ∈ P3 it holds that Q3 ̸ ↓ or Q3 ↓. This implies that there exists a class P2 ∈ P such that P2 ⊆ P3 and for some classes P1 , Q1 ∈ P1 such that P1 ̸ ↓ and Q1 ↓ we have that P1 ∩P2 ̸= ∅ and Q1 ∩ P2 ̸= ∅, which leads to contradiction. Next, we show that if for all P3 , Q3 ∈ P3 such that P3 ⊑3 Q3 if P3 ↓ then Q3 ↓. Without loss of generality we can assume that P3 ⊑3 Q3 is because there exist P1 , Q1 ∈ P1 such that P1 ⊆ P3 , Q1 ⊆ Q3 , and P1 ⊑1 Q1 . Now, suppose that P3 ↓, but Q3 ̸ ↓. But then P1 ↓ and Q1 ̸ ↓, which leads to contradiction. Finally, we show that for all P3 , Q3 , P3′ ∈ P3 and a ∈ A a such that P3 ⊑3 Q3 if P3 →∃ Q3 then there exists a Q′3 ∈ P3 a such that Q3 →∀ Q′3 and P3′ ⊑3 Q′3 . Without loss of generality we can assume that P3 ⊑3 Q3 is because there exist P1 , Q1 ∈ a P1 such that P1 ⊆ P3 , Q1 ⊆ Q3 , and P1 ⊑1 Q1 . From P3 →∃ a P3′ we can conclude that there exists R1 ⊆ P3 such that R1 →∃ R1′ with R1′ ⊆ P3′ . Then, by applying the stability condition a on R1 ⊑1 R1 , we have that there exists R1′ such that R1 →∀ R1′ and P1′ ⊑1 R1′ . We can repeat the same thought process for every P2 ∈ P2 such that P2 ⊆ P3 and P2 ∩ R1 ̸= ∅, and then again for the classes of P1 that have common elements with the above classes and so on until we exhaust all elements of P3 . This process leads to existence of P3′′ ∈ P3 such that a P3 →∀ P3′′ and moreover P3′ ⊑3 P3′′ because of R1′ ⊑1 R1′′ . Now, a suppose that P1 →∀ P1′′ for some P1′′ ⊆ P3′′ . For P1 ⊑1 Q1 to be satisfied and repeating the reasoning from above for Q3 , a we conclude that there exists Q′3 ∈ P3 such that Q3 →∀ Q′3 a with Q1 →∀ Q′1 and P1′′ ⊑1 Q′1 . This implies that P3′′ ⊑3 Q′3 , finally leading to P3′ ⊑3 Q′3 , which completes the proof. We have analogous reasoning when a ∈ B for stability conditions 3 and 4. Now suppose that P1 ∈ P1 and P2 ∈ P2 are such that P1 ⊂ P3 and P2 ⊂ P3 for some P3 ∈ P3 , with P1 ∩ P2 ̸= ∅. Then, for every Q1 ∈ P1 and Q2 ∈ P2 we have that R(Q1 , P1 ) and R(Q2 , P2 ) are well-defined. As P1 ∩ P2 ̸= ∅ we have that R(Q1 , P1 ) = R(Q2 , P2 ). As P3 is the minimal partition that subsumes P1 and P2 we have that R(Q1 , P3 ) and R(Q2 , P3 ) are well-defined as well, which completes the proof. Thm. 6: Direct adaptation from [16], [19]. Thm. 7: Recall that from (P2 , ⊑2 )▹(P1 , ⊑1 ), we have for all P ′′ , Q′′ ∈ P2 such that P ′′ ⊑2 Q′′ , there exist P ′ , Q′ ∈ P1 such that P ′′ ⊆ P ′ , Q′′ ⊆ Q′ , and P ′ ⊑1 Q′ . So, if P ′ ≤1 Q′



then P ′′ ≤2 Q′′ or P ′′ and Q′′ are unrelated for all P ′′ , Q′′ ∈ P2 such that P ′′ ̸= Q1 and Q′′ ̸= Q2 . Since Q1 ⊑2 Q2 or Q1 and Q2 are unrelated, we have that ≤2 is a topological sorting. Thm. 8: For condition 1 of Definition 6 suppose that P ∈ P a and P ′ ∈ P ′ are such that P →∃ Q′ . Then there exists a class a ′ Q ∈ P such that Q ⊆ Q and P →∃ Q. Now suppose that a ′ ′ there does not exist R ∈ P such that Q′ →∀ R′ and Q′ ⊑′ R′ , a but there exists R ∈ P such that P →∀ R and Q ⊑ R. Suppose a that R ⊆ R′ for some R′ ∈ P ′ . Then P →∀ R′ as well, whereas Q ⊑ R is conditioned by Q′ ⊑′ R′ , which leads to a contradiction. a For condition 2 suppose that P ⊑ Q and P →∀ P ′ for some P, Q ∈ P and P ′ ∈ P ′ , but there does not exist Q′ ∈ P ′ a such that Q →∀ Q′ and P ′ ⊑′ Q′ . Then there exists a class a S ∈ P such that S ⊆ P ′ and Q →∃ S, implying that there a exists a class R ∈ P such that Q →∀ R and S ⊑ R. Suppose a that R ⊆ R′ for some R′ ∈ P ′ . Then P →∀ R′ as well, whereas S ⊑ R is conditioned by P ′ ⊑′ R′ , which leads to a contradiction. Conditions 3 and 4 are treated analogously. For condition 5, assume that R(P, P ′ ) is not well-defined. Then it cannot be well-defined for all Q ⊆ P ′ as if the sums of the rates are not equal for given subsets, they cannot be equal for the subsets, which completes the proof. Thm. 9: For all P ∈ P it holds that either P ↓ or P ̸ ↓, and if P ↓ and P ⊑Q for some Q ∈ P, then Q↓ as well, which is also a respected by (P0 , ⊑0 ). Now, suppose that P ⊑Q and P →∃ P ′ for some P, P ′ , Q ∈ P. Then, there exists Q′ ∈ P such that a P ′ ⊑Q′ and Q→∀ Q′ . When we substitute Q = P , we have that a there must always exist some P ′′ ∈ P such that P →∀ P ′′ for all a ∈ A, implying that E(P ) is well-defined. Moreover, we have that E(P ) ⊆ E(Q). We have the analogous situation for b ∈ B. For the Markovian transitions, the condition is satisfied by definition, as (P0 , ⊑0 ) is the coarsest stable partition pair that satisfies the given conditions. Thus, we have that (P, ⊑)▹ (P0 , ⊑0 ). Thm. 10: We will show that (P, ⊑) is stable with respect to every parent partition P ′ , implying that the refinement operator with not change (P, ⊑). Suppose that for some P ∈ P and a P ′ ∈ P ′ it holds that P →∃ P ′ . Then, there exists Q ∈ P such a that Q ⊆ P ′ and P →∃ Q, implying that there exists R ∈ P a such that Q ⊑ R and P →∀ R. Suppose that R ⊆ R′ for some a R′ ∈ P ′ . Then P ′ ⊑′ R′ and P →∀ R′ . Now, suppose that for some P, Q ∈ P and P ′ ∈ P ′ such a that P ⊑ Q it holds that P →∀ P ′ . Then, there exists some a R ⊆ P ′ such that P →∃ R, implying that there exists some a S ∈ P such that P →∀ S and R ⊑ S. Suppose that S ⊆ S ′ for a some S ′ ∈ P ′ . Since P ⊑ Q and P →∀ S, there exists T ∈ P, a such that Q →∀ T and S ⊑ T . Suppose that T ⊆ T ′ . Then, we a have that P ′ ⊑′ S ′ ⊑′ T ′ and P →∀ T ′ . We have the analogous situation when b ∈ B. For the Markovian transitions, stability condition 5. of Def. 6 is fulfilled directly by the stability of the refined partition as given by Def. 8. Thm. 11: Since P ′ is a parent partition of P2 , it is also a parent partition of P1 making



Rfn(P1 , ⊑1 , P ′ , S ′ ) and Rfn(P2 , ⊑2 , P ′ , S ′ ) welldefined. Suppose that Rfn(P1 , ⊑1 , P ′ , S ′ ) = (P3 , ⊑3 ) and Rfn(P2 , ⊑2 , P ′ , S ′ ) = (P4 , ⊑4 ). As (P3 , ⊑3 ) ▹ (P1 , ⊑1 ), then it also holds that (P3 , ⊑3 ) ▹ (P2 , ⊑2 ). Then, according to definition 8, (P3 , ⊑3 ) is stable with respect to (P2 , ⊑2 ) as well. As (P4 , ⊑4 ) is the coarsest partition that is stable with respect to (P2 , ⊑2 ), this implies that (P3 , ⊑3 ) ▹ (P4 , ⊑4 ). ′ Thm. 12: We put Pi+1 = Pi′ \ {Pi′ } ∪ {Si′ , Ti′ }, where ′ ′ ′ ′ Si ⊂ Pi and Ti = Pi \ Si′ for some Pi′ ∈ Pi′ for i ∈ {0, . . . , n}. It should be clear that n is a finite number. By Theorem 10 we have that Rfn(Pc , ⊑c , Pi′ , Si′ ) = (Pc , ⊑c ) for every i = {0, . . . , n}. Since (Pc , ⊑c ) ▹ (P0 , ⊑0 ) by Theorem 9 we obtain that (Pc , ⊑c ▹(Pn , ⊑n ). Since Pn = Pn′ we have that (Pn , ⊑n ) is stable with respect to ↓ and →. By definition (Pc , ⊑c ) is the coarsest such partition pair, directly implying that (Pn , ⊑n ) ▹ (Pc , ⊑c ). This implies that (Pc , ⊑c ) = (Pn , ⊑n ) which completes the proof.
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