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a b s t r a c t A major challenge for collaborative ﬁltering (CF) techniques in recommender systems is the data sparsity that is caused by missing and noisy ratings. This problem is even more serious for CF domains where the ratings are expressed numerically, e.g. as 5-star grades. We assume the 5-star ratings are unordered bins instead of ordinal relative preferences. We observe that, while we may lack the information in numerical ratings, we sometimes have additional auxiliary data in the form of binary ratings. This is especially true given that users can easily express themselves with their preferences expressed as likes or dislikes for items. In this paper, we explore how to use these binary auxiliary preference data to help reduce the impact of data sparsity for CF domains expressed in numerical ratings. We solve this problem by transferring the rating knowledge from some auxiliary data source in binary form (that is, likes or dislikes), to a target numerical rating matrix. In particular, our solution is to model both the numerical ratings and ratings expressed as like or dislike in a principled way. We present a novel framework of Transfer by Collective Factorization (TCF), in which we construct a shared latent space collectively and learn the data-dependent effect separately. A major advantage of the TCF approach over the previous bilinear method of collective matrix factorization is that we are able to capture the datadependent effect when sharing the data-independent knowledge. This allows us to increase the overall quality of knowledge transfer. We present extensive experimental results to demonstrate the effectiveness of TCF at various sparsity levels, and show improvements of our approach as compared to several state-of-the-art methods. © 2013 Elsevier B.V. All rights reserved.



1. Introduction Data sparsity is a major challenge in collaborative ﬁltering [23,9,43]. Sparsity refers to the fact that some observed ratings, e.g. 5-star grades, in a user-item rating matrix are too few, such that overﬁtting can easily happen when we use a prediction model for missing values in the test data. However, we observe that, some auxiliary data of the form “like” or “dislike” may be more easily obtained, such as the favored/disfavored data in Moviepilot1 and Qiyi,2 the dig/bury data in Tudou,3 the love/ban data in Last.fm,4 and the “Want to see”/“Not interested” data in Flixster.5 It is often more convenient for users to express such preferences instead of numerical ratings. The question we ask in this paper is: how do we take
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Table 1 Matrix illustration of some related work on transfer learning in collaborative ﬁltering. Note that SoRec, CMF, CBT and RMGM can be applied in more general problem settings, e.g. more than two matrices, more than one types of alignments, etc. Methods



Training data



Auxiliary data



SoRec (user side) [39]



R ∼ UV T Knowledge sharing: U = U1 Value domain: (U, V), (U1 , V1 ) ∈ D R D R = {(U, V) | U ∈ Rn×d , V ∈ Rm×d }



R1 ∼ U1 V1T



R ∼ UV T Knowledge sharing: V = V2 Value domain: (U, V), (U2 , V2 ) ∈ D R D R = {(U, V) | U ∈ Rn×d , V ∈ Rm×d }



R2 ∼ U2 V2T



CMF (item side) [52]



CBT (not aligned) [31]



R ∼ UBV T Knowledge sharing: B = B3 Value domain: (U, V), (U3 , V3 ) ∈ D {0,1} D {0,1} = {(U, V) | U ∈ {0, 1}n×d , U1 = 1, V ∈ {0, 1}m×d , V1 = 1}



R3 ∼ U3 B3 V3T



R ∼ UBV T Knowledge sharing: B = B3 Value domain: (U, V), (U3 , V3 ) ∈ D [0,1] D [0,1] = {(U, V) | U ∈ [0, 1]n×d , U1 = 1, V ∈ [0, 1]m×d , V1 = 1}



R3 ∼ U3 B3 V3T



RMGM (not aligned) [32]



advantage of auxiliary knowledge in the form of binary ratings to alleviate the sparsity problem in numerical ratings when we build a rating-prediction model? To the best of our knowledge, no previous work answered the question of how to jointly model a target data of numerical ratings and an auxiliary data of binary ratings. There are some prior works on using both the numerical ratings and implicit data of “whether rated” [28,35] or “whether purchased” [57] to help boost the prediction performance. Among the previous works, Koren [28] uses implicit data of “rated” as offsets in a factorization model, and Liu et al. [35] adapt the collective matrix factorization (CMF) approach [52] to integrate the implicit data of “rated.” Zhang and Nie [57] convert the implicit data of simulated purchases to a user-brand matrix as a user-side meta data representing brand loyalty and a user-item matrix of “purchased.” However, none of these previous works consider how to use auxiliary data in the form of like and dislike type of binary ratings in collaborative ﬁltering in a transfer learning framework. Most existing transfer learning methods in collaborative ﬁltering consider auxiliary data from several perspectives, including user-side transfer [39,11,58,38,55], item-side transfer [52], or knowledge-transfer using related but not aligned data [31, 32]. We illustrate the ideas of knowledge sharing from a matrix factorization view as shown in Table 1. We show four representative methods [39,52,31,32] in Table 1 and describe the details starting from a non-transfer learning method of probabilistic matrix factorization (PMF) [47]. Probabilistic matrix factorization The PMF [47] or latent factorization model (LFM) [4] seeks an appropriate low-rank approximation, R = UV T , for which any missing value can be predicted by rˆui = U u · V iT· , where U ∈ Rn×d , V ∈ Rm×d are user-speciﬁc and item-speciﬁc latent feature matrices, respectively. The optimization problem of PMF is as follows [47,4],



min EI (U, V) + α R(U, V) U,V



(1)
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m 1 T 2 2 T u =1 i =1 y ui (r ui − U u · V i · ) = 2 Y  (R − UV ) F 1 2 2 (U F + V F ) is a regularization term used to avoid 2



where EI (U, V) =



m



i =1  V i ·  ) = 2



1 2



n



41



n



is the loss function, and R(U, V) = 12 (



u =1 U u · 



2



+



overﬁtting.



Social recommendation SoRec [39] is proposed to alternatively factorize the target rating matrix R and a user-side social network matrix R1 with the constraint of sharing the same user-speciﬁc latent feature matrix (see U = U1 in Table 1). The objective function is formalized as follows [39],



min EI (U, V) + EI (U, V1 ) + α R(U, V, V1 )



U,V1 ,U



(2)



where (U, V) ∈ D R , and R(U, V, V1 ) = 12 (U2F + V2F + V1 2F ) is a regularization term on the latent variables. Collective matrix factorization CMF [52] is proposed to alternatively factorize the target rating matrix R and an item-side content matrix R2 with the constraint of sharing the same item-speciﬁc latent feature matrix (see V = V2 in Table 1). This approach is similar to that in SoRec [39], but with different auxiliary data. The optimization problem of CMF is stated as follows [52],



min EI (U, V) + EI (U2 , V) + α R(U, V, U2 )



U,V,U2



(3)



where (U, V) ∈ D R , and R(U, V, U2 ) = 12 (U2F + V2F + U2 2F ) is again a regularization term used to avoid overﬁtting. Codebook transfer The CBT [31] method consists of codebook construction and expansion steps. It achieves knowledge transfer with the assumption that both auxiliary and target data share a common cluster-level rating pattern (see B = B3 in Table 1). 1. Codebook construction. Assume that (U3 , V3 ) ∈ D {0,1} are user-speciﬁc and item-speciﬁc membership indicator matrices of the auxiliary rating matrix R3 , which are obtained using co-clustering algorithms such as NMF [19]. The constructed codebook is represented as B3 = [U3T R3 V3 ]  [U3T (R3 > 0)V3 ] [31], where [U3T R3 V3 ]k denotes the summation of ratings by users in a user cluster k on items in an item cluster . [U3T (R3 > 0)V3 ]k denotes the number of ratings from users in a user cluster k on items in an item cluster , hence, the element-wise division  resembles the idea of normalization, and [B3 ]k is the average rating of users in a user cluster k on items in an item cluster . 2. Codebook expansion. The codebook expansion problem is formalized as follows [31],



min EB (U, V) U,V



s.t.



(U, V) ∈ D {0,1}



(4)



where EB (U, V) = 12 Y  (R − UBV T )2F is a B-regularized square loss function, and B = B3 is the codebook constructed from the auxiliary data R3 . In [31], an alternating greedy-search algorithm is proposed to solve the combinatorial optimization problem in Eq. (4), and the choices of U uk = 1, V i  = 1 are used to select the entry located at (k, ) of B via [UBV T ]ui = U u · BV iT· . Thus, the predicted rating rˆui = [UBV T ]ui = [B]k is the average rating of users in the user cluster k on items in an item cluster  of the auxiliary data. Rating-matrix generative model RMGM [32] is derived and extended from the FMM generative model [50], and we rewrite it in a matrix factorization manner,



min



U,V,B,U3 ,V3



EB (U, V) + EB (U3 , V3 ) s.t. (U, V), (U3 , V3 ) ∈ D [0,1]



(5)



where EB (U, V) is again a B-regularized loss function, the same as given in Eq. (4). We can see that RMGM is different from CBT since it learns (U, V) and (U3 , V3 ) alternatively and relaxes the hard membership requirement as imposed by the indicator matrix, e.g. U ∈ {0, 1}n×d . A soft indicator matrix is used in RMGM [32], e.g., U ∈ [0, 1]n×d . In this paper, we consider the situation where the auxiliary data is such that the following information are aligned: users and items of the target rating matrix and the auxiliary binary rating matrix. This assumption gives us precise information on the mapping between auxiliary and target data, which can lead to higher performance than not having this knowledge. We illustrate the idea of these assumptions using matrices in Table 2, where we can see that our problem setting and proposed solution are both novel and different from the previous ones as shown in Table 1. We will discuss these novelty in the sequel. Our idea extends the ideas in our previous conference papers on this topic [43,42], on which we have extensively extended. Compared to these preliminary works, we have extended in the following aspects. First, we have included a new analysis of transfer learning methods in collaborative ﬁltering from the perspective of matrix factorization in Section 1. Second, we have provided more detailed derivations of our equations in Section 3. Third, we have included more experimental results that are reported in Section 4. Finally, we have added more related works and associated discussions as given in Section 5.
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Table 2 Matrix illustration of Transfer by Collective Factorization. Variants of TCF



Training data



Auxiliary data



CMTF (frontal side)



R ∼ UBV T



˜ V = V˜ Knowledge sharing: U = U, ˜ , V˜ ) ∈ D R Value domain: (U, V), (U D R = {(U, V) | U ∈ Rn×d , V ∈ Rm×d }



˜ ∼ U˜ B˜ V˜ T R



CSVD (frontal side)



R ∼ UBV T ˜ V = V˜ Knowledge sharing: U = U, ˜ , V˜ ) ∈ D ⊥ Value domain: (U, V), (U D ⊥ = {(U, V) | U ∈ Rn×d , U T U = I, V ∈ Rm×d , V T V = I}



˜ ∼ U˜ B˜ V˜ T R



The organization of the paper is as follows. We give a formal deﬁnition of the problem in Section 2 and then describe our solution in detail in Section 3. We present experimental results on real-world data sets in Section 4, and discuss about some related work in Section 5. Finally, we give some concluding remarks and future works in Section 6. 2. Heterogeneous collaborative ﬁltering problems 2.1. Problem deﬁnition In the target data, we have a user-item numerical rating matrix R = [r ui ]n×m ∈ {1, 2, 3, 4, 5, ?}n×m with q observed ratings, where the question mark “?” denotes a missing value, which can be an unobserved value. Note that the observed rating values in R are considered as unordered bins and are not limited to 5-star grades; instead, they can be any real numbers. We use an indicator matrix Y = [ y ui ]n×m ∈ {0, 1}n×m to denote whether the entry (u , i ) is observed  ( y ui = 1) or not ( y ui = 0), and y u ,i ui = q. Similarly, in the auxiliary data, we have a user-item binary rating matrix



˜ = [˜rui ]n×m ∈ {0, 1, ?}n×m with q˜ observations, where a value of one denotes the observed ‘like’ value, and zero denotes the R observed ‘dislike’ value. The question mark denotes  the missing value. Similar to the target data, we have a corresponding ˜ = [ y˜ ui ]n×m ∈ {0, 1}n×m , and ˜ ui = q˜ . Note that there is a one–one mapping between the users and indicator matrix Y u ,i y



˜ Our goal is to predict the missing values in R by transferring the rating knowledge from R. ˜ Note that items of R and R. the binary ratings here are different from the implicit data used in [28,35,57], which can be represented as {1, ?}n×m , since implicit data corresponds to positive observations only. 2.2. Challenges Our problem setting is novel and challenging. In particular, we enumerate the following challenges for the problem setting (see Fig. 1). 1. How to make use of the existing correspondences among users and items from two domains, given that such relationships are important and can serve as a bridge across two domains. Some previous solutions were proposed without such correspondences [31,32], and are thus imprecise. Other works have used correspondence information as additional constraints on the user-speciﬁc or item-speciﬁc latent feature matrices [39,52]. 2. What to transfer and how to transfer, as raised in [41]. Previous works that address this question include approaches that transfer the knowledge of latent features in an adaptive way [43] or in a collective way [39,52]. Some works in this direction include those that transfer cluster-level rating patterns [31] in an adaptive manner or in a collective manner [32]. 3. How to model the data-dependent effect of numerical ratings and binary ratings when sharing the data-independent knowledge? This question is important since clearly the auxiliary and target data may have different distributions and quite different semantic meanings. From Table 1, we can see that the solutions of [39,52,31,32] were proposed for different problem settings as compared to ours, as shown in Table 2 and Fig. 1. More speciﬁcally, for the aforementioned three challenges from our problem setting,
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Fig. 1. Graphical model of Transfer by Collective Factorization for transfer learning in collaborative ﬁltering. Note that we use the same set of user-speciﬁc latent feature vectors and the same set of item-speciﬁc latent feature vectors for both target data and auxiliary data.



the approaches of [39,52] cannot capture the data-dependent information, and the methods of [31,32] cannot make use of the existing correspondence information. 2.3. Overview of our solution We propose a principled matrix-based transfer-learning framework referred to as Transfer by Collective Factorization, which jointly factorizes the data matrices in three parts: a user-speciﬁc latent feature matrix, an item-speciﬁc latent feature matrix, and two data-dependent inner matrices. Speciﬁcally, the main idea of our solution has two major steps. First, we factorize ˜ ∼ U˜ B˜ V˜ T , with constraints both the target numerical rating matrix, R ∼ UBV T , and the auxiliary binary rating matrix, R ˜ and item-speciﬁc latent feature matrix V = V˜ (see Table 2 for matrix of sharing user-speciﬁc latent feature matrix U = U ˜ separately in each domain to capture the domain-dependent illustration). Second, we learn the inner matrices B and B information, since the semantic meaning and distributions of numerical ratings and binary ratings may be different. As ˜ can be considered as data-dependent correlations between the an alternative interpretation, the inner matrices B and B rows of U and columns of V T for target data and auxiliary data, respectively. Those two major steps are iterated to have richer interactions for knowledge sharing [13,54] until we reach convergence to a locally optimal state. The intuition of our ˜ and approach is that same users and items in two domains are likely to have the same latent feature matrices, e.g. U = U ˜ while the domain differences, the data-dependent information, are left for the inner matrices, B and B. ˜ V = V, In summary, our major contributions are: 1. We make full use of the correspondences among users and items, from a source and a target domains. We allow the aligned users and items to share the same user-speciﬁc latent feature matrix and item-speciﬁc latent feature matrix, respectively. 2. We construct a shared latent space to address the what to transfer question, via a matrix tri-factorization, or trilinear, method in a collective way to address the how to transfer question. 3. We model the data-dependent effect of binary ratings and numerical ratings by learning the inner matrices of trilinear method separately. 3. Transfer by collective factorization 3.1. Model formulation We assume that a user u’s rating on an item i in the target data, r ui , is generated from the user-speciﬁc latent feature vector U u · ∈ R1×du , item-speciﬁc latent feature vector V i · ∈ R1×d v , and some data-dependent effect denoted as B ∈ Rdu ×d v . Note that this formulation is different from the PMF formulation [47], which only contains U u · and V i · . Similarly, our graphical model as shown in Fig. 1 is a signiﬁcant extension of the graphical model of PMF [47], where U u · , u = 1, . . . , n, ˜ are designed to capture the data-dependent effect. We ﬁx and V i · , i = 1, . . . , m, are shared to bridge two data, while B, B d = du = d v for notation simplicity in the sequel. We deﬁne a conditional distribution as
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p (r ui |U u · , B, V i · , αr ) = N r ui |U u · BV iT· , αr−1 , where N (x|μ, α −1 ) =







α exp −α (x2−μ)



2π



2



is the Gaussian distribution with mean



μ and precision α . We further deﬁne



the prior distributions over U u · , V i · and B as p (U u · |αu ) = N (U u · |0, αu−1 I), p ( V i · |α v ) = N ( V i · |0, α v−1 I), and p (B|β) = N (B|0, (β/q)−1 I). We then have the log-posterior function over the latent variables U ∈ Rn×d , B ∈ Rd×d and V ∈ Rm×d via Bayesian inference,



log p (U, B, V|R, αr , αu , α v , β)



= log



m n   



 y ui



p (r ui |U u · , B, V i · , αr ) p (U u · |αu ) p ( V i · |α v ) p (B|β)



u =1 i =1



= log



m n            y N rui |U u · BV iT· , αr−1 N U u · |0, αu−1 I N V i · |0, α v−1 I N B|0, (β/q)−1 I ui



u =1 i =1 m n 



=−



u =1 i =1



where C = ln



−







αr



2π



m n 



+ ln 



y ui



u =1 i =1 







αr 



y ui



r ui − U u · BV iT·



2







αu



+ ln



2π







αv



2π



+ ln



2







+ β



2qπ



αu 2



U u · 2F +



αv 2



 V i · 2F +



is a constant. Setting



β 2q



 B2F + C



αr = 1, we have







2 α u β 1 αv r ui − U u · BV iT· + U u · 2F +  V i · 2F − B2F . 2 2 2 2



Similarly, in the auxiliary data, we have a log-posterior function for the matrix tri-factorization, or trilinear, model, ˜ , V|R˜ , αr , αu , α v , β). To jointly maximize these two log-posterior functions, we have log p (U, B



˜ , V|R˜ , αr , αu , α v , β) max log p (U, B, V|R, αr , αu , α v , β) + λ log p (U, B



˜ U,V,B,B



s.t.



U, V ∈ D



where λ > 0 is a tradeoff parameter to balance the target and auxiliary data and D is the value domain of the latent variables. D can be DR = {U ∈ Rn×d , V ∈ Rm×d } or D⊥ = DR ∩ {U T U = I, V T V = I} to get the effect of ﬁnding latent topics [18,43] and noise reduction [6,27] in SVD. Thus we have two variants of TCF, CMTF (collective matrix tri-factorization) for DR and CSVD (collective SVD) for D⊥ . Although 2DSVD or Tucker2 [20] can factorize a sequence of full matrices, it does not achieve the goal of missing-value prediction in sparse observation matrices, which is accomplished in our proposed approach. Finally, we obtain the following equivalent minimization problem for TCF,



min



˜ U,V,B,B



m n 



y ui



u =1 i =1



+λ



m n 



2 α u 1 αv r ui − U u · BV iT· + U u · 2 +  V i · 2 2 2 2 



y˜ ui



u =1 i =1



 1 ˜ T 2 + αu U u · 2 + α v  V i · 2 r˜ui − U u · BV i· 2 2 2







β



B2F + λ B˜ 2F 2 2 U, V ∈ D.



+ s.t.



β







(6)



˜ to learn U To solve the optimization problem in Eq. (6), we ﬁrst collectively factorize two data matrices of R and R ˜ separately. We transfer the knowledge of latent feature matrices, U and V via collective and V. We then estimate B and B ˜ For this reason, we call our approach Transfer by Collective Factorization. factorization of the rating matrices R and R. 3.2. Learning the TCF Learning U and V in CMTF analytically.



Given B and V, we show that the user-speciﬁc latent feature matrix U in Eq. (6) can be obtained



Theorem 1. Given B and V, we can obtain the user-speciﬁc latent feature matrix U in a closed form.
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m



1 T 2 i =1 y ui [ 2 (r ui − U u · BV i · ) β ˜ 2 B F }, and we have 2



Proof. Let f u = αv 2



 V i · 2 ] +



45



 ˜ T )2 + αu U u · 2 + ˜ ui [ 12 (˜rui − U u · BV + α2u U u · 2 + α2v  V i · 2 ] + β2 B2F + λ{ m i =1 y i· 2



   ∂ fu = y ui −r ui + U u · BV iT· V i · B T + αu U u · ∂ U u· m



i =1



+λ



m 







i =1



=−



m 







˜ T V i · B˜ T + αu U u · y˜ ui −˜r ui + U u · BV i·



˜T y ui r ui V i · B T + λ y˜ ui r˜ui V i · B











i =1



+ αu U u ·



m m   ˜ T V i · B˜ T . ( y ui + λ y˜ ui ) + U u · y ui BV iT· V i · B T + λ y˜ ui BV i· i =1



∂f Setting ∂ U u u·



i =1



= 0, we have the update rule for each U u · ,



1 U u· = bu C − u , m   ˜ T V i · B˜ T ) + αu m ( y ui + λ y˜ ui )I and bu = m ( y ui rui V i · BT + λ y˜ ui r˜ui V i · B˜ T ). where C u = i =1 ( y ui BV iT· V i · B T + λ y˜ ui BV i =1 i =1 i·



(7)



We can see that U u · in Eq. (7) is independent of all other users’ latent features given B and V, thus we can obtain the user-speciﬁc latent feature matrix U analytically. 2 Similarly, given B and U, the latent feature vector V i · of each item i can be estimated in a closed form, and thus the whole item-speciﬁc latent feature matrix V can be obtained analytically,



1 V i· = bi C − , (8) i n   n n ˜ T U uT· U u · B˜ ) + α v ˜ ui )I and b i = u =1 ( y ui rui U u · B + λ y˜ ui r˜ui U u · B˜ ). where C i = u =1 ( y ui B T U uT· U u · B + λ y˜ ui B u =1 ( y ui + λ y



The closed-form update rule in Eq. (7) or Eq. (8) can be considered as a generalization of the alternating least square (ALS) approach in [4]. Note that Bell and Koren [4] consider bilinear model in a single matrix, which is different from our trilinear models of two matrices. Learning U and V in CSVD Since the constraints D⊥ have similar effect of regularization, we remove the regularization terms in Eq. (6) and reach a simpliﬁed optimization problem,



min U,V



s.t.



1 2



    Y  R − UBVT 2 + λ Y˜  R˜ − UBV ˜ T 2 F F 2



T



T



U U = I,



V V = I.



(9)



˜  (R˜ − UBV ˜ T )2 . We have the gradients on U as follows, Let f = 12 Y  (R − UBV T )2F + λ2 Y F



      ∂f ˜ T − R˜ VB˜ T . = Y  UBVT − R VBT + λ Y˜  UBV ∂U Then, the variable U can be learned via a gradient descent algorithm on the Grassmann manifold [21,10,27],







U ← U − γ I − UU T We now show that



∂ f ∂U



= U − γ ∇ U.



(10)



γ can be obtained analytically in the following theorem.



Theorem 2. The step size γ in Eq. (10) can be obtained analytically. Proof. Plugging in the update rule in Eq. (10) into the objective function in Eq. (9), we have



g (γ ) =



1 2



  Y  R − (U − γ ∇ U)BVT 2 F



  λ ˜ T 2 + Y˜  R˜ − (U − γ ∇ U)BV F



=



1 2



2















 



2 Y  R − UBV T + γ Y  ∇ UBV T F



    λ ˜ T + γ Y˜  ∇ UBV ˜ T 2 . + Y˜  R˜ − UBV F 2
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˜  (R˜ − UBV ˜ T ), t 2 = Y  (∇ UBV T ), t˜2 = Y˜  (∇ UBV ˜ T ), we have g (γ ) = 1 t 1 + γ t 2 2 + Denoting t 1 = Y  (R − UBV T ), t˜1 = Y F 2 λ 2



t˜1 + γ t˜2 2F , and the gradient



         ∂ g (γ ) = tr t 1T t 2 + γ tr t 2T t 2 + λ tr t˜1T t˜2 + γ tr t˜2T t˜2 , ∂γ



γ=



from which we obtain



− tr(t 1T t 2 )−λ tr(t˜1T t˜2 ) ∂ g (γ ) via setting ∂ γ tr(t 2T t 2 )+λ tr(t˜2T t˜2 )



= 0. 2



Similarly, we have the update rule for the item-speciﬁc latent feature matrix V,



V ← V − γ ∇V



(11)



˜  (UBV ˜ T − R˜ ))UB. ˜ where ∇ V = (I − VV T ) ∂ V , and ∂ V = (Y  (UBV T − R))UB + λ(Y Note that the previous works of [10,27] use the gradient descent approach also on a Grassmann manifold. But, they study a single-matrix factorization problem and adopt a different learning algorithm on the Grassmann manifold for searching the step size γ . ∂f



∂f



˜ ˜ separately in each data, e.g. for the target data. Let F (R ∼ UBV T ) = can estimate B and B Learning  mB and B1 Given U, V,Twe β n αu αv 2 2 2 2 y [ ( r − U BV ) +  U  +  V u· u· i ·  ] + 2 B F , we have u =1 i =1 ui 2 ui i· 2 2 



 m n   2 β 1 + B2F F R ∼ UBV T ∝ y ui r ui − U u · BV iT· 2



u =1 i =1



2



 2 β  1 = Y  R − UBVT F + B2F . 2



2



Thus, we obtain the following equivalent minimization problem,



min B



1 2



  Y  R − UBVT 2 + β B2 F F 2



(12)



where the data-dependent parameter B can be estimated exactly the same as that of estimating w in a corresponding 2 least square SVM problem, where w = vec(B) = [ B ·T1 . . . B ·Td ] T ∈ Rd ×1 is a large vector that is concatenated from columns of 2 matrix B. The instances can be constructed as {xui , r ui } with y ui = 1, where xui = vec(U uT· V i · ) ∈ Rd ×1 . Hence, we obtain the following least-square SVM problem,



min w



1 2



r − Xw 2F +



β 2



 w 2F



(13)



where X = [. . . xui . . .] T ∈ R p ×d (with y ui = 1) is the data matrix, and r ∈ {1, 2, 3, 4, 5} p ×1 is the corresponding observed ratings from R. Setting ∇ w = −X T (r − Xw ) + β w = 0, we have 2







 −1



w = XT X + β I



XT r .



(14)



Note that B or w can be considered as a linear compact operator [1] and solved eﬃciently using various existing off-theshelf tools. ˜ U and V. The complete algoFinally, we can solve the optimization problem in Eq. (6) by alternatively estimating B, B, r ui −1 rithm is given in Fig. 2. Note that we can scale the target matrix R with r ui = 4 , y ui = 1, u = 1, . . . , n, i = 1, . . . , m, in order to remove the value range difference of two data sources. We adopt random initialization for U, V in CMTF and SVD ˜ for that in CSVD. results [17] of R 3.3. Analysis



˜ U and V in Fig. 2 will monotonically decrease the objective function in Eq. (6), and Each sub-step of updating B, B, hence ensure the convergence to a local minimum. We use a validation data set to determine the convergence condition and tune the parameters (see Section 4.3). The time complexity of TCF and other baseline methods (see Section 4) are obtained as follows: (i) AF: O (q), (ii) PMF [47]: O ( K qd2 + K max(n, m)d3 ), (iii) cPMF [47]: O ( K qc˜ d2 + K max(n, m)d3 ), (iv) SVD [48]: O (nm) since it ﬁlls the missing ratings with average values, (v) PCC [45]: O (n2 ), (vi) OptSpace [27]: O ( K qd3 + K d6 ), (vii) CMF [52]: O ( K max(q, q˜ )d2 + K max(n, m)d3 ), and (viii) TCF: O ( K max(q, q˜ )d3 + K d6 ), where K is the number of ˜ respectively, c˜ is iterations to convergence, q, q˜ (q, q˜ > n, m) is the number of non-missing entries in the matrix R and R, ˜ the average number of raters of an item in R, and d is the number of latent features. Note that the TCF algorithm can be sped up via a stochastic sampling (or stochastic gradient descent) algorithm or ˜ in both CMTF and CSVD is equivalent to that distributed computing. More speciﬁcally, the step for estimating B or B
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˜ the target user-item Input: The target user-item numerical rating matrix R, the auxiliary user-item binary rating matrix R, ˜ indicator matrix Y, the auxiliary user-item indicator matrix Y. Output: The shared user-speciﬁc latent feature matrix U, the shared item-speciﬁc latent feature matrix V, the inner matrix ˜ to model the target data-dependent information B, the inner matrix to model the auxiliary data-dependent information B. Step 1. Scale ratings in R (rui =



r ui −1 4



, y ui = 1, u = 1, . . . , n, i = 1, . . . , m).



˜ Step 2. Initialize U, V: randomly initialize U and V for CMTF; initialize U and V in CSVD using the SVD [17] results of R. ˜ as shown in Eq. (14). Step 3. Estimate B and B ˜ Step 4. Update U, V, B, B. repeat repeat Step 4.1.1. Fix B and V, update U in CMTF as shown in Eq. (7) or CSVD as shown in Eq. (10). Step 4.1.2. Fix B and U, update V in CMTF as shown in Eq. (8) or CSVD as shown in Eq. (11). until Convergence ˜ as shown in Eq. (14). Step 4.2. Fix U and V, update B and B until Convergence Fig. 2. The algorithm of Transfer by Collective Factorization.



of least square SVM, thus various existing off-the-shelf tools can be used, e.g. we can use the stochastic sampling (or stochastic gradient descent) method [8] and distributed algorithms [14]. Second, the step for estimating U, V in CMTF can be distributed the same as that of PMF and CMF. For example, once B and V are given, each user u’s latent feature vector U u · is independent of that of other users, which ﬁts the MPI (message passing interface) framework well. 4. Experimental results Our experiments are designed to verify the following hypotheses. We believe that transfer learning is effective in addressing the data sparsity problem in collaborative ﬁltering, although the smoothing methods are very competitive baselines for the task of missing-value prediction in a sparse rating matrix. In particular, (a) we believe that the proposed transfer learning methods, CMTF and CSVD, perform better than baseline algorithms; (b) we believe that the transfer learning method CMTF-link is better than the non-transfer learning methods of PMF [47], SVD [48] and OptSpace [27]; ˜ in CMTF (c) we believe that the transfer learning method CMTF is better than CMF-link, since the inner matrices B and B are used to capture data-dependent information; (d) we believe that the transfer learning method CSVD is better than CMTF, since the orthonormal constraints in CSVD can selectively transfer the most useful knowledge via noise reduction. We verify each of the above four hypotheses in Section 4.3. 4.1. Data sets and evaluation metrics We evaluate the proposed method using two movie rating data sets, Moviepilot and Netﬂix,6 and compare to some state-of-the-art baseline algorithms. Subset of Moviepilot data The Moviepilot rating data contains more than 4.5 × 106 ratings with values in [0, 100], which are given by more than 1.0 × 105 users on around 2.5 × 104 movies [46]. The data set used in the experiments is constructed as follows, 1. we ﬁrst randomly extract a 2000 × 2000 dense rating matrix R from the Moviepilot data. We then normalize the ratings r ui by 25 + 1, and the new rating range is [1, 5]; 2. we randomly split R into training and test sets, T R , T E , with 50% ratings, respectively. T R , T E ⊂ {(u , i , r ui ) ∈ N × N × [1, 5] | 1  u  n, 1  i  m}. T E is kept unchanged, while different (average) number of observed ratings for each user,  4, 8, 12, 16, are randomly sampled from T R for training, with different sparsity ( u ,i y ui /n/m) levels of 0.2%, 0.4%, 0.6% and 0.8% correspondingly; ˜ To 3. we randomly pick 40 observed ratings on average from T R for each user to construct the auxiliary data matrix R. ˜ by relabeling ratings simulate heterogeneous auxiliary and target data, we adopt a pre-processing approach [51] on R, ˜ ˜ with  value rui  3 in R as 0 (dislike), and then ratings with value rui > 3 as 1 (like). The overlap between R and R ( u ,i y ui y˜ ui /n/m) is 0.026%, 0.062%, 0.096% and 0.13% correspondingly. 6



http://www.netﬂix.com.



48



W. Pan, Q. Yang / Artiﬁcial Intelligence 197 (2013) 39–55



Table 3 Description of subset of Moviepilot data (n = m = 2000) and subset of Netﬂix data (n = m = 5000). Data set Moviepilot (subset)



Netﬂix (subset)



Form



Sparsity



target (training) target (test) auxiliary



[1, 5] ∪ {?} [1, 5] ∪ {?} {0, 1, ?}



< 1% 11.4% 2%



target (training) target (test) auxiliary



{1, 2, 3, 4, 5, ?} {1, 2, 3, 4, 5, ?} {0, 1, ?}



< 1% 11.3% 2%



Subset of Netﬂix data The Netﬂix rating data contains more than 108 ratings with values in {1, 2, 3, 4, 5}, which are given by more than 4.8 × 105 users on around 1.8 × 104 movies. The data set used in the experiments is constructed as follows, 1. we use the target data in our previous work [43], which is a dense 5000 × 5000 rating matrix R from the Netﬂix data; more speciﬁcally, in [43], we ﬁrst identify 5000 movies appearing both in MovieLens7 and Netﬂix via the movie title, and then select 10 000 most frequent users and another 5000 most popular items from Netﬂix, and the 5000 items used in this paper are the movies appearing both in MovieLens and Netﬂix and the 5000 users used in this paper are the most frequent 5000 users; 2. we randomly split R into training and test sets, T R , T E , with 50% ratings, respectively. T E is kept unchanged, while different (average) number of observed ratings for each user, 10, 20, 30, 40, are randomly sampled from T R for training, with different sparsity levels of 0.2%, 0.4%, 0.6% and 0.8% correspondingly; ˜ To 3. we randomly pick 100 observed ratings on average from T R for each user to construct the auxiliary data matrix R. ˜ simulate heterogeneous auxiliary and target data, we adopt the pre-processing approach [51] on R, by relabeling 1, 2, 3 ˜ as 0 (dislike), and then 4, 5 ratings as 1 (like). The overlap between R˜ and R ( ˜ ui /n/m) is 0.035%, ratings in R u ,i y ui y 0.071%, 0.11% and 0.14% correspondingly. The ﬁnal data sets8 are summarized in Table 3. Evaluation metrics



We adopt the evaluation metrics of Mean Absolute Error (MAE) and Root Mean Square Error (RMSE),







MAE =



|rui − rˆui |/| T E |,



(u ,i ,r ui )∈ T E 



RMSE =







(rui − rˆui )2 /| T E |



(u ,i ,r ui )∈ T E



where r ui and rˆui are the true and predicted ratings, respectively, and | T E | is the number of test ratings. In all experiments, we run 3 random trials when generating the required number of observed ratings from T R , and averaged results are reported. 4.2. Baselines and parameter settings We compare our TCF method with ﬁve non-transfer learning methods: the average ﬁlling method (AF), Pearson correlation coeﬃcient (PCC) [45], PMF [47], SVD [48], OptSpace [27], as well as two learning methods using auxiliary data: CMF [52] with logistic link function (CMF-link) and constrained PMF (cPMF) [47]. We study the following six average ﬁlling (AF) methods,



rˆui = r¯u · , rˆui = r¯·i , rˆui = (¯r u · + r¯·i )/2, rˆui = b u · + r¯·i , rˆui = r¯u · + b·i , rˆui = r¯ + b u · + b·i 7 8



http://www.grouplens.org/node/73. The data and code can be downloaded at http://www.cse.ust.hk/~weikep/TCF-data-code.zip.
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Fig. 3. Logistic link function



σ (x) =
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1 . 1+exp{−γ (x−0.5)}



    where r¯u · = i y i, b u · = ui r ui / i y ui is the average rating  of user u, r¯·i =  u y ui rui / u y ui is the average rating  of item  i y ui (r ui − r¯·i )/ i y ui is the bias of user u, b ·i = u y ui (r ui − r¯u · )/ u y ui is the bias of item i, and r¯ = u ,i y ui r ui / u ,i y ui is the global average rating. We use rˆui = r¯ + b u · + b·i as it performs best in our experiments. In order to compare with the commonly used average ﬁlling methods, we also report the results of rˆui = r¯u · and rˆui = r¯·i . For SVD [48], we adopt the approach of 5-star numerical rating predictions, which are reported as the best one in [48]. ˘ as follows [48], Speciﬁcally, we convert the original rating matrix R to R







r ui → r˘ui =



r ui − r¯u · , if y ui = 1 (rated), r¯·i − r¯u · ,



if y ui = 0 (not rated)



where r¯u · is the user u’s average rating and r¯·i is the item i’s average rating, the same as that used in the aforementioned ˘ R˘ = UΣ V T ; and ﬁnally, the rating of user u on item average ﬁlling methods; and then we apply SVD [5,48] on the matrix R, i can be predicted as follows [48],



rˆui = r¯u · + U u · Σ V iT· where the average rating r¯u · is added to the prediction rule. For PCC, since the data matrices are sparse, we use the whole set of neighboring users in the prediction rule. For PMF, cPMF, SVD, OptSpace, CMF-link and TCF, we ﬁx the latent feature number d = 10. For PMF, different tradeoff parameters of αu = α v ∈ {0.01, 0.1, 1} are tried; for cPMF, different tradeoff parameters of αu = α v = α w ∈ {0.01, 0.1, 1} are tried; for CMF-link, different tradeoff parameters αu = α v ∈ {0.01, 0.1, 1}, λ ∈ {0.01, 0.1, 1} are tried; for CMTF, β is ﬁxed as 1, and different tradeoff parameters αu = α v ∈ {0.01, 0.1, 1}, λ ∈ {0.01, 0.1, 1} are tried; for CSVD, different tradeoff parameters λ ∈ {0.01, 0.1, 1} are tried. {1,2,3,4,5}−1 or [1,2,3,44,5]−1 , a logistic link function σ (U u · V iT· ) is embedTo alleviate the data heterogeneity of {0, 1} and 4 ded in the auxiliary data matrix factorization of CMF,



min U,V



M N 



y ui



u =1 i =1



+λ



M N 



2 α u 1 αv r ui − U u · V iT· + U u · 2 +  V i · 2 2 2 2 



y˜ ui



u =1 i =1







 2 αu 1 αv r˜ui − σ U u · V iT· + U u · 2 +  V i · 2 2 2 2



where σ (x) = 1+exp{−1γ (x−0.5)} (see Fig. 3) and different parameters For cPMF [47], we integrate the auxiliary data as follows,



min



U,V,W



+



m n 



y ui



u =1 i =1



αu 2







 



2



U u ·  +



1 2



αv 2



r ui −



U u· +



m 



y˜ u j W j ·



j =1 2



 V i·  +



m αw 



2



m  







j =1



 y˜ u j







γ ∈ {1, 10, 20} are tried. 2



V iT·



2



W j· 



j =1



where U ∈ Rn×d is a user-speciﬁc latent feature matrix, V ∈ Rm×d is an item-speciﬁc latent feature matrix, and W ∈ Rm×d is called the latent similarity constraint matrix [47]. Once we have learned the model parameters, we can predict the rating
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Table 4 Prediction performance on the subset of Moviepilot data (see Table 3) of AF for rˆui = r¯ + bu · + b·i , AF (user) for rˆui = r¯u · , AF (item) for rˆui = r¯·i , PCC [45], SVD [48], PMF [47], cPMF for constrained PMF [47], OptSpace [27], CMF-link for CMF [52] with logistic link function, and two variants of Transfer by Collective Factorization, TCF (CMTF) and TCF (CSVD). Numbers in boldface (e.g. 0.7087) and in Italic (e.g. 0.7415) are the best and second best results among all methods, respectively. Metrics



MAE



RMSE



Methods



Sparsity 0.2%



0.4%



0.6%



0.8%



(tr. 3, val. 1)



(tr. 7, val. 1)



(tr. 11, val. 1)



(tr. 15, val. 1)



AF AF (user) AF (item) PCC



0.7942±0.0047 0.8269±0.0081 0.8126±0.0035 0.7956±0.0237



0.7259±0.0022 0.7819±0.0041 0.7721±0.0014 0.7785±0.0102



0.6956±0.0017 0.7643±0.0018 0.7541±0.0011 0.7215±0.0211



0.6798±0.0010 0.7559±0.0011 0.7449±0.0002 0.6766±0.0095



PMF cPMF SVD OptSpace



0.8118±0.0014 0.8368±0.0012 0.8262±0.0081 1.3465±0.0352



0.7794±0.0009 0.7681±0.0011 0.7796±0.0039 0.7971±0.0031



0.7602±0.0009 0.7526±0.0013 0.7603±0.0017 0.7541±0.0039



0.7513±0.0005 0.7462±0.0007 0.7505±0.0013 0.7260±0.0024



CMF-link TCF (CMTF) TCF (CSVD)



0.9956±0.0149 0.7415±0.0018 0.7087±0.0035



0.7632±0.0005 0.7021±0.0020 0.6860±0.0023



0.7121±0.0007 0.6871±0.0013 0.6743±0.0048



0.6905±0.0007 0.6776±0.0006 0.6612±0.0028



AF AF (user) AF (item) PCC



1.0391±0.0071 1.0867±0.0120 1.0615±0.0053 1.0395±0.0358



0.9558±0.002 1.0206±0.0054 1.0073±0.0012 1.0217±0.0091



0.9177±0.0017 0.9929±0.0025 0.9836±0.0009 0.9582±0.0261



0.8977±0.0002 0.9802±0.0015 0.9722±0.0003 0.9005±0.0125



PMF cPMF SVD OptSpace



1.0330±0.0012 1.0906±0.0016 1.0869±0.0121 1.7189±0.0314



1.0123±0.0013 0.9900±0.0004 1.0210±0.0053 1.0611±0.0062



0.9832±0.0009 0.9679±0.0013 0.9936±0.0024 0.9952±0.0024



0.9706±0.0003 0.9599±0.0004 0.9813±0.0014 0.9543±0.0042



CMF-link TCF (CMTF) TCF (CSVD)



1.3024±0.0170 0.9449±0.0018 0.9298±0.0038



1.0066±0.0036 0.9109±0.0013 0.9039±0.0018



0.9366±0.0007 0.8967±0.0011 0.8898±0.0052



0.9072±0.0009 0.8875±0.0003 0.8744±0.0033



m



m



˜ u j W j · / j =1 y˜ u j ) V iT· . In our experiments of cPMF, we use auxiliary data of “like” of user u on item i as rˆui = (U u · + j =1 y since it produces better results than using both “like” and “dislike.” 4.3. Summary of the experimental results We randomly sample n ratings (one rating per user on average) from the training data R and use them as the validation set to determine the tradeoff parameters (αu , α v , α w , β , λ) and the number of iterations to convergence for PMF, cPMF, OptSpace, CMF-link and TCF. For AF, PCC and SVD, both the training set and validation set are combined as one set of training data. The results on test data (unavailable during training) are reported in Tables 4 and 5. We can make the following observations: 1. For the smoothing method of average ﬁlling (AF), we can see that the best variant, rˆui = r¯u · + b u · + b·i , is very competitive for sparse rating data, while the commonly used average ﬁlling methods of rˆui = r¯u · and rˆui = r¯·i are much worse. There are two reasons for the advantages of AF. First, average ﬁlling is a very strong baseline, especially on small and dense subsets of the Netﬂix and Moviepilot data. Second, PMF and cPMF show their advantages when the user-item rating matrix is large, e.g. the whole data set used in the Netﬂix competition, and can be improved if we tune the parameters in ﬁner granularity. 2. For matrix factorization methods with orthonormal constraint including SVD and OptSpace, we can see that SVD is better than OptSpace when the sparsity is lower (e.g.  0.6% for Moviepilot and  0.4% for Netﬂix), while OptSpace beats SVD when the rating matrix becomes denser, which can be explained by the different strategies adopted by SVD and OptSpace for missing ratings. SVD ﬁlls the missing ratings with average values, which may help for an extremely sparse rating matrix, but will hurt the performance when the rating matrix becomes denser. 3. For the sparsity problem in collaborative ﬁltering, transfer learning is a very attractive technique: (a) The proposed transfer learning methods of CMTF and CSVD perform signiﬁcantly better than all other baselines at all sparsity levels. (b) For the transfer learning method of CMF-link, we can see that it is signiﬁcantly better than the non-transfer learning methods of PMF, SVD and OptSpace at almost all sparsity levels (except the extremely sparse case of 0.2% on Moviepilot), but is still worse than AF, which can be explained by the heterogeneity of the auxiliary binary rating data and target numerical rating data, and the usefulness of smoothing (AF) for sparse data. For PMF and cPMF, we can see that cPMF with auxiliary data is better than PMF in most cases. (c) For the transfer learning methods of CMTF and CMF-link, we can see that CMTF performs better than CMF-link in ˜ in CMTF. all cases, which shows the advantages of modeling the data-dependent effect using inner matrices B and B
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Table 5 Prediction performance on the subset of Netﬂix data (see Table 3) of AF for rˆui = r¯ + bu · + b·i , AF (user) for rˆui = r¯u · , AF (item) for rˆui = r¯·i , PCC [45], SVD [48], PMF [47], cPMF for constrained PMF [47], OptSpace [27], CMF-link for CMF [52] with logistic link function, and two variants of Transfer by Collective Factorization, TCF (CMTF) and TCF (CSVD). Numbers in boldface (e.g. 0.7405) and in Italic (e.g. 0.7589) are the best and second best results among all methods, respectively. Metrics



MAE



RMSE



Methods



Sparsity 0.2%



0.4%



0.6%



0.8%



(tr. 9, val. 1)



(tr. 19, val. 1)



(tr. 29, val. 1)



(tr. 39, val. 1)



AF AF (user) AF (item) PCC



0.7765±0.0006 0.8060±0.0021 0.8535±0.0007 0.8233±0.0228



0.7429±0.0006 0.7865±0.0010 0.8372±0.0005 0.7888±0.0418



0.7308±0.0005 0.7798±0.0009 0.8304±0.0002 0.7714±0.0664



0.7246±0.0003 0.7767±0.0003 0.8270±0.0001 0.7788±0.0516



PMF cPMF SVD OptSpace



0.8879±0.0008 0.8491±0.0181 0.8055±0.0021 0.8276±0.0004



0.8467±0.0006 0.8147±0.0006 0.7846±0.0010 0.7812±0.0040



0.8087±0.0188 0.8122±0.0005 0.7757±0.0009 0.7572±0.0027



0.7642±0.0003 0.7864±0.0057 0.7711±0.0002 0.7418±0.0038



CMF-link TCF (CMTF) TCF (CSVD)



0.7994±0.0017 0.7589±0.0175 0.7405±0.0007



0.7508±0.0008 0.7195±0.0055 0.7080±0.0002



0.7365±0.0004 0.7031±0.0005 0.6948±0.0007



0.7295±0.0003 0.6962±0.0009 0.6877±0.0007



AF AF (user) AF (item) PCC



0.9855±0.0004 1.0208±0.0015 1.0708±0.0011 1.0462±0.0326



0.9427±0.0007 0.9921±0.0012 1.0477±0.0005 1.0041±0.0518



0.9277±0.0006 0.9834±0.0004 1.0386±0.0004 0.9841±0.0848



0.9200±0.0002 0.9791±0.0002 1.0339±0.0001 0.9934±0.0662



PMF cPMF SVD OptSpace



1.0779±0.0001 1.0606±0.0199 1.0202±0.0014 1.0676±0.0020



1.0473±0.0004 1.0125±0.0007 0.9906±0.0012 1.0089±0.0024



1.0205±0.0112 1.0066±0.0006 0.9798±0.0005 0.9750±0.0010



0.9691±0.0007 0.9930±0.0044 0.9741±0.0004 0.9543±0.0037



CMF-link TCF (CMTF) TCF (CSVD)



1.0204±0.0013 0.9653±0.0198 0.9502±0.0005



0.9552±0.0009 0.9171±0.0063 0.9074±0.0004



0.9369±0.0004 0.8971±0.0005 0.8903±0.0006



0.9277±0.0004 0.8884±0.0007 0.8809±0.0005



(d) For the two variants of TCF, we can see that the transfer learning method CSVD further improves the performance over CMTF in all cases, which shows the effect of noise reduction from the orthonormal constraints, U T U = I and V T V = I. To further study the effectiveness of selective transfer via noise reduction in TCF, we compare the performance of CMTF and CSVD at different sparsity levels with different auxiliary data of sparsity 1%, 2% and 3% on the subset Netﬂix data. The results are shown in Fig. 4. We can see that CSVD performs better than CMTF in all cases, which again shows the advantage of CSVD in transferring the most useful knowledge. There is a very fundamental question in transfer learning [41], namely when to transfer, which is related to negative transfer [40]. For our problem setting (see Fig. 1), negative transfer [40] may happen when the density of auxiliary binary ratings is lower than that of target numerical ratings, or the semantic meaning of auxiliary binary ratings are completely different from that of target numerical ratings. However, in our work, we assume that the auxiliary binary ratings are denser than the target numerical ratings, and both ratings are related though there are some differences. Thus, under our assumption, negative transfer is not likely to happen. In fact, negative transfer is not observed in our empirical studies. 5. Related works SVD Low-rank singular value decomposition (SVD) or principal component analysis (PCA) [5,25] is widely used in information retrieval and data mining to ﬁnd latent topics [18] and to reduce noise [6]. These solutions have also been applied in collaborative ﬁltering [24,22,7,44,48,53,29,10,27]. Among them, some works apply non-iterative SVD or PCA on a full matrix after some preprocessing to remove the missing values [24,22,7,44,48], while other works [53,29] use iterative SVD on a full matrix in an expectation-maximization (EM) procedure. Still other works [10,27] take the missing ratings as unknown and directly optimize the objective function over the observed ratings only. Our strategy is similar to that of [10,27], since we also take missing ratings as unknown. We use two representative methods of SVD [48] and OptSpace [27] as our baselines in the experiments. The differences of our approach and those previously published SVD-based methods can be identiﬁed from two aspects. First, we take missing ratings as unknown, while most previous works pre-process the rating matrix to obtain a full matrix on which PCA or SVD is applied. Second, we make use of some auxiliary data besides the target rating data via transfer learning techniques, while the aforementioned works only have a target rating matrix. PMF PMF [47] is a recently proposed method for missing-value prediction in a single matrix, which can be reduced from TCF in Eq. (6) when D = DR , λ = 0, β = 0 and B = I. The RSTE model [38] generalizes PMF and factorizes a single rating
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Fig. 4. Prediction performance of TCF (CMTF, CSVD) on Netﬂix at different sparsity levels with different auxiliary data.



matrix with a regularization term from the user-side social data, which is different from our two-matrix factorization model. The PLRM model [57] generalizes the PMF model to incorporate numerical ratings, implicit purchasing data, meta data and social network information, but does not consider the explicit auxiliary data of both like and dislike. Mathematically, the PLRM model only considering numerical ratings and implicit feedback can be considered as a special case of our TCF framework, CMTF for D = DR , but the learning algorithm is still different since CMTF has closed-form solutions for all steps. CMF CMF [52] is proposed for jointly factorizing two matrices with the constraints of sharing item-speciﬁc latent features, and SoRec [39] is proposed for sharing user-speciﬁc latent features. CMF and SoRec can be reduced from TCF in Eq. (6) ˜ = I, and only requiring one-side latent feature matrix to be the same, e.g. user side of R ∼ UV T , when D = DR , β = 0, B = B ˜ T . However, in our problem setting as shown in Fig. 1, both users and items are ˜ ∼ UV˜ T , or item side of R ∼ UV T , R˜ ∼ UV R aligned. To alleviate the data heterogeneity in CMF or SoRec, we embed a logistic link function in the auxiliary data matrix factorization in our experiments. ˜ = UBV ˜ T , where There are at least three differences between TCF and CMF. First, TCF is a trilinear method, R = UBV T , R ˜ are designed to capture the domain-dependent information, while CMF is a bilinear method and the inner matrices B and B cannot be applied to our studied problem (see Fig. 1). Second, we introduce orthonormal constraints in one variant of TCF, CSVD, which is empirically proved to be more effective on noise reduction, while CMF does not have such constraints and effect. Finally, the learning algorithms of TCF (CSVD), TCF (CMTF) and CMF are different. DPMF Dependent probabilistic matrix factorization (DPMF) [2] is a multi-task version of PMF based on Gaussian processes, which is proposed for incorporating homogeneous, but not heterogeneous, side information via sharing the inner covariance matrices of user-speciﬁc and item-speciﬁc latent features. The slice sampling algorithm used in DPMF may be too time consuming for some medium sized problems, e.g. the problems studied in the experiments. CST Coordinate system transfer (CST) [43] is a recently proposed transfer learning method in collaborative ﬁltering to transfer the coordinate system from two auxiliary CF matrices to a target one in an adaptive way. CST performs quite well when the coordinate system is constructed when the auxiliary data is dense, and when the target data is not very sparse [43]. However, when the auxiliary and target data are not so dense, constructing the shared latent feature matrices in a collective way as used in TCF may perform better, since the collective behavior brings in richer interactions when bridging two data sources [13,54].
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Table 6 Summary of related work of transfer learning in collaborative ﬁltering. Knowledge (what to transfer)



PMF [47] family



NMF [30] family



Covariance Latent features Codebook Latent features



Algorithm style (how to transfer) Adaptive



Collective



CST [43]



DPMF [2] SoRec [39], CMF [52], TCF



CBT [31]



RMGM [32] WNMCTF [56]



Parallel to the PMF family of CMF and DPMF, there is a corresponding NMF [30] family with non-negative constraints: 1. Trilinear method of WNMCTF [56] is proposed to factorize three matrices of user-item, item-content and userdemographics, and 2. codebook sharing methods of CBT [31] and RMGM [32] can be considered as adaptive and collective extensions of [50,19]. RMGM-OT [33] is a follow-up work of RMGM [32], which studies the effect of user preferences over time by sharing the cluster-level rating patterns across temporal domains. This work focused on homogeneous user feedbacks of 5-star grades instead of heterogeneous user feedbacks. Models in the NMF family usually have better interpretability, e.g. the learned latent feature matrices U and V in CBT [31] and RMGM [32] can be considered as memberships of the corresponding users and items, while the top ranking models [28] in collaborative ﬁltering are from the PMF family. We summarize the above related work in Table 6, in the perspective of whether having non-negative constraints on the latent variables, and what & how to transfer in transfer learning [41]. Clustering on relational data Long et al. [36,37] study a clustering problem on a full matrix without missing values, which is different from our problem setting for missing rating prediction, while the idea of sharing common subspace or latent feature matrices is similar to ours. Cohn et al. [15] study document clustering using content information and auxiliary information of document–document link information, while the two matrices of term–document and document–document are both full without missing values. Banerjee et al. [3] study clustering of relational data without missing values or the missing entries are imputed with zeros, while our approach takes missing values as unknown and aims for missing rating prediction. Logistic loss function in matrix factorization There are some matrix factorization methods using logistic loss functions for binary rating data [16,26,49]. There are two reasons why we do not use such loss functions. First, using different loss functions, e.g. the logistic loss function in binary PCA [16,26,49], is a vertical research direction to our focus of developing transfer learning solutions, and we will study this issue in our future work. Second, it is diﬃcult to justify using logistic loss function [16,26,49] in the factorization of the auxiliary binary rating matrix and square loss function in the target numerical rating matrix, since the objective functions are then totally different, and thus the meanings and scales of the user-speciﬁc latent feature matrix U in two domains are not comparable (similar for V), which may cause the diﬃculty of knowledge sharing. We illustrate the two loss functions bellow,



 2   − rui log rˆui + (1 − rui ) log(1 − rˆui ) vs. rui − U u · V iT· 1 where r ui ∈ {0, 1} is the true binary rating, rˆui = σ (U u · V iT· ) ∈ [0, 1] is the predicted rating, and σ (θ) = 1+exp (−θ) is the sigmoid function (or logistic link function). Furthermore, to address the heterogeneities of numerical ratings and binary ratings, we have scaled the 5-star numerical ratings to the range of [0, 1] and then introduced a sigmoid link function (or logistic link function) instead of logistic loss function as follows (see Section 4),



(rui − rˆui )2 vs.







r ui − U u · V iT·



2



where rˆui = σ (U u · V iT· ) ∈ [0, 1] is the predicted rating. To sum up, the differences between our proposed transfer learning solution and other works include the following. First, we focus on missing rating prediction instead of clustering [36]. Second, we study auxiliary data of user feedbacks instead of content information [52]. Third, we leverage auxiliary data from frontal side instead of user side [11] or item side [52]. Fourth, we take missing ratings as unknown instead of negative feedbacks of zeros [3] in order to optimize the objective function speciﬁcally on the observed ratings only. Fifth, we introduce orthonormal constraints instead of non-negative constraints [56] to resemble the effect of noise reduction. Sixth, we design a collective algorithm instead of an adaptive algorithm for richer interactions between the auxiliary domain and the target domain [13,54]. Seventh, we transfer knowledge of latent features among all aligned users and items instead of sharing only compressed knowledge of cluster-level
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