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Two Approaches for Pay-per-Use Software Construction Lucas C. Ferreira and Ricardo Dahab Instituto de Computação - Unicamp Caixa Postal 6176 13083-970 Campinas SP - Brazil {lucasf, rdahab}@dcc.unicamp.br Abstract This paper describes two architectures for building Pay-per-Run software systems. These are systems that allow the user to pay for each execution of an application, instead of buying a more expensive user license. This is a new model for software distribution, in which developers charge small fees for each execution in order to increase their user market. We detail each component of the architectures, and compare both approaches.



1. Introduction The Internet has become a very convenient software distribution media as well as a software execution environment. In this context, free distribution software is an important issue, especially in the shareware and freeware distribution models. In the shareware model, any user is authorized to distribute the software and to use it for some time before having to buy a license. The freeware model allows use and distribution of software systems at no cost. In a novel distribution model that is now gaining momentum, the user buys a license online and is allowed to download the system’s binary code. All of the current commercial software distribution models over the Internet are based on user licenses: buyers pay for a lifetime license to use the software system, thus penalizing the occasional user who must pay exactly the same amount as heavy users of the same system. This motivates the concept of Pay-per-Run or Pay-per-Use software, allowing occasional users to avoid the full cost of ownership of software. In a Pay-per-Run system the user pays small license fees each time she uses the software. A consequence of this cost reduction could be the increase of the market niche for that system. This work presents two different approaches for building Pay-per-Run systems: Download-once and Dynamic-download. The first approach lets the application code be permanently stored on the user’s
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computer, while the second tries to minimize the amount of time the application code is available at the user's computer. We present the Download-once approach in Section 2 and the Dynamic-download approach in Section 3. In the last section, we compare the two solutions and conclude the paper.



1.1.



Related Work



The literature on the Pay-per-Use is very restricted. Succi et al. [7] present a Java-based system that has similarities with our Dynamic-download approach. While Succi's work gives a very good system description from the software engineering perspective, it lacks a deeper security analysis. It also delegates the security aspects to the underlying remote method invocation framework. In our work, we give security a primary role and make it the basis of our architectures.



2. The Download-once Approach In this Section, we describe a Pay-per-Run system named VirtualToken. It allows the developer to build an application that charges tokens for the use of its features. Users must buy these tokens before they start using the system. When the user starts an application feature, a token is sent to the billing server to be validated: the execution continues only if the token is valid. This process is transparent to the user. The system generates tokens and stores them in a database. When a user buys or uses a token, the server stores user information in the token database. The token database allows system auditing and usage metering. A software developer may implement Downloadonce billing in a number of ways. In the first and more flexible way, tokens behave like cash, allowing a user to run the features of a specific application. Another way may require that tokens be used by a specific IP address, allowing a stronger control of the users. This flexibility also appears in the billing strategy, which can charge by



duration sessions, execution of features etc.



2.1.



Architecture



The system architecture is shown in the Figure 1. We now explain each of its components in detail.



with the server, which maintains lists of valid and revoked applications. All applications have an ID, a name, a registration date and a status. The status of an application may be Registered or Revoked. 2.1.3. Encryption Engine All messages in the current system are encrypted using an asymmetric cipher (RSA). The Encryption Engine is the sub-system that handles all encryption and decryption. 2.1.4. System Manager This sub-system is responsible for receiving user input and redirecting user commands to the other subsystems. It is the server’s central controller, acting on the other sub-systems in order to provide the server’s functionality. 2.1.5. Service sub-systems The Download-once architecture has three other subsystems: 1. Configuration manager: responsible for managing system configuration. 2. Log Manager: supports logging of the most important system activities. 3. User Interface: provides the windows of the graphical user interface.



2.2. Fig 1 - The Download-once architecture 2.1.1. Token Manager This sub-system supports all token related tasks, such as buying, using and token revocation. It is also responsible for managing the token database. A single token must contain: token identifier, IP address where it was used, the date it was bought, the date the token was used, ID of the application this token was assigned to, and a status (Bought, Used or Revoked). The token ID is a random number that must be unique for each token. Users receive this ID upon buying a token. As this system may be used to manage many applications concurrently, the server will record the application this token was bought for in a special field, to prevent its usage by another application, thus allowing vendors to set different prices for different applications on the same server. 2.1.2. Application Manager This sub-system is responsible for managing application registration on the system. As mentioned, the Pay-per-Run system may be used to provide access to many applications. Those applications must be registered



Message Protocol



The Download-once approach uses a simple communication protocol to handle user requests and server responses. All messages are encrypted and a message exchange consists of two steps: 1. The user application sends the server a request packet, which may be a purchase request or a usage request. 2. The server analyzes the request and sends a response packet. The protocol includes a first step, in which the server sends its public key. 2.2.1. Message packets Service Request Packet: The user sends the server a request packet containing: a timestamp, application ID, request type (purchase of tokens or execution of application), token ID (if this is a request for execution) or the number of tokens (in case of purchase), and the user’s public key. This packet is encrypted with the server public key. Answer Packets: The response sent by the server must contain: timestamp, request type, request result, application ID, number of tokens (if this is a response to



a purchase request) or the Token ID sent by the remote application (in case of an execution request), and token IDs in case of response to a purchase request. This packet is encrypted with the public key sent in the request packet.



2.3.



Using a Download-once application



Before using a Download-once application, the user must acquire its binary code by download or any other way. The user must then install the application and purchase tokens before the application can be executed. The process of purchasing tokens may be handled directly by the application code or by some auxiliary program provided by the application developer. After purchasing tokens, the user is ready to execute the application, following these steps: 1. Start the application. 2. Depending on the application, at this point a token will be requested. This is not required, and depends on the billing strategy. 3. If there are tokens available, the application forwards a token to the Pay-per-Run server. 4. The server validates the token and sends back a response packet to the application, either authorizing an execution or not. 5. If authorized by the server, the application starts or resumes execution. The Pay-per-Run server will mark this token as used to prevent someone from reusing it. We should recall here that it is possible to use this usage-metering scheme to build applications with different billing strategies (based on time, function usage etc.).



2.4.



Implementation Issues



A working prototype of this system has already been built and tested in a restricted laboratory environment. For this prototype, the RSA cipher was chosen and all messages exchanged are encrypted using the RSA keys of the parties involved. The prototype was built in C++ in a Windows system, with each of the sub-systems described above implemented as a separate class. Using the prototype server, it was possible to implement some experimental Pay-per-Run applications.



3. The Dynamic-Download Approach In this Section, we describe the Dynamic-download architecture (Figure 2), and show details of each of its components. This architecture is based on the Java programming environment [4]. It attempts to reduce the time the main application components remain on the



Fig 2 - The Dynamic-download architecture client machine during and after execution. The application is dynamically downloaded when it is needed and deleted after execution. This reduces the time frame a malicious client has to copy the application. In this Pay-per-Run approach, all classes in the system reside in a Class Server, connected to the Internet, and the user system has to download each class when needed. The user environment will consist of the Java Virtual Machine (JVM) and a small program, the Application Loader. This loader is a Java program, able to perform user authentication, handle payments and load application classes.



3.1.



The Class Server



The Class Server is the developer’s class repository, where a class database is maintained. When needed, this server finds the right class and prepares it to be downloaded by users. The Class Server (see Figure 2) is made of five subsystems: • Class database: Keeps byte-code for all classes needed by the applications the class server is responsible for. When a user requests a class from the class server, it will be first fetched from the class database and, if present, will be sent back to the user. • Authentication engine: Using a Pay-per-Run architecture may require user and/or server authentication. This sub-system will provide all authentication methods needed. • Payment handling: The architecture may require online payment of the software usage fees. This sub-system will implement a common interface with electronic payment systems. We should see in the future a small number of widely used electronic payment systems and it will be better to



interface with them instead of implementing a number of different payment systems directly in the class server. • Cipher engine: Sending class code over the Internet may allow an eavesdropper to build a database and run the original application at no fee. Another possibility for an attacker is to include disrupting code in the classes as they are downloaded. Encrypting all classes sent over the network prevents these attacks. This sub-system is responsible for providing all cryptographic algorithms needed by the class server. • Network engine: This is the sub-system responsible for establishing and receiving network connections from the user environment. It must implement all network communication methods used by the Pay-per-Run system, such as TCP connections or Unix sockets.



3.2. The User Environment Each user of a Dynamic-download application is provided with an environment that allows the execution of the Java code and connection to the class server. The user environment (as shown in Figure 2) is composed of four parts: • Java Virtual Machine: An integral part of the Java environment, the Java Virtual Machine is the program that simulates a computer that has Java’s byte code as its machine language [4]. It is needed to execute Java compiled code (byte code) and is available for a number of computing environments. • Application Loader: The application loader is a Java class distributed by the Dynamic-download application developer. It contains the code that will load the PPR class loader after having handled user authentication and fee payment. It may come bundled with authentication and payment systems or download these from the network. The Application Loader may be freely distributed, as in shareware systems, or downloaded after user registration. • PPR Class Loader: The Pay-per-Run (PPR) Class Loader is a Java Class that may be used as a Java Class Loader in the Java Virtual Machine. A Class Loader is a piece of software responsible for dynamically loading the classes needed to execute a Java program. The PPR Class Loader is a Class Loader implementation that is able to contact the Pay-per-Run class server to select and download the classes that make up the Pay-per-Run application. The PPR class loader must be able to



initiate a secure connection to the Class Server and use this connection to download an encrypted Java class. It then decrypts the class and loads it into the JVM namespace. • Electronic Wallet: In order to electronically pay for the usage of Pay-per-Run Applications, users must have access to a payment system implementation, also called an Electronic Wallet. The Electronic Wallet is depicted as a separate component so that any payment system implementation can be used. Suitable Electronic payment systems are presented in Section 4.



3.3.



The Protocols



During the execution of a Pay-per-Run system, cryptographic protocols are needed for a variety of tasks. In this section, we present the main classes of cryptographic protocols it needs and specific techniques that can be used. It should be noted that developers are free to choose the protocols they wish. Protocols are needed for authentication, secure connection establishment, secure communications and payment. For more details on cryptographic techniques, see the books by Scheneier [5] and Menezes et al [3]. 3.3.1. Authentication Protocol When the Application Loader starts, and before loading the PPR Class Loader, it should perform user authentication. This pre-authentication phase verifies that the user has all the pieces needed to begin the authentication protocol with the Class Server. This means that the Application Loader must be tailored to this individual user or system. After the pre-authentication, the Application Loader starts the main authentication protocol by contacting the Class Server’s authentication engine. The authentication engine will authenticate the user identity based on information provided by the Application Loader and start a secure connection back with the user’s machine. Several protocols may be used in this authentication exchange. A possible scheme is the use of a Kerberoslike system [6], based on secret passwords. This involves implementing a separate authentication server to provide services to users and Class Servers. Another way to perform authentication is to rely on some Public Key Infrastructure (PKI) and use certified public keys in a challenge-response authentication. If a PKI is not available, the developer may certify public keys for users as they receive the Application Loader.



3.3.2. Secure Connection Establishment In order for a user to securely download application



classes from the Class Server, a secure connection must be established. The steps in building a secure connection are: 1. Authentication, as described above; 2. Key setup, which implies choosing a good secret key and transmitting it securely to both parties. After this, this secret key may be used for secure and authenticated communications. Several well-known protocols may be used for establishing a secure connection: • Party chosen key: One of the parties of the connection is allowed to chose a key, usually the server. The key is then sent in a secure way to the other party. If public keys are used, the server encrypts the secret key with the public key of the other party and sends it over the network. • Kerberos-like systems: If the authentication method used is Kerberos-like, the Kerberos server may provide a session key for secure communications between the two parties. • Diffie-Hellman key agreement: Another protocol to allow two parties to share a common secret key is the Diffie-Hellman protocol. In this protocol, each party independently generates a part of the secret key, and the protocol then specifies a method by which they may be combined to produce a key known only to those two parties involved. This exchange may be defeated by a man-in-the-middle attack, which is be prevented by the authentication (Section 3.3.1). For more details on this protocol, the reader is referred to the books by Schneier [5] or Menezes et al. [3]. 3.3.3. Secure communications After having established a secure connection, the user and the Class Server may use this channel to communicate and avoid eavesdropping and data modification. A secure connection is usually a common network connection in which all data is sent encrypted. Due to performance restrictions, secure network communications usually rely on symmetric ciphers, which are much faster than public key systems. In this context, a secure connection would be a common TCP connection and a shared secret key. Many protocols have been proposed that allow two parties to establish and use a secure connection: • Kerberos: The Kerberos system allows mutual authentication and also secure connection establishment by sending each party a copy of a secret key. • SSL: The Secure Sockets Layer protocol was designed to implement a new secure layer in the TCP stack. All applications that wish to



communicate securely can request a secure connection to the SSL layer. The SSL layer makes use of the services offered by the TCP layer and establishes TCP network connections. All packets going through this TCP connection will be encrypted. • JCE: The Java Cryptographic Extensions consists of a Java library that provides a set of cryptographic primitives, such as ciphers, digital signatures, cryptographic hash functions etc. Any Java program may benefit from the use of those primitives by declaring and calling suitable classes. For secure communications, JCE provides some encrypted socket implementations. Many other methods exist to provide secure communications for two parties over a network, and any of them may be used.



3.4.



Using Dynamic-Download Software



Executing a Dynamic-download system is fairly simple: the user only needs to run the application loader and provide authentication and payment information. After that, the systems will automatically download all needed classes and execute the system. In order to provide such an easy execution model for the user, the application must perform these tasks: 1. User/machine authentication: After beginning execution, the Application Loader will first start the authentication process, which may be user or machine based. 2. Payment: Having authenticated the user or machine that is requesting the Dynamicdownload software, the Application Loader will negotiate a payment method with the Class Server and start the appropriate wallet. The Application Loader waits for the wallet to conclude its task and indicate that the transaction was successful. 3. Load the PPR Class Loader: Upon successful completion of task 2, the Application Loader starts the PPR Class Loader. 4. Establishment of secure connection to server: The PPR Class Loader first establishes a secure connection to the Class Server. For this task, the PPR Class Loader must have received an indication of the preferred connection method and possibly a secret key shared with the Class Server. 5. Download of application classes: If the PPR Class Loader is able to establish a secure connection to the Class Server, it may then make requests to the Class Database that will return
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all classes requested by the Class Loader. Downloaded class decryption: The classes are sent from the Class Server encrypted and must be decrypted upon arrival at the user’s machine. The decryption is done based on the shared secret key. Load downloaded classes: With the decrypted text of the classes, the PPR Class Loader can then load the needed classes into the JVM memory space. Execute downloaded classes: After the classes are loaded into the JVM, the system is ready to be executed. As Java provides dynamic loading of classes, it may be necessary to download new classes during execution of the application. Those new downloads are done using the same process used for the first class download. Clean up classes from JVM memory: After the execution of the Dynamic-download application, all classes must be cleaned from the JVM memory to avoid reuse or unauthorized copying of code. The JVM provides some features to help this cleanup, but it lacks a secure method to wipes out the contents of a class from memory, writing the memory cells used by the class with garbage. At least, JVM’s Garbage Collector may be called explicitly to clean up unused classes from memory.



4. Payment As implied by its name, a Pay-per-Run system must provide users a way to pay for the use of applications and provide developers some way of receiving those payments. This may be achieved by the use of an Electronic Payment system [1,2], which is a system that provide ways to transfer monetary value over computer networks and, as such, allow users to make payments from one computer to another. An important requisite of payment systems for Dynamic-download applications is Robustness [1,2], in particular Atomicity. The payment system should enforce the Certified Delivery level of atomicity to guarantee that the payment transaction only completes if the payer receives the goods or information she paid for. It must be clear that this requisite may be relaxed if the execution fee for some piece of software is considered a micropayment according to the scheme. Several Electronic Payment Systems have been proposed and we now present some that could be useful in a Pay-per-Run environment: • Micropayments: These systems are designed to deal with very small payment values and have somewhat relaxed security requirements. Such



systems should be used when the execution fee is small. Specific implementations are: Millicent, from DEC/Compaq; IBM micropayments, from IBM; and PayWord and MicroMint, proposed by Rivest and Shamir. • Netbill: Netbill was the first payment system to be designed with payment atomicity in mind, and can achieve high levels of atomicity, as Certified Delivery. It was designed for selling information over the Internet and works very well with software distribution. Its security features make it reliable for values greater than micropayments. • CyberCash and SET: These systems are the best known credit-card-based systems for the Internet. Both were designed to provide secure mechanisms for transmitting credit card data over an insecure medium. In its simpler form, SET is very similar to CyberCash [1] but it has much more optional messages and features that make it one of the most complex payment systems we know of. Any Pay-per-Run implementation that would allow credit card payment should provide at least one of those systems. Those systems have larger transaction costs and should only be used for execution fees larger than a few US dollars. • E-cash: One of the first and best-known electronic payment systems, E-cash is the only payment system that offers anonymity guarantees to the payer. It may be used in those applications were users would be highly concerned with anonymity, such as games or gambling. E-cash allows also the implementation of pre-paid Dynamic-download applications. E-cash tokens may also be used in place of Download-once tokens. E-cash based systems should have execution fees larger than a few US dollars.



5. Security Considerations Users of a Pay-per-Run system may be concerned by the security provided by the architecture. We now list some of the main concerns those users may have and show how the architectures handle them: • User information theft: Both users and developers may be concerned with the theft of their private information. In particular, users may be concerned that the developer of a Pay-perRun system may include in their application some code for searching private information on the user’s computer and sending it over the network. This is a real problem in today’s networked environment and it is a problem also



with non-downloaded software. Even some wellknown commercial software developers have included privacy invasive code in their applications or operating systems. The presented Pay-per-Run architectures do not make this problem worse, but they do not solve it. The only solution to this is using software from trusted sources. • Theft of application code: While the user is concerned that the software developer may have access to her personal information, the developer is concerned that the user may try to make unauthorized copies of his software. In the Download-once approach, such problem does not exist, as the application only executes if there are tokens available. In fact, distribution is stimulated so that more users purchase tokens. The risk lies on disassembling and changing the machine code, what is not an easy task. Besides, the protection can be made as efficient as necessary in order to provide effective protection during the application lifecycle. The Dynamic-download does not solve it, but makes this kind of piracy more difficult in three ways. First, it requests user authorization before sending the application classes. Second, it sends the information encrypted with a good shared key, which prevents unauthorized copying of classes being sent over the network. Third, the classes are loaded directly to the JVM namespace and are never written to the user’s computer disk to prevent the user from copying those classes from a temporary directory. It should be noted that the application classes cannot be encrypted during execution and can be copied from the JVM memory space at this time. It is, however, impossible to protect a portion of the user’s computer memory from being copied, so the developer must cope with the risk of having his classes copied this way. Anyway, it is a difficult task even for good computer scientists to try to copy a class from JVM memory space. Future implementations of the JVM could make access to code located in its memory space harder. • Class misbehavior: As with private information theft, class misbehavior may be a user concern. Misbehaving programs may damage the user’s system by corrupting or erasing important data. The Dynamic-download system uses a secure connection to download all classes from the Class Server so that it is impossible for an external attacker to alter the classes to include misbehaving code. In the Download-once approach, there is no download of code once the system is installed on



the user's computer. However, a software must be registered on the server in order to benefit from this PPR architecture. It’s up to the system administrator to evaluate applications before registering them in order to guarantee high quality for the final user. • Download of wrong system: In a Dynamicdownload system, the user may be protected from the developer sending the wrong system over the network if the underlying payment system provides some kind of atomicity. If this is true, the user may abort the payment transaction if the software downloaded does not correspond to what was specified or advertised. In a Download-once implementation, the user would soon notice that he or she has the wrong system and could take some action from this point. Also, it may be the case where the price for a single execution is low enough for the user to test the downloaded system. • Interrupted downloads: In a Dynamic-download system, if the class download is interrupted, the user may pay for classes she never got. The main mechanism that can be used to prevent this is atomicity. The payment system or the download method used may provide atomicity. In any case, the user should be assured that the payment of the execution fee guarantees the download and execution of the corresponding application. This issue for Download-once systems is less important, since it is unlikely to happen during the payment transaction. In the case it occurs, transaction recovery procedures can be used to overcome such a problem. • Viruses: in a Dynamic-download system, viruses are not a concern for the final user. It’s up to the server administrator to keep the applications on the server free of viruses. In a Download-once system, the final user needs to have the same precautions as with shareware or freeware systems, like choosing reliable sources.



6. Performance Considerations The Dynamic-download architecture presents a performance bottleneck because it requires the download of the whole application each time the software is to be executed. If the user or the developer has a slow network connection, the download of a complex application may take a few hours. In the Download-once the network requirements are smaller since the application code only needs to be sent over the network once, and it must happen before the first system execution. It requires a



network connection each time the application is run to get an authorization for executing the application. Although this may be a problem for the deployment of those architectures, we believe that, in most cases, the download time will not be a major concern. Network connections are increasing in speed each day, and infrastructure builders are now targeting video-ondemand applications that require such a bandwidth that the requirements of Pay-per-Run systems will be easily met. In any case, this limitation exists and must be considered in the deployment of a Pay-per-Run system.



7. Concluding Remarks This paper presents two architectures for the deployment of Pay-per-Run software systems. Such systems allow the user to pay a small fee each time she wants to execute a program, instead of buying a lifetime user license. This would allow the user to pay less to use the system and the developer to expand his potential user market. Both architectures are composed of two parts: a server, maintained by the application developer and executable code to be downloaded by the user. In the Downloadonce approach, the user downloads all the application code only once, and asks for an execution authorization when she wants to run the application or part of it. Dynamic-download systems automatically download the executable code whenever an execution is required, after the user pays for its execution. Users and developers of Pay-per-Run systems may be concerned with the security of this kind of software distribution, but we believe it is as secure as other common ways of distributing software. The different approaches allow users and developers to choose the application architecture that better fits their needs. The Download-once architecture fits well in cases where the application is too big to be downloaded each time it needs to be executed, has a smaller cost and needs no protection against unauthorized copying. It must be stressed that this architecture gives crackers all the time they need to subvert software protections. However, disassembling and changing machine code is not an easy task and, due to new versions, becomes useless shortly. The Dynamicdownload architecture is more adequate for smaller in size and high-cost applications. It minimizes the time the executable code is available in the user’s machine and allows better user authentication. Its main drawbacks are the amount of code that must be downloaded for each execution of the software and the robustness of the Java Virtual Machine. The main advantages of a Pay-per-Run software distribution model are:



• • •



7.1.



Reduced cost for the user; Increased market share for developers; No change in the security level for both developers and users.



Future Work



This Download-once architecture may be extended to provide more options to both users and developers. Such extensions could include: • integration with electronic payment systems; • offline verification of payment, that would avoid the need of a network connection each time the user executes the application. This will involve using offline payment methods; • better user authentication; • more encryption choices: this involves the use of other secure channel protocols; Our two approaches may also be used together to build an application that would download modules in a per-need basis. This would give the Dynamic-download the billing strategy flexibility of the Download-once approach. Moreover, stronger security would be acquired since both stronger aspects are not conflicting and can be joined in a straightforward way.
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