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Abstract. We propose a new type of ubiquitous decision support system that is powered by a General Bayesian Network (GBN). Because complicated decision support problems are plagued by complexities when interpreting causal relationships among decision variables, GBNs have shown excellent decision support competence because of their flexible structure, which allows them to extract appropriate and robust causal relationships among target variables and related explanatory variables. The potential of GBNs, however, has not been sufficiently investigated in the field of ubiquitous decision support. Hence, we propose a new type of ubiquitous decision support mechanism called U-BASE, which uses a GBN for context prediction in order to improve decision support. To illustrate the validity of the proposed decision support mechanism, we collected a set of contextual data from college students and applied U-BASE to induce useful and robust results. The practical implications are fully discussed, and issues for future studies are suggested. Keywords: Context Prediction, General Bayesian Network, U-BASE.



1 Introduction Context awareness has played an important role in enabling ubiquitous systems to serve as intelligent decision support systems [1, 2]. Such context awareness is based on the interpretation of contexts to understand in what kind of situations users are placed. Context is any information that can be used to characterize the situation of an entity, where an entity can be a person, place, or object that is considered relevant to the interaction between a user and an application [3]. When combined with ubiquitous computing systems [4], context awareness enables novel applications and services to adapt to a user’s situation. Simple context awareness, however, does not guarantee proactiveness, which reduces a user’s required efforts by predicting changes in relevant contexts for the future [5]. In other words, enabling ubiquitous decision support systems to be embedded with such proactiveness requires information about users’ future needs, which must be inferred from users’ future contexts. Predicting users’ B. Papasratorn et al. (Eds.): IAIT 2010, CCIS 114, pp. 63–72, 2010. © Springer-Verlag Berlin Heidelberg 2010
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future context, which is called context prediction (CP), requires highly sophisticated inference methods capable of analyzing the given contextual data and finding meaningful patterns from them to predict future changes in user contexts. Most CP problems pertain to location prediction [6] and action prediction [7]. When future locations that users are likely to visit soon (e.g., one hour later) are predicted precisely, a ubiquitous decision support system (UDSS) can provide timely and accurate decision support. Likewise, the UDSS will be accepted very favorably when the types of actions that decision makers take in the future are accurately forecasted. The literature has introduced various approaches as CP methods. For example, Laasonen et al. [8] define a hierarchy of locations and describe various methods that use statistics to predict a user’s future locations. Patterson et al. [9] use a dynamic Bayesian network to predict likely travel destinations on a city map. Mozer et al. [10] use neural networks to predict how long a user will stay home and whether a particular zone will become occupied. Kaowthumrong et al. [11] use Markovian models to predict which remote control interface a user will likely use next. Petzold et al. [12] use global and local state predictors to predict the next room that a user will likely enter in an office environment. A more extensive methodological comparison was conducted by Mayrhofer [13], who compared the performances of different methods such as neural networks, Markov models, autoregressive moving average model (ARMA) forecasting, and support vector regression. Though each CP method has a unique advantage over the others, all the methods have many pitfalls. The primary disadvantage is that most CP methods cannot establish causal relationships among the target variable and related explanatory variables. If such a causal relationship is extracted from target contextual data, it can be used to conduct a wide variety of what-if analyses. What-if analysis allows decision makers to see the possible results by varying the input conditions. In this way, the causal relationships obtained from the training dataset can be used as an inference engine that can perform various what-if analyses given the scenarios under consideration. To take advantage of the what-if analysis capability, we propose using a General Bayesian Network (GBN) in CP so that the causal relationships are induced from the training dataset, and future contexts can be inferred via what-if analyses for various scenarios. To illustrate the usefulness of GBN-powered CP, a system called Ubiquitous Bayesian network-Assisted Support Engine (U-BASE) is proposed, in which a GBN structure is used as a knowledge base to store a number of causal relationships among interested variables, and an inference engine is based on the what-if functions assisted by the GBN inference mechanism. Hereafter, we explain the U-BASE design and usage scenario in Section 2 and experiments using real contextual dataset in Section 3. Section 4 presents a discussion of the implications of the GBN-powered CP, and Section 5 offers concluding remarks and suggestions for future research issues.



2 U-BASE The U-BASE system collects user transaction data to construct BN models and predicts a user’s future contexts using the BN models to provide context-sensitive recommendations to users. Figure 1 shows the U-BASE system architecture.
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2.1 Design The U-BASE system consists of five components (a data collection component, a BN model learning component, a BN model registration component, a context prediction component, and a recommendation component), a BN model base, and a set of databases that store both context and the factual data (Fig. 1). Databases
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System Operator Interface



BN Model Registration BN Model Register



Fig. 1. U-BASE system architecture



Data Collection Component. The data collection component collects user feedback sent from user devices and stores feedback information to the transaction database. The feedback information acts as a class label to determine whether the recommendations (or future contexts) given by the system are useful and correct. The user transaction data coupled with the user feedback information are used later as training and test data for the induction of BN models. BN Model Learning Component, BN Model Registration Component, and BN Model Base. BN models can be built using two different approaches – the data-based approach or the knowledge-based approach. The former approach induces BN models from user history data, whereas the latter approach manually constructs BN models by employing the domain knowledge of human experts [14]. Once a good BN model is constructed, either using a BN model learning component or by a human expert, the BN model registration component registers it to the BN model base. More specifically, the constituents of each component are as follows:
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Data Preprocessor: The data preprocessor retrieves user history data from the transaction database to create the training/test data needed to create the BN model. It interacts with humans via the system operator interface to preprocess training/test data. BN Learner: The BN learner creates BN models from the training data, but human intervention is required to set the target variable and parameters for learning. New BN models are learned as new recommendation services are added to the system. The prediction accuracy of the BN model is checked to determine the model’s quality. The iterative process of adjusting the parameters and checking the prediction accuracy is repeated until a good BN model is built. BN Model Register: Once a satisfactory BN model is learned, the BN model register registers the BN model to the BN model base. Manually constructed BN models are also registered to the BN model base via the BN model register. BN Model Base: The BN model base maintains multiple BN models for different context prediction-based services. These BN models predict future contexts such as the next location, next activity, and next goal, among other things. Context Prediction Component. The key component of the U-BASE system is the context prediction (CP) component. The CP component consists of a context data handler, a BN model selector, and a BN inference engine. The context data handler passes user context data to the BN model selector, and the BN model selector selects an appropriate BN model from the BN model base on the basis of user context data. The BN inference engine then performs context prediction on the basis of the selected BN model and the context data and passes the predicted results back to the context data handler. The context data handler then passes the results to the recommendation component. Context Data Handler: The context data handler receives user context data from user applications in two ways: it can receive context data that are deliberately sent by the user (user-initiated), or it can receive data by proactively requesting the user application for context data (system-initiated). In some cases, not all the context data will be available via user applications. In such cases, additional context data may be obtained from the databases. For example, the user application may pass only the user ID to the context data handler, and the rest of the user data may be retrieved from the user database. BN Model Selector: The BN model selector selects an appropriate BN model from the BN model base on the basis of the user context data, and then passes the selected BN model and user context data to the BN inference engine for context prediction. BN Inference Engine: The BN inference engine performs what-if simulation on the selected BN model using user context data. The target variable’s entries’ posterior probabilities are calculated by instantiating the explanatory variables; the entry with the greatest probability is given as the predicted result. Recommendation Component. The info-service recommender utilizes user context data, the predicted results, and relevant factual data retrieved from databases to generate context-sensitive information useful to the user. The final information may be filtered or edited to further match a user’s needs and expectations.
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Databases. A set of databases stores and maintains both the context and factual data for the U-BASE system. These data are broadly classified into three categories. The first data category deals with the user context data required for predicting the future context. These data are primarily gathered from the user application, but additional context data may be retrieved from databases to supplement the context data. The second data category deals with the factual data used for generating the final information presented to the user. These factual data constitute the ingredients of the final output information and are often stored and updated in distributed databases. The third data category deals with transaction data used for learning BN models. These data are in most cases collected and generated from the first and second category data, that is, user context data and factual data, or a combination of the two with additional user feedback. Each user transaction record can be considered the training/test instances for building BN models for context prediction. The U-BASE system continuously manages and updates these diverse and voluminous data through multiple, distributed databases. 2.2 Usage Scenario We now present a scenario that demonstrates how a GBN is used for context prediction in the U-BASE system. Imagine a smart phone service targeted toward college students to assist their daily activities on campus. One campus information service includes a food menu recommendation service, which predicts a user’s future location (i.e., the place a user will visit next) to provide nearby restaurant recommendations for the future location. It is eleven in the morning, and as Tom, a sophomore majoring in social science, is contemplating what to eat for lunch, he receives a message from the U-BASE system that asks for his current location. The student sends his current location information (‘Suseon Hall’) to the service, and the context data handler inside the context prediction component receives the current location data and retrieves additional user data such as the student’s major and year in school from the user’s database using his user ID. (Refer to Fig. 1 as needed.) The user context data (student major, student year, current location, and future activity) are then sent to the BN model selector, and the BN model selector picks out a relevant BN model from the BN model base according to the user context data. In this case, the BN model selector picks out a BN model that predicts the user’s next location (Fig. 2). The selected model and user context data are then passed onto the BN inference engine, and a what-if simulation is performed by setting the ‘Activity’ node’s evidence to ‘Eat’, the ‘Major’ node to ‘Social Science’, the ‘Year’ node to ‘Sophomore’, and the ‘Location Departed’ node to ‘Suseon Hall’. Consequently, the target node (‘Location Arrived’) entries are influenced by this instantiation and give ‘600th Anniversary Building’ the largest posterior probability, making it the next location value. The context data handler receives this next-location value (‘600th Anniversary Building’) from the BN inference engine and passes the next-location value and user context data to the recommendation component. The recommendation component retrieves today’s menu served at the ‘600th Anniversary Building’ cafeteria from the restaurant menu database and sends it as the final output to the user’s application.
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Fig. 2. A general Bayesian network for next-location prediction with ‘Location Arrived’ as the target node



3 Experiment The heart of the U-BASE system lies in its context prediction component; the system would be far less useful if the predicted-context accuracy was low. In this section, we investigate how effective GBN is compared to that of other Bayesian network classifiers. To do this, we collect contextual data from undergraduate students to construct the Bayesian networks (BN models) mentioned in the previous section (Fig. 2). We build three types of Bayesian networks, a General Bayesian Network (GBN), a Naïve Bayesian Network (NBN), and a Tree-Augmented Naïve Bayesian Network (TAN), and compare their prediction accuracies.
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3.1 Data and Variables Campus activity data were collected from college students to create user context data for the experiment. The college students were shown a campus map containing building and route information, as depicted in Fig. 3, and were asked to document their two days of activities on campus. They documented where they visited via what route (a list of letters in Fig. 1 was specified to describe a sequence of paths) and what activity they engaged in at that location. To describe the activity, they chose one of seventeen predefined activity values listed in the ‘Activity’ node in Fig. 2.



http://www.skku.ac.kr/e-home-s/campusmap/swf/main.jsp



Fig. 3. A campus map containing building and route information



In addition to campus activity data, the students filled out a questionnaire that asked their gender, major, student year, weekday leisure activities, lunch-time leisure activities, monthly allowance, and student ID. The experiment used data from 335 students. After all data were cleaned, campus activity data and personal data were combined to create campus activity-demographic data. Student IDs were used to help combine the two types of data. The combined data contained twelve attributes (‘Location Arrived’, ‘Path Start’, ‘Path Middle’, ‘Path End’, ‘Location Departed’, ‘Activity’, ‘Gender’, ‘Major’, ‘Year’, ‘Weekday Leisure’, ‘Lunch Leisure’, and ‘Monthly Allowance’). A total of 3,150 records of campus activity-demographic data were used to construct three types of Bayesian networks, a GBN (Fig. 2), an NBN, and a TAN. 3.2 Structure Learning We used WEKA [15], an open source data-mining tool with Bayesian network learning and inference capabilities, to construct the Bayesian networks and to perform the experiments. The twelve-variable campus activity-demographic data were used to create networks with ‘Location Arrived’ as the target node. The structure of the GBN was learned by using a K2 algorithm [16] with the maximum number of parents node limited to two. To construct the NBN and TAN [17], the default setting in WEKA was used. In all cases for the GBN and TAN, the BAYES scoring metric was used.
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3.3 Results Table 1 lists the accuracy (and standard deviation of accuracy) of the GBN, NBN, and TAN classification algorithms as measured from 10 runs of 10-fold cross-validation. The best of the three classifier results is displayed in bold and was determined by using a corrected resampled t-test [18] at the 1% significance level based on the 10 X 10 fold cross-validation results. The results show that there are statistical differences between the GBN and NBN and between the GBN and TAN, and that in both cases the GBN is better. Moreover, we performed one-way ANOVA using a significance level of α = .05 to confirm that the mean difference between the three approaches is significantly different (F (2, 297) = 229.208, p < .001). Post hoc analyses using the Scheffe post hoc criterion for significance indicates that all three approaches’ means are significantly different from one another (p < .001); specifically, the GBN is better than both the NBN and the TAN, and the NBN is better than the TAN. When we look at one specific run of the ten runs, we see that, given 3,150 test instances, the GBN makes 492 false predictions, whereas the NBN and TAN make 566 and 667 false predictions, respectively. Table 1. Prediction performance (accuracy ± std dev) of three algorithms Target Node Location Arrived



GBN 84.12 ±1.70



NBN 81.90 ±1.79



TAN 78.87 ±1.73



4 Discussion We confirmed the prediction accuracy of the GBN to outperform both performances of the NBN and TAN, but better performance alone does not make a GBN a good classifier for context prediction. The structure of a GBN is much more flexible than the fixed structure of the NBN and the TAN, endowing GBN with the capacity to express cause and effect between not only the target variable and the explanatory variables, but also among the explanatory variables themselves. Greater representational power, however, does not necessarily mean greater complexity. The GBN may have fewer links than the TAN for the same domain, since not all nodes are linked to the target node [19]. This is also true for the GBN and the TAN presented in this paper; counting the links between the target node and the explanatory nodes, we see that the GBN has four links, whereas TAN has eleven. Better prediction accuracy, greater representational power, and low complexity are all strengths of the GBN, but the greatest advantage of the GBN is that fewer variables are required for context prediction. As demonstrated in Fig. 2, the target node is directly linked to fewer explanatory nodes (four) than those of the NBN or the TAN (eleven for both approaches). Hence, the selectiveness of the GBN allows humans to grasp which explanatory nodes (variables) are crucial for target node prediction. Because obtaining data for instantiation sometimes can be costly and difficult, knowing which variables are more important than others can be efficient and effective, and this knowledge can help build a data collection strategy for better context prediction.
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Context prediction can also improve human/computer interaction to provide better service that conforms to a user’s expectations. Here, prediction accuracy is also crucial to the success of context prediction-based services. One way to achieve good context prediction accuracy is to use different BN models as necessary. For example, a first-time user may not have enough personal transaction data, so it may be difficult to create a BN model that adequately reflects the user. In such cases, the system can first construct a BN model by using the transaction data of a group of users sharing similar traits with those of the first-time user. In the beginning, the system can use the group BN model to predict contexts for the first-time user. Over time, as the first-time user’s own transaction data gradually accumulate, the system can create a new BN model that better models the user’s profile and use it for context prediction.



5 Concluding Remarks The main contributions of this paper are: (a) an evaluation of the performance of the U-BASE through the use of real-world contextual datasets to determine its effectiveness for resolving context prediction (CP) problems, and (b) a demonstration that GBN-assisted ubiquitous decision support for CP is efficient and robust in real-world situations. As to the first contribution, the statistical test results summarized in Table 1 show that the GBN-assisted UDSS performs best in comparison with the other two BNs, the NBN and the TAN. At the 99% confidence level, the GBN-assisted UDSS performed best for the given target node. As to the second contribution, the GBN-based inference mechanism for resolving CP problems was shown to be useful in a situation in which there are many variables to be considered, and the target node seems to depend causally on many explanatory variables. Since a GBN provides a set of causal relationships among the variables under consideration, the causal relationships given by a GBN can be stored into the knowledge base on the basis of which various types of what-if simulations can be performed to induce CP solutions for the target users. Future research directions include a user evaluation of the U-BASE system and further comparison of the GBN-assisted inference mechanism with other inference methods such as neural networks and decision trees, among others. Moreover, the improvement of prediction performance through ensemble methods, which combine multiple classifiers such as neural network and decision trees, should be studied to produce more robust and more accurate context prediction. Acknowledgments. This research was supported by the WCU (World Class University) program through the National Research Foundation of Korea funded by the Ministry of Education, Science and Technology (Grant No. R31-2008-000-10062-0).
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