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Introduction



Conformal eld theory is a two-dimensional quantum eld theory de ned over compact Riemann surfaces. It was initiated by Belavin, Polyakov and Zamolodchikov, [4]. The theory is invariant under conformal transformations. Since the group of conformal transformations is of in nite dimension, conformal eld theory is reduced to nite degrees of freedom by the conformal invariance. It is well-known that an oriented surface S with a Riemannian metric determines a complex structure. Moreover, the complex structure is uniquely determined by the conformal class of the metric. Let z be a local holomorphic coordinate of the surface S . In this coordinate a conformal transformation is nothing but a change of holomorphic coordinate z 7! w = f (z): The in nitesimal version of a conformal transformation is z 7! z + g(z ); (1) Typeset by
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where  is the dual number, that is,  is the class x (mod x2 ) in C[x]=(x2 ) and g(z) is holomorphic in z . Precisely speaking, it is better to regard g(z ) as a local holomorphic vector eld g(z) d=dz. Hence, if we choose a dierent holomorphic local coordinate w = f (z ) then the in nitesimal conformal transformation corresponding to (1) is w



7! w + g(h(w))h (w); 0



where z = h(w). Strangely enough, in the physics literature it is written that h(z) is meromorphic at the origin z = 0. At rst glance this seems incorrect. But the physicist has good reasons to assume that h(z) is meromorphic at the origin. For each integer n, put



0



`n := z n+1



d : dz



Then, f `n g forms a Lie algebra under the usual bracket operation of vector elds [`n ; `m ] = (n 0 m)`n+m:



A central extension of the Lie algebra f `n g is called the Virasoro algebra. In conformal eld theory the symmetry of the theory is given by the Virasoro algebra. This is the reason why the physicist always assumes that h(z ) is meromorphic. But how can we interpret an in nitesimal conformal transformation (1) when h(z) has a pole at the origin? Let U be a coordinate neighbourhood with local coordinate z and V one with local coordinate w such that U \ V does not contain the origin z = 0. Then, we may regard (1) as an in nitesimal change of the coordinates on U \ V . This means that if h(z) has a pole at the origin, then (1) de nes the rst order in nitesimal change of complex structure of our surface S . (For the details, see x1.2 below.) Thus conformal eld theory over a Riemann surface S naturally relates to its in nitesimal deformations of the complex structure of S . This is the reason why conformal eld theory relates to the moduli of Riemann surfaces. Thus, conformal eld theory has much richer structures than a theory invariant under the usual conformal transformations (i.e. h(z ) is holomorphic). The basic assumption of (rational) conformal eld theory is that the theory can be split into the holomorphic part and the anti holomorphic part. Holomorphic conformal eld theory is usually called a chiral conformal eld theory. Once we can construct holomorphic conformal eld theories, then by taking the complex conjugate we have anti-holomorphic conformal eld theories. The guiding principle of constructing physical conformal eld theories by combining holomorphic and anti-holomorphic conformal eld theories is the so called modular invariance. The mathematically rigorous treatment of Conformal eld theory over P1 was rst givne by Tsuchiya and Kanie [36] and the theory was generalized over any compact Riemann surfaces by Tsuchiya, Ueno and Yamada [38]. There is another approach to conformal eld theory by Segal [33]. The present notes are based on the lectures I have given at several universities. In these lectures I have tried to clarify the discussions given in [38], since [38] contains many mistakes and misprints. In the introduction of my previous notes [39], I explained how to modify the arguments of [38] to give correct proofs of the main statements of [38]. In the present notes, I give the details. The present notes also contains several elementary results with proofs. My original idea was to write introductory lecture notes to conformal eld theory. However, I will assume many basic important results on algebraic geometry, since the reader can easily nd that else where. I hope the reader will get a rough idea of what conformal eld theory is and how physical theories like [4], [10] and [13] can be mathematically formulated. On the other hand, I have to omit many important recent results on conformal eld theory such as the Verlinde formula (see for example, [9], [31], [32], [40]), geometric interpretation of conformal blocks and the connections (see, for example [2], [28], [30], [18]), applications to
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three-dimensional topology (see for example [27], [41]), and representation of conformal blocks by means of integrals (see, for example [5], [12], [29]). Neither do I discuss abelian conformal eld theory, which has interesting relationships to other branches of mathematics (see, for example [7], [23], [20], [21], [22]). I would like to thank the organizer of the Geometry and Physics conference in Aarhus for giving me the opportunity to give these lectures on conformal eld theory, the editors for inviting me to publish the present notes in the Proceedings, and the referee who pointed out several mistakes in my original notes. The nal part of the proof of theorem 3.3.1 is also due to him. Last but not least I would like to express my thanks to Jrgen Ellegaard Andersen and Jakob Grove for suggesting several improvement of the present notes.



1. Compact Riemann Surfaces and Stable Curves 1.1. Pointed Stable Curves. De nition 1.1.1. Data X = (C ; Q1 ; Q2 ; : : : ; QN ) consisting of a curve C and points Q1 ; : : : ; QN on C are called an N -pointed stable curve , if the following conditions are satis ed. (1) The curve C is a reduced connected complete algebraic curve de ned over the complex numbers C. The singularities of the curve C are at worst ordinary double points. That is, C is a semi-stable curve. (2) Q1 ; Q2; : : : ; QN are non-singular points of the curve C . (3) If an irreducible component Ci is the projective line (i.e. the Riemann sphere) P1 (respectively, a rational curve with one double point, respectively, an elliptic curve), the sum of the number of intersection points of Ci with other components and the number of Qj 's on Ci is at least three (respectively, one). (4) dimC H 1 (C; OC ) = g.



Note that the above condition (3) is equivalent to saying that Aut(X) is a nite group so that X has no in nitesimal automorphisms. In the following we often add the following condition (Q) for an N -pointed stable curve X. Each component Ci contains at least one Qj .



(Q)



The meaning of condition (Q) will be clari ed in the following Lemmas 1.1.6 and 1.1.7. De nition 1.1.2. Let C be a curve and Q a non-singular point on C . An n-th in nitesimal neighbourhood s(n) of C at the point Q is a C-algebra isomorphism



' C2[]3=(n ); (1.1.1) O where mQ is the maximal ideal of OC;Q consisting of germs of holomorphic functions vanishing s(n) : C;Q =mnQ+1



+1



at Q. Taking the limit n ! 1 in the isomorphism (1.1.1), we have an isomorphism s(



)



1



: ObC;Q ' C [ ] : 2



3



(1.1.2)



is called a formal neighbourhood of C at Q. De nition 1.1.3. The data X = (C ; Q1 ; Q2 ; : : : ; QN ; s1 ; s2 ; : : : ; sN ) is called an N -pointed stable curve of genus g with formal neighbourhoods , if (1) (C ; Q1 ; Q2 ; : : : ; QN ) is an N -pointed stable curve of genus g. (2) sj is a formal neighbourhood of C at Qj . The isomorphism s(



)



1
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Similarly one de nes an N -pointed stable curve with n-th in nitesimal neighbourhoods X(n) = (C ; Q1 ; Q2 ; : : : ; QN ; s(1n) ; s(2n) ; : : : ; sN(n) ). Let C be a semi-stable curve, that is, C is a reduced curve with at most ordinary double points and proper over C. Let 1C be the sheaf of K�ahler dierentials of the curve C and !C be the dualizing sheaf of the curve C . Near a singular point P , the curve C is analytically isomorphic to the variety de ned by xy = 0: 1 By these coordinates the sheaf C is expressed as



1C = (OC dx + OC dy)=(xdy + ydx)OC : (1.1.3) On the other hand, near the singular point P the dualizing sheaf !C is an invertible sheaf generated by the dierential  given by dx=x outside x = 0 and 0dy=y outside y = 0. Moreover, outside the singular points of the curve C , the sheaves 1C and !C coincide. Thus, we have



1C = m!C ; (1.1.4) where m is the de ning ideal sheaf of the singular points of C . Hence, we have the following exact sequence 0 0! 1C 0! !C 0! !C OCSing 0! 0: Let  : Ce ! C be the normalization of the curve C . We let fP1; : : : ; Pq g be the set of double points of the curve C and for each double point Pi , put  1(Pi) = f Pi;+ ; Pi; g. Then, we have the following exact sequence 0



0 0! !C 0!  !Ce



k X



3







(Pi;+ + Pi; ) 0



i



0



q



r M 0! C 0! 0; i



(1.1.5)



where at each double point Pi, the mapping r is given by resP + ( ) 0 resP 0 ( ): This means that a local holomorphic section of the dualizing sheaf !C is regarded as a local meromorphic one-form on Ce which has a pole of order one at Pi;+ and Pi; such that the sum of the residues is zero and which is holomorphic outside Pi; 's. In the following we shall often use this interpretation. The following lemma is an easy consequence of this interpretation. i;



i;



0



6



Let  be a meromorphic section of the dualizing sheaf !C , holomorphic at the double points. Then the sum of the residues of  is zero. Lemma 1.1.5. Assume that an N -pointed stable curve X = (C ; Q1 ; Q2 ; : : : ; QN ; s1 ; s2 ; : : : ; sN ) with formal neighbourhoods satis es the condition (Q). By tj we denote the Laurent expansions at Qj with respect to a formal parameter j = s 1 ( ). Then, the following homomorphisms are injective Lemma 1.1.4.



0



8







8







t = tj : H 0 C;



N







N







O 3 X Qj 0! M C0(j )1;



t = tj : H 0 C; !C



j =1 N  X



3



j =1



Qj







j =1 N 0 M



0!



j =1



(1.1.6)



1



C (j ) dj ;



where !C is the dualizing sheaf of the curve C .



Here we de ne







H 0 C;



N



O 3 X Qj 



j =1







N  X



= 0! lim H 0 C; O n 



n!1



j =1



Qj







;



(1.1.7)
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where O n Nj=1 Qj is the sheaf of germs of0 meromorphic functions on C which have poles of 0 PN 11 0 order at most n at Qj0, j = 01, 2; : : : ; N11 . H C; !C 3 j=10Qj is0 de ned similarly. 11 PN P 0 By this Lemma H C;0O 31 j=1 Qj (respectively,0 H 0 1C; !C 3 Nj=1 Qj ) can be regarded L L as a subspace of Nj=1 C (j ) (respectively, Nj=1 C (j ) dj ). There is the residue pairing 0 P



1



N M j =1



0



C (j )



1



N



2 M C0(j )1dj 0! C j =1



(f (1); : : : ; f (N ); g(1 )d1 ; : : : ; g(N )dN ) 70!



N X j =1



Res (f (j )g(j )dj ):



(1.1.8)



j =0



The following Lemma is well-known and plays an important role in our theory. Lemma 1.1.6.



Under the residue pairing the vector space N



H 0 C;



O 3 X Qj











N  X











and the vector space







H 0 C; !C



j =1



3



j =1



Qj



are the annihilators to each other. 0 1 0 1 Proof. On C (j ) and C (j0) d1j we introduce the j -adic topology. That is, the set of open 0 1 neighbourhoods of f (j ) 2 C (j ) (respectively, f (j )dj 2 C (j ) dj ) consists of the set 2 3 2 3 f (j ) + C [j ] jk ; (resp. f (j )dj + C [j ] jk dj ); k 2 Z: 0 1 0 1 L L On Nj=1 C (j ) and Nj=1 C (j ) dj we introduce the product topology. Let M (respec-



tively, M! ) be the meromorphic function eld (respectively, the set of meromorphic sections of1 0 L the dualizing sheaf !C ) of the curve C . For any element (f1(1 ); : : : ; fN (N )) 2 Nj=1 C (j ) and any positive integer m, by the Riemann-Roch theorem there is a meromorphic function f on the curve C such that tj (f )  fj (j ) (mod jm ): 0 1 LN Therefore, M is a dense subspace of j =1 C (j ) . Also by the Riemann-Roch theorem M! is a 0 1 0 1 L L dense subspace of 0Nj=1 C 0(j ) dj . Assume that ( g(1 )d1 ; : : : ; g(N )dN ) 2 N j =1 C (j ) dj 11 P is annihilated by H 0 C; OC 3 Nj=1 Qj . Assume further that the element (g(1 )d1 ; : : : ; g(N )dN ) comes from an element  2 M! : (g(1 )d1 ; : : : ; g(N )dN ) = (t1 ( ); : : : ; tN ( )). Assume that  has a pole of order k at a point P which is dierent from the Qj 's. Now there exists a meromorphic function h on C which has a zero of order m 0 1 at the point P and poles only at Qj 's. Then h is also in M! and by Lemma 1.1.4 we have X Res (h ) + Res (h ) = 0: Q P By using the coordinates j , this can be expressed in the form j



N X j =1



Res (tj (h)gj dj ) + Res (h ) = 0: P



j =0



By our assumption the rst term of the above equality is zero. Therefore, we have ResP (h ) = 0. But h has a pole of order one at11 P , hence has non-zero L residue.0 This1 is a contradiction. 0 0 P N Thus,  is in H 0 C; !C 3 N Q . Since M is dense in ! j =1 j j =1 C (j ) dj , this shows that 11 0 0 PN 0 is 1 the annihilator of H C; !C 3 j=1 Qj 0 0 PN 11 0 LN 0 H C; OC 3 j =1 Qj in j=1 C (j ) dj . The other statement can be proved similarly. 3
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1.2. Deformations of Riemann Surfaces and Stable Curves.



Let C be a compact Riemann surface of genus g. A deformation of C is by de nition, a proper smooth holomorphic mapping  : X ! Y of complex spaces with a prescribed point y 2 Y such that  1 (y) is isomorphic to the Riemann surface C . If Y = Spec C[]=(2 ), the deformation of C is called an in nitesimal (or rst order) deformation of C . The in nitesimal deformations of the Riemann surface C are parameterized by the cohomology group H 1 (C; 2C ), where 2C is the sheaf of germs of holomorphic vector elds on C . (See, for example [26].) More generally, we can de ne a deformation of the data X(n) = (C ; Q1 ; Q2; : : : ; QN ; 1(n) ; 2(n) ; : : : ; N(n) ) of an N pointed Riemann surface of genus g with n-th in nitesimal neighbourhoods. The in nitesimal deformations of an N -pointed Riemann surface of genus0 g with 0 n-th in nitesimal 11 neighbourP hoods are parameterized by the cohomology group H 1 C; 2C 0(n + 1) Nj=1 Qj . If C is a singular semi-stable curve, a deformation of C is de ned as a proper at holomorphic mapping  : X ! Y of complex spaces with a prescribed point y 2 Y such that  1 (y) is isomorphic to the curve C . In this case, the in nitesimal deformations of the curve C are parameterized by the cohomology group Ext1 ( 1C ; OC ) and the in nitesimal deformations of an N -pointed stable curve X(n) = (C ; Q1 ; Q2 ; : : : ; QN ; 1(n); 2(n); : : : ; N(n)0) with n-th in nitesimal neighbour0 11 P hoods are parameterized by the cohomology group Ext1 1C ; OC 0(n + 1) Nj=1 Qj . (See, for example, [8, Section 1].) Here, 1C is the sheaf of K�ahler dierentials on the curve C . (See, (1.1.3)). In our situation, we may regard the exact sequence (1.2.3) below as a de nition of the sheaf 1C . Put 2C = Hom ( 1C ; OC ). There is an exact sequence 0



0



OC



OC



OC



0 0! H 1 C; 2C 



N



N



0(n + 1) X Qj 0! Ext C ; OC 0(n + 1) X Qj j j 0 11 0 0! H C; Ext C ; OC 0! 0:











1



OC



=1











1







=1



1



0



OC



1



(1.2.1)



Note that the support of the sheaf Ext1 1C ; OC 0(n + 1) Nj=1 Qj is the singular locus of the curve C , hence the sheaf is isomorphic to Ext1 ( 1C ; OC ). If the stable curve C has q double points P1 ; P2 ; : : : ; Pq , then we have 0



0



11



P



OC



OC



Ext1 C ( 1C ; OC )Q = O



Hence we have







C; if Q = Pj ; i = 1; 2; : : : ; q, 0; otherwise.



O 1 ' Cq :



0



H 0 C; Ext1 C ( 1C ; C ) O



Each element of H 1 C; 2C 0(n + 1) Nj=1 Qj corresponds to an in nitesimal deformation of the data X(n) = (C ; Q1 ; Q2 ; : : : ; QN ; 1(n) ; 2(n); : : : ; N(n) ) preserving the singularities . De nition 1.2.1. The data ( : Y ! B ; s1 ; s2 ; : : : ; sN ; 1 ; 2 ; : : : ; N ) is called a (holomorphic ) family of N -pointed stable curves of genus g with formal neighbourhoods , if the following conditions are satis ed: (1) Y and B are connected complex manifolds,  : Y ! B is a proper at holomorphic map and s1 ; s2; : : : ; sN are holomorphic sections of . (2) For each point b 2 B the data (Yb :=  1 (b); s1 (b); s2 (b); : : : ; sN (b)) is an N -pointed stable curve of genus g. (3) j is an OB -algebra isomorphism 0



0



P



11



0



O



0 OY =Ij ' OB [] ; n



j : b=sj = lim



!1



where Ij is the de ning ideal of sj (B ) in Y .



n



2



3



CONFORMAL FIELD THEORY WITH GAUGE SYMMETRIES



7



Similarly we de ne a family ( : Y ! B ; s1 ; s2 ; : : : ; sN ; ~1(n) ; ~2(n); : : : ; ~N(n) ) of N -pointed stable curve of genus g with n-th formal neighbourhoods , by changing the third condition to (3') ~j(n) is an OB -algebra isomorphism



O ' OB 2[]3=Ijn : For a holomorphic mapping f : D ! B , we can de ne the pullback f X n ~j(n) : Y =Ijn+1



( +1)



(respectively, f X ) of the family of N -pointed stable curves with n-th in nitesimal neighbourhoods (respectively, formal neighbourhoods) over the base space D by the mapping f . (n) (n) (n) (n) (n) De nition 1.2.2. A family X = ( (n) : C (n) ! B(n) ; s1 ; s2 ; : : : ; sN ;  ~1 ; ~2 ; : : : ; ~N(n) ) of N -pointed stable curves of genus g with n-th formal neighbourhoods is called versal (respectively, universal ) at a point b 2 B(n) , if for any deformation Y = ( : X ! Y ; s1 ; : : : ; sN ; b1 ; : : : ; bN ) of (n) 1(b) = (C ; Q1 ; : : : ; QN ; 1 ; : : : ; N ) with prescribed point y 2 Y there exists a holomorphic mapping (respectively, unique holomorphic mapping) f from a neighbourhood of y in Y to B(n) such that the pullback f X is isomorphic to Y in a neighbourhood of y in Y and such that df is uniquely determined at the prescribed point y. If the family is versal (respectively, universal) at each point of B(n) , the family X is called a versal (respectively, universal) family. In the following we mainly consider a family of pointed stable curves with formal coordinates, which is versal as a family of pointed stable curves. Hence, in this section we only consider a family of pointed stable curves. Example 1.2.3. Let H be the upper half plane. We let Z2 act on H 2 C by 3



( )



3



0



3



(m; n): H 2 C 0! H 2 C; (;  ) 70! (;  + m + n):



Then Z2 acts on H 2 C properly discontinuously and freely, hence the quotient space E = (H 2 C)=Z2 is a complex manifold. We let (; [ ]) be a point of E corresponding to a point (;  ) of H 2 C. Then the natural mapping p : E ! H de ned as



70!  induced by the projection onto the rst factor of H 2 C is a proper smooth holomorphic mapping whose ber at a point  2 H is an elliptic curve with period matrix (1;  ). The family p : E ! H is a versal family. Theorem 1.2.4. For a family ( : Y ! B ; s ; s ; : : : ; sN ) of N -pointed stable curve of genus g and for each point b 2 B , there exists a C-linear mapping 0



1



p :  [ ]



1



b : Tb B



where Yb =  1 (b).



0! Ext







1



OY



2



b 



1Y ; OY b



b







N



0 X sj (b) j =1







;



(1.2.2)



0



The C-linear mapping b is called the B ; s1 ; s2 ; : : : ; sN ; ) at the point b.



Kodaira-Spencer mapping of the family ( : Y



!



Since the theorem plays an important role in our formulation of conformal eld theory, we give a rather detailed discussions of the proof. For the fundamental properties of the functor Ext we refer the reader to [17, Chap. 3, 6]. Put C = Yb , Qj = sj (b). Let IC be the sheaf of the de ning ideal of C in Y . There is an exact sequence 0 0! IC =IC2 0! 1Y OC 0! 1C 0! 0: (1.2.3)
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This gives a locally free resolution of the sheaf 1C . The sheaf IC =IC2 is the conormal sheaf of the curve C in Y and we have a canonical isomorphism (Tb B ) C OC ' IC =IC2 : 3



Hence there are canonical isomorphisms



(IC =IC2 ; OC ) ' Tb B C OC ; Hom ( 1Y OC ; OC ) ' 2Y OC : Hom



OC



OY



OC



Put



I 0 = 2Y



Then, we have an exact sequence



OY 



OC ; OY



I 1 = Tb B



(1.2.4) (1.2.5) 



OC : OC



0 0! 2C 0! I 0 0! I 1 0! Ext1 ( 1C ; OC ) 0! 0: OC



Applying Hom (1; OC ) to the exact sequence (1.2.3) and using the canonical isomorphisms (1.2.4) and (1.2.5), we obtain a complex of sheaves OC



3 1 0 0! I 0 0! I 0! 0:



The cohomology groups of the complex (1.2.6) are Ext ( 1C ; OC ). That is, we have



(1.2.6)



 OC



Ext0 C ( 1C ; OC ) = Kerf : I 0 ! I 1 g = 2C ; Ext1 C ( 1C ; OC ) = cokerf : I 0 ! I 1 g: 3



O



3



O



Note that the map  in (1.2.6) is surjective outside the double points P1 ; P2 ; : : : ; Pq of the curve C . The cohomology groups Ext ( C ; OC ) is calculated as follows. Choose an open covering U = fU g 3 of the curve C . Let C k (U ; I m ) be k-th cochains with values in the sheaf I m . Put M Kn = C k (U ; I m ): 3



 OC



2



k+m=n



We de ne the dierentials of f g as follows. For any element f g 2 C 0(U ; I 0 ) = K 0 we de ne 0 1 0 f g = f ( )g; f 0  g 2 C 0 (U ; I 1 ) 8 C 1 (U ; I 0) = K 1: For each element (f'g; f g) 2 C 0 (U ; I 1 ) 8 C 1 (U ; I 0 ) = K 1 we de ne Kn



n



3



f g f g 0f(' 0 ') 0  ( )g; f 0  +  g1 as an element in C (U ; I ) 8 C (U ; I ) = K . The other k 's are de ned to be the zero map. Then fK ;  g is a complex and if the covering is good, namely each open set U is dierent from C , then we have Extn ( C ; OC ) = Ker  n = Im n : Assume that the covering U is good. Assume further that each of the points Qj 's and Pi 's is contained in only one open set U . For each tangent vector  2 Tb B of B at b, there is a vector eld ~ on a neighbourhood of b. Then there is a lifting ~ on Ue n 6 of the vector eld ~, where Ue is an open set in Y with U = Ue \ C and 6 is the locus of double points of the bers of .  1 ( ' ;  ) = 1







1



2



3



0



2







OC



1



1



0



Put



2



U



OC ); 2 U \ U ; 2Y OC ):



' =  H 0 (  ; Tb B  = (~ ~ )  H 0 ( 



0 j



U



\U



OC



OY
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Then 9() = (f'g; f g) is an element of K 1 and by de nition we have 1 (9()) = 0, hence it de nes an element [9()] of Ext1 ( 1C ; OC ). Thus we have a C-linear mapping OC



0! Ext ( C ; OC ): This is the Kodaira-Spencer mapping of  : Y ! B at b. So far we have not considered the points Qj = sj (b). To de ne the Kodaira-Spencer mapping of the family ( : Y ! B ; s ; s ; : : : ; sN ) we need to be careful about how we choose a lifting ~ of ~, namely the lifting should respects the points Qj = sj (b). For simplicity assume that the point Qj is contained in only one open set Uj . Choose local coordinates (u ; u ; : : : ; um ) of B with center b. Then we can choose local coordinates of Y with center Qj as (u ; u ; : : : ; um ; z). We may assume that Uj is contained in the coordinate neighbourhood of P Qj with the above @ b : Tb B



1



1



1



OC



2



1



2



1



2



coordinates. By these coordinates the vector eld ~ is expressed in the form ak (u) @u . Then, P for ~j we choose the same form ak (u) @u@ . Any other lifting is of the form k



k



X



ak (u)



@ @ + A(u; z ) @z : @uk



To preserve the points Qj , A(u; z) has to have a zero of order 1 at Qj . Precisely speaking, if we choose the lifting ~j above, then we have an element 9() as above. This lifting does depend on the choice of local coordinates. If we choose other local coordinates, 9() changes by thr addition of 0 (f g). Now  corresponds to an in nitesimal change of local coordinates of U. Hence  needs to preserve the points Qj . Let I10 and I11 be OC -submodules of I 0 and I 1, respectively de ned by I10 = Hom







OC



I11 = Hom



OY







OC



n















N 



OC ; OC 0 X Qj ' 2Y OC 0 X Qj 



1Y







N



OY



j =1







N







j =1



O 0 X Qj ' Tb B C OC 0 X Qj



IC =IC2 ; C



j =1







j =1



;







:



Then, we also have a complex of sheaves 3 1 0 0! I10 0! I1 0! 0



and (fg; f g) de nes a cohomology class [9()] of the complex fK1 ;  g, where we de ne 



K1p =



M



m+`=p







U



C m ( ; I1` ):



The cohomology groups of11fK1 ;  g are Ext 1C ; OC (0 Qj ) . Hence [9()] is an element 0 P 1 0 1 of Ext C ; OC 0 Qj . This de nes the Kodaira-Spencer mapping of the family ( : Y ! B ; s1 ; s2 ; : : : ; sN ). We have thus proved Theorem 1.2.4. A sheaf version of Theorem 1.2.4 is the following: Corollary 1.2.5. If ( : Y ! B ; s1 ; s2 ; : : : ; sN ) is a family of N -pointed smooth curves of 



 OC







0



P



1



OC



genus g, the Kodaira-Spencer mapping b induces an OB -module homomorphism  : 2B



0! R  1



Hom 1Y=B ; OY 



3



N



0 X sj (B)







j =1







:
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Proposition 1.2.6. A family ( : C ! B; s1 ; s2 ; : : : ; sN ) of N -pointed stable curves of genus g is versal at a point b 2 B, if and only if the Kodaira-Spencer mapping



 b : Tb B



0! Ext 



1 ; O C







1



OC



b



OC



b



b



N



0 X sj (b)











j =1



is an isomorphism at the point b.



Remark 1.2.7. For a smooth family  : X ! Y of compact complex manifolds over a complex manifold Y , the Kodaira-Spencer mapping has the following description. Let U be an open neighbourhood of a point b of Y and fUigi I is a small open covering of  1(U ). Let (z1 ; : : : ; zm ) be local coordinates of U with center b and (u1i ; : : : ; uni ; z1 ; : : : ; zm ) be local coordinates of Ui. On Ui \ Uj 6= ? we have uki = hkij (u1j ; : : : ; unj ; z1 ; : : : ; zm ): Then, for a vector eld v on U , b (v) is given by 0



2



n X k=1



v(hkij )(u1j ; : : : ; unj ; 0 : : : ; 0)



@ : @uki



In this way we have the Kodaira-Spencer mapping b : Tb Y ! H 1 (Xb ; 2X ), where we put Xb =  1 (b). Let us calculate the Kodaira-Spencer class of the family of elliptic curves constructed in Example 1.2.3. Example 1.2.8. Let us rst consider an elliptic curve E = C=(1; 0 ) 0 2 H . Let z be a global coordinate of the ane space C and o the origin of the elliptic curve E . From the exact sequence d t 0 0! 2E 0! 2E (3o) 0! z 1 C[z 1 ] 0! 0; dz we have an exact sequence b



0



0



0



d t 0 0! H 0 (E; 2E (3o))=H 0 (E; 2E ) 0! z 1 C[z 1 ] dz where we put 2E (3o) = 0! lim 2(mo); 0



0



 0! H (E; 2E ) 0! 0; 1



m!1



3



H 0 (E; 2E ( o)) = lim H 0 (E; 2(mo)):



0!



m!1



Note that for the Weierstrass }-function, we have (01)n }(n)(z ) d 2 H 0 0E; O ((n + 2)o)1 n H 0 0E; O ((n + 1)o)1 E E n! dz for all non-negative integers n. Therefor, z 1 dzd has a non-zero image (z 1 dzd ) in H 1 (E; 2E ). Let us describe the image. Let fU gN=0 be a small open covering of E such that U0 is a coordinate neighbourhood of o with local coordinate z and such that o 2= U0 \ U ;  > 1: Then the image of z 1 dzd is given by a cocycle 8 1 d  = 0;  > 1; U 6= ?; > < z dz ;  = 0z 1 dzd ;  > 1;  = 0; U 6= ?; > : 0; otherwise: 0



0



0



0



0
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Let p : E ! H be the versal family constructed in Example 1.2.3. As we put E = C=(1; 0 ), by using the above covering, we nd an open covering fUb gN=0 of p 1(V ) where V is an open neighbourhood of 0 such that p 1 (0 ) \ Ub = U . Let ( ; z ) be local coordinates of Ub such that 0



0



0



 =  0 ; z0 = z; z = z + m + n ;



with m , n cocycle



2 Q.



Then, the Kodaira-Spencer class 0 ( @@ ) 2 H 1 (E; 2E ) is given by the 



 = n







d : dz



Let us consider the Dolbeault representations of the cocycles f g and f g. First consider the cocycle f g. Put 



Then we have 



Therefore



z 0 z ) d p = ( : 2 01 Im  dz



0







= n dzd =  : 



p01 Im  ) d dz dz is the corresponding Dolbeault representative of f g. Next consider the cohomology class f g. We may assume that f z 2 C j jzj 6  g  U @  = @  = (2



1



0



0



and



N



f z 2 C j jzj 6 =2 g  U n [ U:  Let f (z) be a real valued C function in U such that 0 6 f (z ) 6 1 and  0; jzj < =3 f (z) = 1; jzj > =2: 0



=1



1



Put Then, we have that and



0



e =



 f (z ) d



0



z dz



 = e 



(1.2.7)



=0  > 1:



0 e 



1 @f (z ) d dz z @ z dz represents the Dolbeault cohomology class of f g. Since the Dolbeault cohomology class has a representative of the form d a dz; a 2 C; dz ! = @ e =
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let us nd the constant a for !. Note that for any C function h on E we get the equality 1



Z



E



Z



(! + @h) ^ dz =



E



^



! dz:



We have Z



E 0f j



Z



@f (z ) 1 dz dz = @ z z E z < j



^



g



Z



=



Z



E



0f j j



E 0f j



=0 by (1.2.7). On the other hand, we have



f (z ) dz ) z z < f (z) d( dz) z z 



Z



j



z =



j j



g



@(



1 dz = 02p01 g



z



p01a Im :



^



a dz dz = 2



Therefore we conclude that f g and 0 Im  dzd dz represent the same cohomology class. Thus we obtain the equality   p  @ : d = 0 2  01  z 1 dz @ 0



Next let us consider another coordinate. Put w = exp(2



p01z);



q0 = exp(2



p01 ): 0



Then the elliptic curve E can be regarded as the quotient manifold C =hq0 i where hq0 i means the in nite cyclic group acting on C generated by an analytic automorphism 3



3



w



7! q w: 0



In this coordinate, the origin of the elliptic curve corresponds to the point w = 1. Put u=w



0 1:



Then we have an exact sequence d  0 0! 2E 0! 2E (3o) 0! u 1 C[u 1 ] 0! 0 du and from this exact sequence we have an exact sequence 0



0



d  1 t 0 0! H 0 (E; 2E (3o))=H 0 (E; 2E (3o)) 0! u 1 C[u 1 ] 0! H (E; 2E ) 0! 0: du 0



The image (u



1



0



d du )



0



is calculated as follows. The image is de ned by a cocycle 8 > 



d; u 1 du if  = 0,  > 1, d 1 ! = u du ; if  > 1,  = 0, > : 0; otherwise: 0



0



0



U  6= 0; U 6= 0, 0



0
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1



0



d = du (exp(2
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p01z) 0 1)21p01 exp(2p01z) dzd 



d = 4021z + holomorphic dz ; 



we conclude



f!g = 0 41 f g; 2



that is,















d = 41 2  z  u dz 1



0



0



1



0















d 1  d : = dz 2 1 d



0 p0



In the following we need to consider degenerations of families of elliptic curves. In that case we shall use the parameter p q = exp(2 01 ): Then we have 1 d; d q = p dq 2 01 d     d d = 0  q :  u 1 du dq 0



This formula will be used in section 5.5. Now we prove the existence of the versal family of N -pointed stable curves. Theorem 1.2.9. For each N -pointed stable curve (C ; Q1 ; : : : ; QN ) of genus g , there exists a family F = ( : C ! B; s1; s2 ; : : : ; sN ) with prescribed point b 2 B such that  1 (b) is isomorphic to (C ; Q1; : : : ; QN ) and such that the family F is versal at b. Moreover, C and B are complex manifolds and the family F is versal at each point of a small neighbourhood of b in B. If the N -pointed stable curve has a trivial automorphism group, then the family F is universal at b. Proof. The theorem is a consequence of deformation theory. Since we need an explicit description of a versal family, we give here a method to construct a versal family of the rst in nitesimal neighbourhoods. By our assumption, the curve C has only ordinary double points. Hence, by deformation theory, there exists a versal family  (?) : C (?) ! B(?) with speci ed point x 2 B(?) such that Cx = ((?) ) 1 (x) ' C . Hence, the Kodaira-Spencer mapping 0



0



B 0! Ext



x : Tx (?)



1



OCx



( 1C ; OC ) x



x



is an isomorphism. (Since the automorphism group of C may not be trivial, the family C(?) ! B(?) may not be universal at the point x, but only versal.) Put



:



B = (C ? )N n ( )



[



i


1ij



[



f singular points of (C ? )N g ( )



where







;



1ij = f (x1 ; : : : ; xN ) 2 C (?)N j xi = xj g is the (i; j )-th diagonal and (C (?) )N means the bred product of N copies of C (?) over B(?) . There is a natural holomorphic mapping p : B ! B(?) . Put also



C=C? 2 ? B ( )



B



( )
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and let  : C ! B be the projection to the second factor. By de nition, (Q1 ; : : : ; QN ) 2 p 1(x). Put x0 = (Q1 ; : : : ; QN ) 2 B. Then we have  1(x0) = Cx 2 x0 ' C . Moreover, we can de ne holomorphic sections sj : B 0! C by sj ((P1 ; : : : PN )) = (Pj ; P1 ; : : : ; PN ) 2 C (?) 2 (?) B: Then we have sj (x0 ) = (Qj ; x0 ). It is easy to show that F = ( : C ! B; s1 ; : : : ; sN ) is versal at each point of B. 3 Let F = ( : C ! B; s1 ; s2 ; : : : ; sN ) be a versal family of N -pointed stable curve of genus g. Put 0



0



B



6 = fP



2 C j dP : TP C ! T P B is not surjective g;



(1.2.8) (1.2.9)



( )



D = (6):



The set 6 is called the critical locus of the family and D is called the discriminant locus of the family. The following lemma is a consequence of the deformation theory of singular curves with ordinary double points. (See for example [8, Section 1].) Lemma 1.2.10. For a versal family of N -pointed stable curve of genus g ( : C ! B; s1 ; s2 ; : : : ; sN ), assume 2g 0 2 + N > 1. (1) We have dim B = 3g 0 3 + N dim C = 3g 0 2 + N:



(2) The critical locus 6 is a smooth subvariety of codimension 2 in C . (3) The discriminant locus D is a divisor with normal crossings in B. Remark 1.2.11. In the following we mainly consider versal families of N -pointed stable curves. Even if we do not consider not necessarily need to consider a versal family F = ( : C ! B; s1; : : : ; sN ), by virtue of Theorem 1.2.9, we can always assume that C and B are complex manifolds. Example 1.2.12. Let (P1 ; Q1 ; : : : ; QN ) be an N -pointed projective line (smooth curve of genus 0). By an automorphism of P1 , the rst three points Q1 , Q2 , Q3 can be mapped to the points 0, 1, 1. We may regard P1 as C [ f1g. Let u be a global coordinate on C. Thus, (P1 ; Q1; : : : ; QN ) is isomorphic to (P1 ; 0; 1; 1; u1; : : : ; uN 3 ). Put 0



C



f



Bm = (u1 ; : : : ; um )



2 C j uj 6= 0; 1; 1; ui 6= uj ; i 6= j g:



2 ! Bm be the projection to the second factor. For any point (u ; : : : ; um) 2 sk ((u ; : : : ; um )) = k; k = 0; 1; 1;



Let  : = P1 Bm Bm put



1



1



i = 1; 2; : : : ; m:



i ((u1 ; : : : ; um )) = ui ;



Note that sk and i are holomorphic sections of . Now, Bm is the moduli space of ordered (m + 3)-pointed projective line and the family ( : C ! Bm ; s0 ; s1; s ; 1 ; : : : ; m ) 1



is the universal family of ordered an (m + 3)-pointed projective lines. The extension of the universal family to that of (m +3)-pointed stable curves of genus 0 was rst studied by Terada [35] in a dierent context. The detailed study of the moduli space of N -pointed stable curves of
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genus 0 was done by Terada [35] and Gerritzen, Herrlich and van der Put [16] independently. In case m = 1 the extension can be easily described. The compacti cation B 1 of B1 is P1 . Let Ce be the blowing up of P1 2 B 1 at the points (0; 0), (1; 1) and (1; 1) and e : Ce ! B 1 be the natural holomorphic mapping. Then, there are natural extensions sek and ei of sk and 1 , respectively, which are holomorphic sections of e. Then, (e : Ce ! B 1 ; es0 ; se1; es ; e1 ) is the universal family of ordered four pointed stable curves of genus 0. The bers of e over the compacti ed points 0, 1, 1 are four pointed stable curves of genus 0. By Knudsen [25], the compacti cation B 2 of B2 by means of ordered ve pointed stable curves of genus 0 is nothing but our Ce. For the explicit description by means of coordinates we refer the reader to [35] and [16]. 1



1.3. Versal Families of Pointed Stable Curves.



Let us consider a versal family F = ( : C ! B; s1; s2 ; : : : ; sN ) of N -pointed stable curves of genus g. We assume that we have a local (formal) coordinate  with center sN (B). In the following we need to consider a family F locally. For that purpose we introduce the following local coordinates on C . For a point P 2 6 of the critical locus of , we can choose local coordinates (u1 ; u2 ; : : : ; uM 1; z; w) on C with center P and local coordinates (1 ; 2 ; : : : ; M ) on B with center (P ) such that the holomorphic mapping  is given by 0



(u1 ; u2 ; : : : ; uM 1; z; w) 70! (u1; u2 ; : : : ; uM 1 ; zw) = (1 ; 2; : : : ; M ): 0



In other word, we have



0



 k =







k = 1; 2; : : : ; M k = M:



uk ; zw;



3



01



For a point P 2 C n 6 we can choose local coordinates (u1 ; u2 ; : : : ; uM ; z) of C with center P and local coordinates (1 ; 2; : : : ; M ) of B with center (P ) such that the holomorphic mapping is given by (u1 ; u2 ; : : : ; uM 1 ; z) 70! (u1 ; u2 ; : : : ; uM ) = (1 ; 2 ; : : : ; M ): The O -module 1 = is de ned by the following exact sequence 0



C



C B



 1 1 0



B 



B O 0! 0! = 0! 0: O



1



C



1



C



C B



The sheaf 1 = is called the sheaf of germs of relative 1-forms of the family  : C ! B. Let us describe the sheaf 1 = , by using the above local coordinates. In a neighbourhood of a point P 2 C n 6, the sheaf 1 = is locally isomorphic to O dz . In a small neighbourhood of P 2 6, we have an O -module isomorphism C B



C B



C



C B



C 



1 =



C C



' (O dz + O dw)=O (wdz + zdw): C



C



C



(1.3.1)



Moreover, we have the following lemma. Lemma 1.3.1.



The following sequence



0 0!  1 1 



0



B



O



B



O 0! 0! = 0! 0 C



1



1



C



C B



is exact and gives a locally free resolution of the sheaf 1 = . C B



(1.3.2)



Let ! = be the relative dualizing sheaf of  : C ! B. Since C and B are non-singular and  is at, we have an O -module isomorphism C B



C



!=



C B



' ! ( ! C



3



1



0



B



)
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where !Y is the dualizing sheaf (canonical sheaf) of a complex manifold Y . The relative dualizing sheaf ! = is described locally as follows. (See (1.1.3).) In a small neighbourhood of a point P 2 C n 6, we have ! = = 1 = ' O dz: In a small neighbourhood of a point P 2 6, we have ! = ' O (dz ^ dw) (dM ) 1 : In particular, we have  O dzz ; if z 6= 0; != ' O dww ; if w 6= 0; with the relation dz dw + w = 0; z if zw 6= 0. C B



C B



C



C B



0



C



C B



C



C B



C



Lemma 1.3.2.



There exits an exact sequence



0 0! 1 =



0! ! = 0! ! = C O 0! 0: C B



C B



Proof. The mapping 1 =



C B



!! =



6



O



C B



is given locally in a neighbourhood of a point P 2 C n 6 by



C B



70! dz



dz



and in a neighbourhood of a point P 2 6 by dz 70! z(dz ^ dw) (dM ) 1 dw 70! w(dz ^ dw) (dM ) 1 : In particular, we have 0



0



07 ! z dzz ; dw dw 70! w ; w



if z 6= 0



dz



This proves Lemma 1.3.2. 3 Lemma 1.3.3.



Put



2



=



= Hom C ( 1 = ; O ):



(1.3.3)



=



' Hom



O ):



(1.3.3a)



C B



Then 2



=



C B



if w 6= 0 .



O



C B



C



is an invertible O -sheaf and there is an isomorphism C



2



C B



C (!C =B ;



O



C



Proof. By (1.3.2) it is easy to show that in a neighbourhood of a point P isomorphism @ 2 = ' O @z and in a neighbourhood of a point P 2 6 we have an isomorphism C



C B



2



=



C B



'O



C







2 C n 6 we have an



z



@ @z



0 w @w@







:



By this fact and (1.3.1), we have the desired result. 3 From the exact sequence (1.3.2) we obtain the following Corollary.



(1.3.4)
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Corollary 1.3.4.



The following sequence



0 0! 2



0! 2 0! 



=



C



C B



1



0



2



B 



O 0! Ext C



C ( C =B ;



1



1



O



of O -sheaves is exact. Lemma 1.3.5. There exists an exact sequence
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O ) 0! 0 C



C



0 0! 2 (0 log D) 0! 2 B



where



0!t 



B



3



Ext1 C ( 1 = ; O ) 0! 0; O



(1.3.5)



C



C B



2 (0 log D) = f v 2 2 j v(ID )  ID g B



B



and ID is the sheaf of the de ning ideal of D in B. Proof. First note that the sheaf 2 (0 log D) is a sheaf of germs of vector elds on B tangent to D. Since  : C ! B is a versal family, using the Kodaira-Spencer mapping and (1.2.1), for each point s 2 B we have an exact sequence B



0 0! H 1 Cs; 2C 



N



0 X sj (s) 0! TsB 0! H 0Cs; Ext



 s







OCs



j =1



( 1C ; OC )



1



1



0



s



s



0! 0:



Each element of H 1 Cs ; 2C 0 Nj=1 sj (s) corresponds to a tangent vector of B at s preserving the singularities of Cs. Since R1  Ext1 C ( 1 = ; O ) = 0 by the base change theorem and the argument of the proof of the following theorem, the sheaf version of the above sequence is also exact. 3 Theorem 1.3.6. Let ( : C ! B ; s1 ; s2 ; : : : ; sN ) a versal family of N -pointed stable curves of 0



0



11



P



s



3



O



C



C B



genus g. Then there exists an O -module isomorphism B



0



 : 2 ( log D) B



where we put Sj = sj (B) and S =



0! R  (2 = (0S )) 1







3



(1.3.6)



C B



PN j =1 Sj .



Proof. Applying Hom C (1; O ) to the exact sequence (1.3.2), we obtain the following exact sequence 0 1 (1.3.7) 0 0! 2 = 0! 2 0!  1 2 O 0! Ext1 C 1 = ; O 0! 0: This exact sequence splits into the following short exact sequences O



C B



C



0



C



B



C



O



C B



C



 0 0! 2 = 0! 2 0! M 0! 0; 1 0 0! M 0!  2 O 0! Ext1 C ( 1 = ; O ) 0! 0:



(1.3.8) (1.3.9)



T = f v 2 2 j v(IS )  IS g:



(1.3.10)



C



C B



0



B



C



O



C B



C



Let T be the sheaf of germs of holomorphic vector elds on C preserving the n-th in nitesimal neighbourhoods. The sheaf T is given by C



The sheaf T is an O -subsheaf of 2 and coincides with 2 outside Nj=1 Sj . For a point P 2 Sj we let (u1; u2; : : : ; uM ; z) be local coordinates of C with center P such that (u1 ; u2 ; : : : ; uM ) are the coordinates of B with center (P ) and such that Sj is de ned by the equation z = 0 in a neighbourhood of P . Then, in a neighbourhood of P the sheaf T is generated by S



C



C



C



z



@ @ @ ; ;:::; @z @u1 @uM
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as an O -sheaf. Hence T is locally free on C . Let us examine the exact sequences (1.3.8) and (1.3.9). Since the support of the sheaf Ext1 C ( 1 = ; O ) is in 6, the sheaf M is equal to  1 2 O on O n 6. By using the above local coordinates of C with center P 2 Sj , the restriction of the mapping  in (1.3.8) to T in a neighbourhood of P is given by C



O



0



C



C B



B



C



C



70! X Bj (u; z) @u@ j : Hence  : T ! M is surjective and its kernel is 2 = (0(n + 1)S ) in a neighbourhood of P . On S the other hand, on B n Nj Sj the sheaf T is equal to 2 . Thus we have an exact sequence 0 0! 2 = (0S ) 0! T 0! M 0! 0: (1.3.8a) a(u; z )z



@ X + Bj (u; z ) @u@ @z j



C B



=1



C



C B



>From the exact sequence (1.3.8a) we obtain a long exact sequence 0 0!  (2



 T 0!  M 0! R  (2 = (0S )) (1.3.11) 0! R  T 0! R  M 0! 0: Put B = BnD, C =  (B ),  = jC . Then on B ,  M = 2 and the homomorphism  is the Kodaira-Spencer mapping by Corollary 1.2.5. Since our family is versal,  is an isomorphism on B . Therefore, the sheaf homomorphism  in (1.3.11) is an isomorphism on B . But on B we have  (2 = (0S )) = 0. Therefore,  T = 0 on B . As T is locally free,  T is torsion free, hence  T = 0 on B. This also implies (1.3.12)  (2 = (0S )) = 0 on B. Next we show that  in (1.3.11) is an isomorphism. For that purpose it is enough to show that R  T is locally free. Because, if R  T is locally free, as  is isomorphic on B , Coker  is a torsion subsheaf of R  T , hence zero. By general cohomology theory of coherent sheaves, (T OC ) = dimC H (Cs ; T OC ) 0 dimC H (Cs ; T OC ) is independent of s 2 B, where Cs =  (s). (See, for example, [3].) Moreover, if dimC H (Cs ; T 



OC ) is, say k, independent of s, R  T is a locally free O -module of rank k on B, since we have H (Cs ; T OC ) = 0. Therefore, it is enough to show that H (Cs ; T OC ) = 0 for all s 2 B. Since Cs is a locally complete intersection in C , we have an exact sequence 0 0! 2C 0! 2 OC 0! OC (N ) 0! Ext ( ; OC ) 0! 0; where N is the normal bundle of Cs in C which is a trivial bundle of rank 3g 0 3 + N . (See, for 3



0



1



0



0



=



C B



0



 (0S )) 0! 



0



3



1



3



1



1



3



0



0



3



C B



3



03



B



0



0



3



0



3



C B



0



3



3



3



1



C B



1



3



1



0



3



3



0



s



1



s



s



1



1



0



s



1



2



3



B



0



s



s



C



s



1



s



OCs



1



OCs



s



s



example, [1].) From this exact sequence we obtain two short exact sequences 0 0! 2C



0! 2 OC 0! Ms 0! 0; 0 0! Ms 0! OC (N ) 0! Ext ( C ; OC ) 0! 0: C



s



s



1



s



s



OCs



s



Similarly we have an exact sequence 0 0! 2C (0 s



N X j =1



Qj )



0! T OC 0! Ms 0! 0; s
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where Qj = sj (s). This gives a long exact sequence 



















0 X Qj 0! H Cs; T OC 0! H (Cs; Ms)     X   0! H Cs ; 2C 0 Qj 0! H Cs ; T OC :



0 = H 0 Cs; 2C



0



s



1



0



s



1



s



s



(1.3.13)



The cohomology group H 0(Cs ; Ms ) parameterizes in nitesimal displacements of Cs in C . (For the details see Tsuboi [37].) Since  : C ! B is a versal family, in nitesimal displacements of Cs in C and in nitesimal deformations of Cs coincide. Hence the homomorphism  in (1.3.13) is an isomorphism. Hence we have H 0 (Cs; T OC ) = 0. Finally we show that  M is isomorphic to 2 (0 log D). From (1.3.9) we obtain an exact sequence   t 0 0!  M 0! 2 0!  Ext1 C ( 1 = ; O ) : s



3



B



3



B



3



O



C



C B



The homomorphism t is the same as the one appearing in the exact sequence (1.3.5). Hence t is surjective. Therefore, by Lemma 1.3.5,  M is isomorphic to 2 (0 log D). 3 Remark 1.3.7. The homomorphism  in the above Theorem 1.3.6 is also called the KodairaSpencer mapping . The above proof shows that there exists an exact sequence 3



0 0! 2







=



C B







0 X Sj 0! T 0! 



B



1



0



2



B 



O 0! Ext C



1



OCs



( 1C ; OC ) 0! 0; s



s



where T is a subsheaf of 2 de ned in (1.3.10). Choose a small Stein open set U  B and a vector eld v 2 H 0(U ; 2 (0 log D)). Choose also a Stein open covering fUj gj J of  1 (U ). Then v also de nes an element  v 2 H 0 (Uj ;  1 2 O ), whose image in Ext1 ( 1C ; OC ) is zero, since the tangent vector v is a direction of an in nitesimal deformation preserving singularities. Therefore, if Uj is small enough, we can nd an element vj 2 H 0(Uj ; T ) which is mapped to  v. Then, we have C



B



2



3



0



B



C



OCs



0



s



s



3



vij = vj



and fvij g de nes an element



0 vi 2 H 0Ui \ Uj ; 2 = (0S )1 0



C B



[fvij g] 2 H 1  1(U ); 2 0



The mapping



v



0



=



C B



(0S ) : 1



70! [fvij g]



is nothing but the Kodaira-Spencer mapping  in Theorem 1.3.6. Lemma 1.3.8. Let F = ( : C ! B ; s1 ; s2 ; : : : ; sN ) be a versal family of N -pointed smooth



curves of genus g. Let X , Y be a holomorphic vector eld of B and : 2



B



0! R  2 = (0S) 1



3



C B



be the Kodaira-Spencer mapping. Then, we have



0



([X; Y ]) = [(X ); (Y )] + X(Y ) Y (X );



where by putting



f g



f g



(X ) =  ;



f g



(Y ) = 



([X; Y ]) is the cocycle # de ned as



# = [ ;  ]
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and X(Y ) is the cocycle f g de ned as 0



 = X ( ): 0



Proof. We may assume that B is small enough. Let fU g be a suciently ne open covering of C . Let (z1; : : : ; zm ) be coordinates of B and (z1 ; : : : ; zm ;  ) be a local coordinates of U . Moreover, we may assume that for j 2 f1; 2; : : : ; N g  3, Uj is a coordinate neighbourhood of sj (B) such that j induces an n-th in nitesimal neighbourhood j and that sj (B) is de ned by j = 0. For U \ U 6= ?, we have  = h ( ; z1 ; : : : ; zm ): The vector eld X induces an in nitesimal transformations of the coordinates (z1 ; : : : ; zm ): (z1 ; : : : ; zm ) 70! (z1 + 1 a1 (z); : : : ; zm + 1 am (z )) (1.3.14) where 1 is a dual number, that is 21 = 0 and X=



m X j =1



ai (z)



@ : @zi



For simplicity we express (1.3.14) as z 7! z + 1X . Since our family is versal, we have g ( ; z + 1 X ) = g ( ; z ) + 1` ( ; z) where we put d ; d d  = m : d



 = `



Similarly we have



g ( ; z + 2 Y ) = g ( ; z) + 2 m ( ; z );



where 2 is another dual number. Now let us calculate the result when we rst deform in nitesimally in the direction of X and then deform in nitesimally in the direction of Y : g ( ; z + 2 Y ) + 1 ` ( + 2m ; z + 2 Y ) = g (; z ) + 2 m ( ; z) + 1 ` ( ; z) + 12 (Y (` ( ; z )) + m d`d :



If we deform in the opposite order, we have g ( ; z) + 1 ` ( ; z) + 2 m ( ; z )



+ 1 2 (X (m ( ; z)) + ` d`d : 



Therefore, if we put we have







f g



([X; Y ]) = #e



0 m d`d + X (m) 0 Y (`)g dd = [ ;  ] + X ( ) 0 Y (` g dd  = [(X ); (Y )] + X ((Y )) 0 Y ((X )) f



#e = `



dm d



3
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1.4. Period Mappings and Bidierentials.



Let R be a compact Riemann surface of genus g and f1 ; : : : ; g ; 1 ; : : : ; g g be a symplectic basis of H1 (R; Z), that is,



1



1



i j = 0;



1



i j = 0;



i j = ij :



A period matrix  of the Riemann surface R is given by  :=



Z



i



!j



 Z



1



i



!j



01



(1.4.1)



;



where f!1 ; : : : ; !g g is a basis of the holomorphic one-forms on R. Note that the period matrix  is independent of the choice of the basis of holomorphic one-forms but depends on the choice of the symplectic bases. Let fe1 ; : : : ; eg ; e1 ; : : : ; eg g be another symplectic basis of H1 (R; Z). Then we have 0 1 0 f 1 1 1 B . C B .. C B .. C .C B C  B B B fC g C C B gC= A B B C; B C C D B B 1 C B f1 C B C B . C @ .. A @ .. A . g



fg



where the matrix







A B C D







is in the group Sp(g; Z) of symplectic integral matrices de ned by 



Sp(g; Z) := X



2 M g (Z) 2



 tX Ig



0



0Ig  X =  0 0Ig   : 0



Ig



0



Let e be a period matrix of the Riemann surface R de ned by the symplectic basis fe1 ; : : : ; eg ; e1 ; : : : ; eg g. Then we have e = (A + B)(C + D) 1 : A basis f!1; : : : ; !g g of holomorphic one forms of R is called a normalized basis with respect to a symplectic basis f1; : : : ; g ; 1 ; : : : ; g g of H1 (R; Z), if we have 0



Z



i



Z



!j = ij ;



i



!j = ij ;  = (ij ):



Let  : R ! T be the universal family of compact Riemann surfaces of genus g over the Teichm�uller space T. For each point t 2 T, put Rt =  1(t). There is a canonical isomorphism 0



H 1 (Rt ; 2Rt )



' Tt T



(1.4.2)



which is nothing but the one induced by the Kodaira-Spencer mapping. Taking the dual on both sides, we get a canonical isomorphism Tt T



3



' H (Rt; !R ): 2



0 







t



(1.4.3)



In the following we often identify the both sides of (1.4.3). Since T is simply connected, the sheaf R1  Z is trivial on T and we nd global sections 3



fb ; : : : ; bg ; b ; : : : ; bg g 1



1
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of the sheaf R1 Z, such that for each point t 2 T, 3



fb (t); : : : ; bg (t); b (t); : : : ; bg (t)g 1



1



is a symplectic basis of H1(Rt ; Z). The sheaf  ! =T is a free 1 =T . Then, the matrix



f!b ; : : : ; !bg g be an OT-free basis of  ! 3



5(t) :=



3



R



OT-module of rank g.



Let



R



!



Z



bi (t)



!bj (t)



!01



Z



1



bi (t)



!bj (t)



(1.4.4)



de nes a holomorphic mapping



5: T 0! Sg (1.4.5) from the Teichm�uller space to the Siegel upper half plane of degree g. Moreover, there exists a group homomorphism 8: Modg 0! Sp(g; Z) (1.4.6) of the mapping class group Modg of genus g to the symplectic group such that 5( t) = (A 5(t) + B )(C 5(t) + D ) 1;



(1.4.7)



0



where







 



B 8( ) = A B D : 



(1.4.8) 



For a compact Riemann surface R let f ; : : : ; g ; ; : : : ; g g be a symplectic basis and f! ; : : : ; !g g be a normalized basis of holomorphic one forms. In the following (R; f ; : : : ; g ; ; : : : ; g g) is called a weakly marked Riemann surface . Let  2 Sg be the corresponding period matrix. We let J (R) be a g-dimensional complex torus with period matrix (Ig ;  ). Then, we can de ne a holomorphic mapping j : R ! J (R) by 1



1



1



1



j (Q) :=



Z Q



P0



!1 ; : : : ;



Z Q



P0



1



!



!g ;



(1.4.9)



where the base point P0 2 R is xed once and for all. If we change the base point, the mapping j diers only by a translation of the complex torus J (R). The mapping j is called the Albanese mapping and the complex torus J (R) is usually called the Jacobian variety of the Riemann surface R. The Jacobian variety J (R) may be de ned intrinsically by J (R) = H 0(R; !R ) =H1 (R; Z): 3



(1.4.10)



Precisely speaking, this is the de nition of the Albanese variety of the Riemann surface R. Since we have Z !j = ij i



for a normalized basis f!1 ; : : : ; !g g of (R; !R ) we may regard f1; : : : ; g g as the corresponding dual basis of H 0 (R; !R ) . Then, the equality 3



H0 Z



i



implies that i =



!j = ij g X j =1



ij j :
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Therefore, we can express J (R) as a complex torus Cg =(Ig ;  ) de ned above. The Picard variety Pic0 (R) of the Riemann surface R is de ned by Pic0 (R) := H 1 (R; OR )=H 1(R; Z):



(1.4.11)



Choose again a normalized basis f!1; : : : ; !g g of H 0 (R; !R ). Then, f!1 ; : : : ; ! g g is a basis of H 1(R; OR ). By the Hodge decomposition theorem, we have an isomorphism H 1 (R; C)



' H (R; OR) 8 H (R; !R): 1



0



Let f1 ; : : : ; g ; 1 ; : : : ; g g be a basis of the cohomology group H 1(R; Z) dual to the basis f1; : : : ; g ; 1; : : : ; g g of H1(R; Z). Since we may regard H 1(R; Z) as a lattice of H 1(R; C), by the above isomorphism we may express 3



3



3



3



i = 3



i = 3



Put



g X j =1 g X j =1



aij !j + bij ! j +



g X j =1 g X j =1



aij !j ; bij !j :



A = (aij ) B = (bij ):



By the equalities



h



i



ik = k ; i =



g X



aij



Z



!j +



g Z X



aij !j k j =1 j =1 k = aik + aik ; Z Z g g X X k ; 3i = aij !j + aij !j k k j =1 j =1 g g X X = aij  jk + aij jk : j =1 j =1 3



0=h



i



and the similar equalities for i , we have 3







A A B B







Ig  Ig 







= I2g



0 p01 Im  )



Put



Y = ( 2



1



0



:



(1.4.12)



Note that Y is a symmetric matrix. We then have 



Ig  Ig 



01



=







0Y 0Y  : Y



Y



Hence, the lattice induced by H 1 (R; Z) in H 1 (R; OR ) is given by the row of the matrix 



0 Y  ; Y
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where we use f!1 ; : : : ; !g g as a basis of H 1(R; OR ). Hence, we may express Pic0 (R) as a complex torus Cg =(Y ; Y ). Thus, there is an isomorphism given by



 : J (R)



0! Pic (R)



2



2



z1 3



0



 4 ... 5 = 4Y zg



0 @



z1 13



.. .



zg



(1.4.13)



A5 :



Note that the isomorphism  is induced from a C-linear isomorphism



0! HX(R; OR ); X ai i 70! (yij aj )! i ;



H 0 (R; !R )



1



3



(1.4.14)



ij



where (yij ) = Y . The Albanese and Picard varieties of a compact Riemann surface are dual to each other and they are principally polarized Abelian varieties. The above isomorphism  : J (R) ! Pic0 (R) is a canonical one. The sheaf 2J (R) of holomorphic vector elds on the Jacobian variety is trivial and we have a canonical isomorphism 2J (R) ' T0 J (R) OJ (R)



Moreover, the Albanese mapping j : R ! J (R) induces an isomorphism



O ' H (R; O)



H 1 (J (R); )



1



by mapping dzj 7! !j . Therefore, we have a canonical isomorphism  : H 1 (J (R); 2J (R) )



' T J (R) H (R; OR ): 0



1



where T0J (R) is the tangent space of J (R) at the origin. By the above isomorphism , we may identify T0 J (R) with H 1 (R; OR ). Hence, we may rewrite  : H 1 (J (R); 2J (R) )



' H (R; OR ) H (R; OR): 1



(1.4.15)



1



Since T0 J (R) is identi ed with H 0 (R; !R ) , by (1.4.14) the mapping  can by (1.4.11) be written explicitly as   g X @ dz j =  yik !k !j ; (1.4.16) @z 3



i



k=1



where the matrix (yij ) = Y is de ned in (1.4.12). Put 















T := T = (tij ) T is g 2 g complex matrix with det IIg TT 6= 0 g







and we let act Z2g act on T 2 Cg by



0! (T; z + n + n T ); n = (n ; n ); ni 2 Zg : The quotient space  : T = T2Cg =Z g ! T is a versal family of complex tori. Let  : A ! Sg be n : (T; z )



1



2



1



2



2



the family of Abelian varieties over the Siegel upper half plane such that the ber A =  1 ( ) 0
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is the complex torus with period matrix (Ig ;  ). There is a natural embedding i : Sg ,! T and the induced family i T ! Sg is isomorphic to the family  : A ! Sg . We also call the mapping 3



 0! T At a point  2 Sg  T corresponding to the Riemann surface R with f ; : : : ; g ; ; : : : ; g g; i 5: T



the period mapping. symplectic basis



1



1



we may identify the tangent space T T of T at  with



H 1 (J (R); 2J (R) );



by using the Kodaira-Spencer mapping. Hence, the period mapping i  5 induces a natural mapping H 1 (R; 2R ) 0! H 1 (J (R); 2J (R) ) = H 1 (R; OR ) H 1 (R; OR ); where we use the isomorphism  (1.4.14). The dual of this mapping is given by the natural multiplication map H 0(R; !R ) H 0 (R; !R ) 0! H 0 (R; !R 2 ); (1.4.17)  







 70!



:



Let us calculate the Kodaira-Spencer class of a tangent vector @t@ at a point  2 Sg  T. Let U be an open neighbourhood of the point 0 and we let fU g 3 be a small open covering of  1(U ). We choose local coordinates (tij ; z1 ; : : : ; zg ), 1 6 i 6 j 6 g in such a way that (z1 ; : : : ; zg ) are deduced from the global ane coordinates (z1 ; : : : ; zg ) of the vector space Cg . Thus, if U \ U 6= ?, then we have ij



2



0



zi



g



0 zi = mi + X nktik ;



(1.4.18)



k=1



where mi , ni 2 Rg , i = 1; 2; : : : ; g. Therefore, the Kodaira-Spencer class ( @t@ ) is given by a cocycle  de ned by @  = nj i : (1.4.19) @z ij







Now put



0



11



1



0



0 1 z







z g



B .. C .g A = Y @



B @



p where Y = (02 01 Im(tij ))







. Then we have j @  @z i 



Thus



@



is a global form and is expressed as







0



j @  @z i  g X k=1











j @  @z i 



=@



yjk







0 z 1C .. .



1



0



zg



A:



=  : j @  @z i 



@ dz : @zi k







(1.4.20)
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The Dolbeault cohomology class of the form (1.4.20) is the Kodaira-Spencer class ( @t@ ) and by (1.4.14) we have   g X g X @   = f(yi`!`) (yjk!k )g: @t ij



ij



`=1 k=1



Hence, by (1.4.14) the dual of this class in H 0 (R; !R ) H 0 (R; !R ) is !i !j . Hence, by (1.4.18) we conclude 5 (dij ) = 5  i (dtij ) = !i !j ; (1.4.21) where we use the identi cation (1.4.3). Thus we have proved the following proposition. 3



Proposition 1.4.1.



3



3



Under the above assumption and notation, we have



5



3



X



 @ (log det( C  + D ))dij i


(1.4.22)



3



Next let us consider a symmetric bidierential form on a compact Riemann surface and a stable curve. First we recall basic facts on theta functions. For a point  2 Sg the theta function (; z ) is de ned as (; z) :=



X



m2Zg







exp 2



p01( 1 tm m + tmz) : 2



The theta function (; z) can be considered as a holomorphic section of the line bundle which de nes a principal polarization of the Abelian variety A = C=(Ig ;  ). For e 2 Cg by [e] we denote the corresponding point of A . The zero of the theta function (; z ) de nes a divisor on A called the theta divisor and is denoted as 2.   The theta function [e](; z) with characteristic e =  , ;  2 Rg is de ned as [e](; z) :=



X



m2Zg



  p 1 t t exp 2 01 2 (m +  ) (m + ) + (m + )(z + )) :



Let R be a compact Riemann surface of genus g. Let us x a symplectic basis of H1 (R; Z) and let  2 Sg be the corresponding period matrix. Then the Abelian variety A is the Jacobian variety J (R) of R. Let Divd (R) be the group of divisors of degree d on the compact Riemann surface R. We can extend the mapping j : R ! J (R) to a mapping j : Divd (R) ! J (R) by putting +d m m +d m m  X X X X j Pi 0 Qk := j (Pi ) 0 j (Qk ): i=1



k=1 Divd (R),



i=1



k=1



Note that for two divisors D; D 2 j (D) = j (D ) if and only if D and D are linearly equivalent, that is, there is a meromorphic function f on R such that D = D +(f ). Let Picd (R) be the set of isomorphism classes of line bundles of degree d on the compact Riemann surface R. Then, by Abel's theorem, the mapping j : Divd (R) ! J (R) factors through j : Picd (R) ! J (R), where we identify Picd (R) with the quotient Divd (R)=  by the linear equivalence. Moreover, for any divisor D on R by [D] we denote the corresponding line bundle on R. Also in the following we always identify Pic0 (R) with J (R) via the canonical isomorphism . The following Theorem due to Riemann is the most fundamental in the theory of theta functions associated with a Riemann surface. 0



0



0



0
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There is a divisor 1 2 Divg 1 (R) with 0



[21] = !R ;



(1.4.23)



such that for any point P 2 R and e 2 Rg we have: (1) If (; e) 6= 0, then the divisor D of R de ned by the equation in the variable Q  (; j (Q)



0 j(P ) 0 e) = 0



is an eective divisor of degree g with



O



H 1 (R; R (D)) = 0



and



[e] = j (D 0 P 0 1):



(2) If (; e) = 0, then for some eective divisor E of degree g 0 1 we have [e] = j (E 0 1):



Moreover, dimC H 1 (R; OR (E )) is the multiplicity of the theta divisor 2 at the point [e] and it is the smallest integer d such that



0 A 0 e)  0 for all eective divisor A, B of degree 6 d 0 1. (B



Put



L0 = [1]:



Hence, we have



(1.4.24)



L0 2 = ! R :



(1.4.25) For a half period (i.e. a two torsion point)  2 J (C ), that is, 2 = 0 in J (R), we let L be the line bundle on the Riemann surface R such that L L0 1 is the half period . Hence, in particular L 2 = ! R : (1.4.26) 



0 







Corollary 1.4.3.



We have h0 (R; L ) = h1(R; L ) = mult 2



(1.4.27)



and h0 (R; L ) is even for  even and odd for  odd. Where a half period  is called odd (resp. even), if we have  = ~a=2 + ~b =2 and ~at~b is odd (resp. even). For the proofs of Theorem 1.4.2 and Corollary 1.4.3 we refer the reader to [11]. Let  be



a non-singular odd half period, that is, mult 2 = 1. Then, by the above corollary, the line bundle L has a non-zero global section h satisfying h = 2



g X



@[] (; 0)!i ; i=1 @zi



(1.4.28)



where f!1; : : : ; !g g be the normalized basis of holomorphic one forms and we use (1.4.26). The prime form E (P; Q) of the Riemann surface R is de ned as [](; j (P 0 Q)) E (P; Q) := (1.4.29) h (P )h (Q)
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for points P , Q 2 R. Note that the prime form is independent of the choice of  and is a holomorphic section of the line bundle 1L0 1 2 L0 1  (2) on R2R where i is the projection of R 2 R to the i-th factor and  : R 2 R ! J (R) is the mapping sending (P; Q) 2 R 2 R to j (Q 0 P ). Moreover, we have E (P; Q) = 0E (Q; P ) (1.4.30) and E (P; Q) vanishes to the rst order along the diagonal in R 2 R and does not vanish outside the diagonal. Let x (respectively, y) be a local coordinate of R with center P (respectively, q) and by abuse of notation let us write 0



0



3



p



h (P ) = h (x) dx p h (Q) = h (y) dy:



Then the prime form E (P; Q) is expressed as p



p



E (P; Q) = E (x; y)( dy) 1 ( dy) 1 : 0



0



Now let us de ne the bidierential !(x; y)dxdy by !(x; y)dxdy :=



@2 log E (x; y)dxdy: @x@y



(1.4.31)



Then, !(x; y)dxdy is a meromorphic bidierential on R 2 R holomorphic outside the diagonal and has a pole of order two along the diagonal. That is, !(x; y)dxdy 2 H 0 (R 2 R; p1 !R 



p2 !R (21)) Moreover, by (1.4.30) we have 3



3



!(x; y) = !(y; x):



For f divisor 2, we have that Proposition 1.4.4.



(1.4.32)



2 Cg such that [f ] 2 J (R) is a non-singular point of the theta



!(x; y)dxdy =



@ 2 log  (; j (x) j (y) f )dxdy: @x@y



0



0



For a proof, see [11]. For a symmetric bidierential !b (x; y)dxdy on R 2 R holomorphic outside the diagonal, we always have an expansion at the diagonal !b (x; y)dxdy =



2 X



 c k + holomorphic : (x y)k k=k0



0



0



The coecient c 2 is independent of the choice of local coordinates and called the biresidue and written as Res2(!b ). In the following by a meromorphic symmetric bidierential !(x; y)dxdy of a Riemann surface R we mean that !(y; x) = !(x; y), ! is holomorphic on R 2 R outside the diagonal and has a pole of order 2 along the diagonal. Lemma 1.4.5. Let ! (x; y )dxdy and ! e (x; y )dxdy be symmetric bilinear dierentials on R 2 R holomorphic outside the diagonal such that they have poles of order 2 at the diagonal with 0



res2 (!) = res2 (!b ) Then the dierence 



(x; y)dxdy = !(x; y)dxdy 0 !e (x; y)dxdy
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is a holomorphic symmetric bidierentials on R 2 R. The space of symmetric bilinear dierentials on R2R having pole of order two at the diagonal



and holomorphic outside the diagonal is written as H 0(R



2 R; p !R p !R(21))  3



3



1



h i



2



where  is the automorphism of R 2 R which interchanges the two factors. Note that ! R R = p1 ! R 3



2 



p !R 3



2



Let us de ne a projective connection S! (z )dz2 attached to a symmetric bidierential ! with biresidue 1 of a compact Riemann surface R by S! (z)



dz 2







= 6 xlimz !(x; y)dxdy 0 !



y !z







dxdy (x y)2 :



0



The projective connection S! (z )dz 2 does depend on choice of local coordinate z. Theorem 1.4.6.



0 fz; wgdw



S! (z)dz 2 = S! (w)dw2 where z ; w is the Schwartian derivative de ned by



f g



dz fz; wg = dw 3







3



Proof. Put



dz dw



0 32



2



 2   d z dz 2



dw2



dw



:



0 (xdxdy 0 y) :



H (x; y)dxdy = !(x; y)dxdy



2



Let g(u) be a holomorphic function in u. We have



0 g(g((uu))g0(vg)(dudv v))   dudv g (u)g (v)dudv = H (u; v)dudv 0 (g(u) 0 g(v)) 0 (u 0 v) : 0



H (x; y)dxdy = !(g(u); g(v))g (u)g (v)dudv 0



0



0



0



2



0



2



2



Hence, we have 



g (u)g (v) ( g ( u) g(v))2 y z



S! (z )dz2 = S! (w)dw2 + 6 xlimz



0



! !



0



0



0 (u 01 v)



 2



dw2 ;



where z = g(w). Let us calculate the last term of the above equality. Put u1 = u



0 w;



v1 = v



0 w:



We have the Taylor expansion at (u1 ; v1 ) = (0; 0) g(u) 0 g(v) = g (w) + 12 g (w)(u1 + v1 ) u0v + 61 g (w)(u21 + u1 v1 + v12 ) + 111 : 0



00



000



Put







0 0







g(u) g(v) : F (u; v) = log u v



(1.4.33)
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Then



F (w; w) = log g (w): 0



Moreover, by a direct calculation we have g (u)g (v) @ 2F (u; v) = @u@v (g(u) g(v))2 0



0



0



0 (u 01 v) : 2



On the other hand, by (1.4.33) the Taylor expansion of F (u1 + w; v1 + w) at (u1 ; v1 ) = (0; 0) has the form 1 g (w) (u + v ) F (u1 + w; v1 + w) = log g (w) 0 2 g (w) 1 1   0 16 gg ((ww)) 0 18 ( gg ((ww)) )2 (u21 + v12)   0 16 gg ((ww)) 0 14 ( gg ((ww)) )2 u1v1 + 111 : 00



0



0



000



00



0



0



000



00



0



0



Hence, we conclude 



6 xlimz (g(gu()u)gg((vv)))2 y z ! !



0



0



0



1



0 (u 0 v)



 2



dw2



@ F (u; v) 2 = 6 (u ;vlim dw ) (0 ; 0) @u@v 1 1   g (w) 3 g (w) 2 = 0 g (w) 0 2 ( g (w) ) dw2 = 0fg; wgdw2 2



!



000



00



0



0



(1.4.34)



This proves the theorem. 3



2. Affine Lie Algebras and Integrable Highest Weight Representations 2.1. Ane Lie Algebras and Integrable Highest Weight Modules.



In this section we recall basic facts on integrable highest weight representations of ane Lie algebras. For the details of this theory we refer the reader to Kac's book [19]. Let g be a simple Lie algebra over the complex numbers C and h its Cartan subalgebra. By 1 we denote the root system of (g; h). We have the root space decomposition g=h8



X



21



g :



Let hR be the linear span of 1 over R. Fix a lexicographic ordering of hR once and for all. This gives the decomposition 1 = 1+ t 1 of the root system into the positive roots and the negative roots. Put h = hR R C, the linear span of 1 over C. Let (1; 1) be a constant multiple of the Cartan-Killing form of the simple Lie algebra g. For each element of  2 h, there exists a unique element H 2 h such that 3



3



0



3



3



3



(H ) = (H ; H )



for all H 2 h. For  2 1, H is called the root vector corresponding to the root . On h we introduce an inner product by 3



(; ) = (H ; H):



(2.1.1)
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Let us normalize the inner product (1; 1) and call it the normalized Cartan-Killing form. Let  be the highest (or longest) root, that is, 



21



+;



2



 + i = 1



for all simple roots i. For example, the highest root of the simple Lie algebra of type A` is given by ` X = i i=1



and the highest root of the simple Lie algebra of type D` is given by 1 + 2



`02 X i=2



i + `



1



0



+ ` :



The normalized Cartan-Killing form is given by the condition (; ) = 2:



(2.1.2)



Note that the Cartan-Killing form has the following property. ([X; Y ]; Z ) + (Y; [X; Z ]) = 0:



Example 2.1.1.



(2.1.3)



The simple Lie algebra g = sl(2; C) consists of traceless 2 2 2 matrices. Put 



H = 10























0 0 1 0 0 01 ; E = 0 0 ; F = 1 0 :



These matrices enjoy the following commutation relations.



[H; E ] = 2E; [H; F ] = 02F; [E; F ] = H:



Then, h is spanned by H and we have 1 = f; 0g where  2 h is de ned by (H ) = 2. g is spanned by E and g  is spanned by F . The normalized Cartan-Killing form is given by 3



0



(X; Y ) = T r(XY ); X; Y 2 g:



By C[[]] and C(()) we mean the ring of formal power series in  and the eld of formal Laurent power series in , respectively. De nition 2.1.2. The ane Lie algebra b g over C(()) associated with g is de ned to be g = g C(()) 8 Cc;



b



where c is an element of the center of bg and the Lie algebra structure is given by [X f ();Y g( )] = [X; Y ] f ()g( ) + c 1 (X; Y ) Res (g( )df ( )) =0



for Put



X; Y



2 g; f (); g() 2 C(()):



g = g C[[]]; bg = g C[ 1 ] 1:



b+



(2.1.4)



0



0



0



(2.1.5)
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We regard bg+ and bg as Lie subalgebras of bg. Also in the following we often identify g and g 1, so that we may regard g as a Lie subalgebra of bg. We have a decomposition 0



g = bg+ 8 g 8 Cc 8 bg :



b



(2.1.6)



0



In the sequal we use the following nation freely 







2



2



X (n) := X  n ; X g; n Z; X = X (0) = X 1: 







Remark 2.1.3. Note that usually the ane Lie algebra is de ned by using C[;  1 ]. Namely, put gaff := g C[;  1] 8 C 1 c with commutation relation (2.1.4). Put 0



0



g+ = g C[]:



This is a Lie subalgebra and we have



gaff = g+ 8 g 8 C 1 c 8 bg : 0



Moreover, the Lie algebra bg+ is contained in the  -adic completion of g+ . Let us de ne an endomorphism D of the vector space bg by D(X 



f ()) = X f ();



X D(c) = 0: 0



2 g; f () 2 C(());



(2.1.7)



That is, D is induced from a derivation  dd on C(( )). Then, by (2.1.4) we have D([X 



f (); Y g()]) = [D(X f ()); Y g()] + [X f (); D(Y g()]:



Hence, D is a derivation of the Lie algebra bg. Let



g := bg 2 C 1 D



(2.1.8)



be



be the semi-direct product of the Lie algebra bg and a one-dimensional Lie algebra C 1 D. Put h = (h; 0) + C 1 (c; 0) + C 1 (0; D)



be



where h is the Cartan subalgebra of g regarded as a subalgebra of bg. Then bhe is an Abelian subalgebra of bge . Let f1 ; : : : ; k g be the simple positive roots of g with respect to the lexicographic ordering of hR. Let 3



=



k X i=1



be the highest root of g. Let us de n elements ai i = 1; 2 : : : ; k, ai is de ned by [h; X



i



for any h 2 bhe, where X



i



(2.1.9)



mi i



2 (bhe) , i = 0; 1; 2; : : : ; k as follows. 3 



1] = ai (h)X 1; i



2 g . The element a is de ned by [h; X   ] = a (h)X  ; 0



i



0



0



0



For
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for any element h 2 bhe and X  2 g P . For each root  2 1 of g with  = ki=1 rii , put 0



0



a() :=



Also put  :=



k X i=1



k X i=1



(2.1.10)



ri ai :



mi ai + a0



(2.1.11)



where the number mi is de ned by (2.1.9). Finally put 1I (bg) := fngn Z 0 ; (2.1.12) (2.1.13) 1W (bg) := fa() + ng 1;n Z : Each element of 1I (bg) (respectively, 1W (bg)) is called an imaginary root (respectively, a Weyl root or a real root) of the ane Lie algebra bg. Then, we have a root space decomposition of the ane Lie algebra gaff M a M a gaff := bh gn ga ; 2



nf g



2



n21I (bg)



2



a21W (bg)



where bh := h 8 C 1 c and the ane Lie algebra bg is contained in the -adic completion of gaff . Note that ga = g  n ; a = a() + n;  2 1; n 2 Z n f0g; ga = h  n ; a = n; n 2 Z n f0g: Let us recall brie y the representation theory of a simple Lie algebra g. An irreducible left g-module V is called a highest weight module with highest weight , if there exists a non-zero vector e 2 V (called a highest weight vector) such that He = (H )e; Xe = 0 for all H 2 h; X 2 g ;  2 1+ : It is well-known that a nite dimensional irreducible left g-module is a highest weight module and two irreducible left g-modules are isomorphic if and only if they have the same highest weight. A weight  2 hR is called an integral weight, if 2(; )=(; ) 2 Z; for any  2 1. A weight  2 hR is called a dominant weight, if w() 6 ; for any element w of the Weyl group W of g. By P+ we denote the set of dominant integral weights of g. A weight  is the highest weight of an irreducible left g-module if and only if  2 P+ . Let us x a positive integer ` (called the level) and put P` = f  2 P+ j 0  (; )  ` g: For each element  2 P` we shall de ne the Verma module M as follows. Put b p+ := bg+ 8 g 8 C 1 c: Then bp+ is a Lie subalgebra of bg. Let V is the irreducible left g-module of highest weight . The action of pc+ on V is de ned as cv = `v; for all v 2 V ; av = 0; for all a 2 bg+ and v 2 V : Put M := U (bg) bp+ V: (2.1.14) Then M is a left bg-module and it is called a Verma module . The Verma module M is not irreducible. It contains the maximal proper submodule J . The quotient module H := M =J has the following properties. 3



3
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Theorem 2.1.4. For each  2 P` , the left b g-module H is the unique left bg-module (called the integrable highest weight bg-module) satisfying the following properties. (1) V = fjvi 2 H j bg+ jvi = 0 g is the irreducible left g-module with highest weight . (2) The central element c acts on H as ` 1 id. (3) H is generated by V over bg with only one relation 0



(X  1)` 0



(;)+1



0



ji = 0;



(2.1.15)



where X 2 g is the element corresponding to the maximal root  and ji 2 V is the highest weight vector.



The theorem says that the maximal proper submodule J is given by



J = U (bp )jJi;



(2.1.16)



0



where we put



jJi = (X 



1



0



)`



(;)+1



0



ji:



(2.1.17)



For the details see Kac [19, (10.4.6)]. Similarly we have the integrable lowest weight right bg-module whose completion H will be discussed in section 2.2 below. In the following we brie y recall the usual treatment of integrable highest weight representation of ane Lie algebras. For the details we refer the reader to Kac's book [19]. A left bge module M is called a highest weight module with highest weight 3 2 (he ) , if there exists an element jvi 2 M called a highest weight vector such that for all h 2 he we have y



3



ji



ji



ji



h v = 3(h) v ; bne+ v = 0;



where n :=



be+



X



21+



g ;



1+ := f m + j m > 0; 2 1(g) and



0



[ f0g [ 1(g) g +



M = U (bge)jvi;



where U (bge ) is the universal enveloping algebra of bge . If we put 3 := a() + `



and identify the derivation D with the Virasoro operator 0L0 de ned in the next section (see (2.2.2) below), then the Verma module M and H are the highest weight bge -modules. A highest weight bge -module M is called an integrable module, if for any root  2 1 of g and any integer n, the element X  n acts on M locally nilpotent, that is, for any element j9i 2 M there exists a positive integer m depending on the element j9i such that (X n )m j9i = 0. It is known that an irreducible integrable highest weight left bge-module is isomorphic to some H by the above identi cation. A highest weight integrable bg-module is characterized by the following theorem. Theorem 2.1.5. A highest weight b g-module H is integrable if and only if for any root vector X 2 g and integer n, X (n) operates on H locally nilpotent, that is, for any element j'i 2 H there exists a positive integer m such that



ji



X (n)k ' = 0;



for all k > m.
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2.2. The Segal-Sugawara Form.



In the following we use the following notation freely. X (n) = X  n ; X 2 g; X X (z ) = X (n)z n 1 ; 0



0



n2Z



where z is a variable. Then the normal ordering 1 is de ned by 8 n < m; > X (n)Y (m); X (n)Y (m) = < 12 (X (n)Y (m) + Y (m)X (n)); n = m; > : Y (m)X (n); n > m: Note that by (2.1.4), if n > m and X = Y , we have X (n)X (m) = X (n)X (m) 0 nn+m;0(X; X ) 1 c: De nition 2.2.1. The energy-momentum tensor T (z ) of level ` is de ned by



(2.2.1)



Xg 1 dim a a  2(g + `) a=1 J (z )J (z ); where fJ 1 ; J 2; : : : g is an orthonormal basis of g with respect to the Cartan-Killing form (1; 1) and g is the dual Coxeter number of g. (See (2.2.3) below.) Put Xg 1 X dim J a(m)J a(n 0 m): Ln = (2.2.2) 2(g + `)



T (z ) =



3



3



3



Then we have the expansion



m2Z a=1



T (z ) =



X



n2Z



Ln z n 2 : 0



0



The operator Ln is called the Virasoro operator which acts on H . By (2.2.1), if n 6= 0, in the de nition of Ln , we need not use the normal ordering, that is, we have Xg 1 X dim a a Ln = 2(g + `) m Z a=1 J (m)J (n 0 m): For n = 0 we need the normal ordering to de ne L0 . The operator Xg 1 X dim a a 2(g + `) m Z a=1 J (m)J (0m) cannot operate on H . The operator L0 is a generalization of the Casimir element of the simple Lie algebra g to the ane Lie algebra bg. Let us brie y discuss the Casimir element of the simple Lie algebra g. The Casimir element is de ned by 3



2



3



2 



=



dim Xg



a=1



Xa X a



as an element of the universal enveloping algebra U (g) of the Lie algebra g, where fXa g is a basis of g and fX a g is the dual basis with respect to the Cartan-Killing form. Note that is independent of the choice of a basis. In particular we have



=



dim Xg



a=1



J a J a:
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belongs to the center of U (g). Proof. It is enough to show that [X; ] = 0 for any element of X 2 g. Since fJ ag is an orthonormal basis of g, we have Lemma 2.2.2.



[X; ] = = = =



dim Xg



a=1 dim Xg



fXJ aJ a 0 J aJ aX g f[X; J a]J a + J a[X; J a]g



a=1 ( dim Xg dim Xg



)



J b ([X; J a ]; J b )J a + J a[X; J a]



a=1 b=1 ( dim g dim Xg X



0



a=1



=0 = 0:



dim Xg



b=1



b=1



)



J b (J a ; [X; J b ])J a + J a [X; J a ]



J b [X; J b ] +



dim Xg



a=1



by (2.1.3)



J a [X; J a ]



This is the desired result. 3



Lemma 2.2.3. Let V be the highest weight left g-module with the highest weight . The Casimir element operates on V as



f(; ) + 2(; )g 1 id;



where



=



1 X : 2  1+ 2



Proof. By lemma 2.2.2 and Schur's lemma, acts on V by scalar multiplication. Therefore, it is enough to calculate ji, where ji is a highest weight vector of V . Choose non-zero elements E 2 g , E  2 g  . By (2.1.2) for any element H 2 h we have 0



0



([E ; E  ]; H ) = 0(E  ; [E ; H ]) = (H )(E; E  ) = (E ; E  )(H; H ); 0



0



0



0



where H is the root vector. Hence, we have [E; E  ] = (E ; E  )H : 0



0



Note that



(g ; g ) = 0 if  + 6= 0. Let fH1; : : : ; H` g be an orthonormal basis of the Cartan subalgebra h of g with respect to the Cartan-Killing form. The Casimir element can be expressed in the form



=



` X i=1



Hi Hi +



1 E E :   ( E ;  E ) 1



X



2



0



0
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` X i=1



` X



(H )Hi =



i=1
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(Hi )Hi ;



we have ` X i=1



ji



Hi Hi  =



` X



ji



(Hi )(Hi )  i=1 = (H ; H ) 



= (; )ji:



ji



On the other hand we have X



1



X



(E ; E  ) E E  =   1  0



0



2



1+



2



1



(E ; E  ) f2EE







0



0



0 [E; E ]g: 0



Since ji is a highest weight, we have



ji



E E   = [E ; E = (E; E = (E; E = (E; E 0



ji



] 



0



 )H



ji



ji  )(; )ji:



0



 )(H ) 



0 0



Thus we obtain the desired result. 3 The Lie algebra g itself is an irreducible left g-module by the adjoint action ad(X )(Y ) = [X; Y ]: The highest weight of the adjoint representation is the maximal root . Put g = 1 + (; ):



(2.2.3)



3



The number g is called the dual Coxeter number . For example, for g = sl(n; C), we have g = n. We have the following corollary. 3



3



Corollary 2.2.4. dim Xg



a=1 Lemma 2.2.5.



ad J a ad J a (X ) =



dim Xg



a=1



[J a ; [J a ; X ]] = 2g X: 3



For X 2 g, m, n 2 Z, we have dim Xg



a=1



f[X; J a](m)J a(n) + J a(m)[X; J a](n)g = 0:
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Proof. dim Xg



dim Xg dim Xg



a=1



a=1 b=1



[X; J a ](m)J a (n) =



=0 =0 =0 =0



([X; J a]; J b )J b (m)J a (n)



dim Xg dim Xg



a=1 b=1 dim Xg dim Xg b=1 dim Xg b=1 dim Xg a=1



(J a; [X; J b ])J b (m)J a (n) by (2.1.2)



a=1



J b (m)(J a ; [X; J b ])J a (n)



J b (m)[X; J b ](n) J a (m)[X; J a ](n)



This proves the lemma. 3 Lemma 2.2.6.



The set fLn g forms a Virasoro algebra and we have



[Ln ; X (m)] = 0mX (n + m); for X 2 g; cv 3 (n 0 n)n+m;0 ; [Ln ; Lm ] = (n 0 m)Ln+m + 12 where cv =



` dim g g +` 3



is the central charge of the Virasoro algebra.



Proof. By (2.2.2) we have h



(2g + `)[X (m); Ln ] = X (m); 3



=



dim Xgnh



a=1



X (m);



h



+ X (m);



X



j >0 n2



X



j


J a(0j)J a(n + j)i j Z



dim Xg X



a=1



2



i



0



J a( j )J a (n + j )



0



io



J a (n + j )J a( j ) :



(2.2.4)
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The rst term of the right hand side of (2.2.4) is rewritten in the following form. dim Xgh



X



a=1



j >0 n2



X (m);



= =



0



J a ( j )J a (n + j )



dim Xg X



a=1 j >



i



f[X (m); J a(0j)]J a(n + j) + J a(0j)[X (m); J a(n + j)]g



n 0



2



dim Xg X



f[X; J a](m 0 j)J a(n + j ) + `(X; J a)m



a=1 j >0 2 +J a( j )[X; J a ](m + n + j ) + `(X; J a) n



0



=



dim Xg X



m+n+j;0 J



a (n + j )



0j)g



a(



f[X; J a](m 0 j)J a(n + j ) + J a(0j)[X; J a](m + n + j)g



a=1 j >0 2



n



+



j;0 J



0



dim Xg X



a=1 j >0 n2



fm`(X; J a)m



+n+j;0 J



0j ) + m`(X; J a)m



a(



j;0 J



0



a (n + j )



g:



Hence, for any integer n we obtain the following formula dim Xgnh



X (m);



a=1



=



X



j >0 n2



io



0



J a ( j )J a (n + j )



dim Xg X



f[X; J a](m 0 j)J a(n + j ) + J a(0j)[X; J a](m + n + j )g X fm`m n j; X (0j ) + m`m j; X (n + j)g: j; X (n + j ) +



a=1 j>0 n2



+ m`m



0



0



+ + 0



j >0 n2



0



0



The second term of the equality (2.2.4) is rewritten the following way dim Xgh



a=1



X (m);



=



X



j


dim Xg X



a=1 j


n



0



J a (n + j )J a ( j )



i



f[X (m); J a(n + j)])J a(0j) + J a(n + j)[X (m); J a(0j)]g



dim Xg X



f[X; J a](m + n + j)J a(0j) + J a(n + j)[X; J a](m 0 j) a j< + m`(X; J a )m n j; J a (0j ) + m`(X; J a )m j; J a (n + j )g Xg X = f[X; J a](m + n + j)J a(0j) + J a(n + j)[X; J a](m 0 j)g a j< X + fm`m n j; X (0j) + m`(X; J a)m j; X (n + j)gg =



=1



0



n



2



+ + 0



0



0



dim



=1



0



n



2



j


=



+ + 0



0



dim Xg X



0



f[X; J a](m 0 j )J a(n + j) + J a(0j )[X; J a](m + n + j)g a j> X fm`m n j; X (0j) + m`m j; X (n + j): + =1



0



n



2



j


+ + 0



0



0
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Thus we have 2(g + `)[X (m); Ln ] 3



=2



dim Xg X



a=1



f[X; J a](m 0 j)J a(n + j ) + J a(0j)[X; J a](m + n + j )g j> X + fm`m n j; X (0j ) + m`m j; X (n + j )g: 0



n



2



+ + 0



j 2Z



Now



X



j 2Z



fm`m



+n+j;0 X



0



(0j ) + m`m



0



g = 2m`X (n + m):



j;0 X (n + j )



0



Note that by (2.1.3) we have



([X; J a ]; J a ) = 0: Let us consider the case in which m in non-negative. Then, we have 2



dim Xg X



a=1 j>



n 0



f[X; J a](m 0 j)J a(n + j ) + J a(0j)[X; J a](m + n + j)g



2



=2 =2 =



(2.2.5)



dim Xg



X



a=1 m0 2 >j>0 2



n



n



dim Xg



X



a=1 m0 n2 >j>0 n2



dim Xg



X



a=1 m0 2 >j>0 2



n



n



+m



[X; J a ](m 0 j )J a (n + j )



fJ a(n + j)[X; J a](m 0 j) + [[X; J a]; J a](m + n)g



f[X; J a](m 0 j)J a(n + j) + J a(n + j)[X; J a](m 0 j)g



dim Xg



a=1



[[X; J a ]; J a](m + n)



= 2mg X (m + n) by Corollary 2.2.4 and Lemma 2.2.5 : 3



Thus we obtain



2(g + `)[X (m); Ln ] = 2m(g + `)X (m + n): For negative m a similar argument proves the equality. Now the second equality is an easy consequence of the rst one and we leave the proof to the reader. 3 Corollary 2.2.7.



3



3











d [Ln ; X (z )] = zn z dz + n + 1 X (z ): For X 2 g, f = f (z ) 2 C((z)) and ` = `(z ) dzd 2 C((z )) dzd we use the following notation. X [f ] = Res(X (z)f (z )dz); z=0



T [`] = Res(T (z )`(z)dz ): z=0



In particular, we have











d L0 = T  : d Thus, by identifying the derivation D with L0 , bge acts on  . (See section 2.1.)



H



(2.2.6)
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X [f ] and T [`] act on  and we have 



0



X [f ] = X f ( ); [T [`]; X [f ]] = X [`(f )]; [T [`]; T [m]] = T [[`; m]] + cv Res(` mdz):



0



12 z=0



(2.2.7)



000



Proof. Here, we give a proof of the third formula. Put ` = `( )



d ; d



m = m( )



`( ) =



1 X



n=0n0



`n  n+1 ;



X d ; m( ) = mn  n+1 : d n= n0 1



0



Then we have [T [`]; T [m]] =



X



=



X



=



X



k;j k;j k;j



[`j Lj ; mk Lk ] `j mk [Lj ; Lk ] n



`j mk (j



0 k)Lj



cv 3 +k + 12 (j 0 j )j+k;0 : o



On the other hand, we have [`; m] = Moreover we have X



k;j



`j mk (j 3



0 j )j



X X



n



+k;0



j +k=n



=



X



j



`j mk (k



`j m j (j 3 0



0 j)







 n+1



d : d



0 j) = Res (` z



000



=0



(z )m(z)dz ):



This proves the third formula. 3 Remark 2.2.9. In the last formula of (2.2.7) we can use an other expression based on the following equalities.   ` (z )m (z ) 1 dz : Res (` (z )m(z)dz ) = 0 Res (m (z )`(z)dz ) = 2 Res z=0 ` (z )m (z ) z=0 z =0 000



000



0



0



00



00



To de ne a ltration fF g on H , we rst de ne the subspace H (d) of H for a non-negative integer d by H(d) = fjvi 2 H j L0jvi = (d + 1)jvig; (2.2.8) where 1 X : ) + 2(; ) ; = 1 = (;2( g + `) 2 



3



21+



Note that by (2.2.2), on V the operator L0 acts as



ji



L0 v =



Xg 1 dim a a 2(g + `) a=1 J J jvi; 3
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for jvi 2 H . Hence by Lemma 2.2.3 L0 acts on V by scalar multiplication by 1 . For a positive integer m and jvi 2 V , we have L0 X (0m)jvi = L0 X (0m)jvi + mX (0m)jvi = (1 + m)X (0m)jvi: Hence, we have X (0m)jvi 2 Fm H . Similarly, for positive integers m1 ; : : : ; mk , we have L0 X1 (m1 ) 111 Xk (0mk )jvi = (1 + m1 + 111 + mk )X1 (m1 ) 111 Xk (0mk )jvi; jvi 2 V : >From this, it is easy to show that H (d) is a nite dimensional vector space and we have



H = H(d): 1 M



d=0



For a negative integer 0d we put



H(0d) = f0g:



Now we de ne the ltration fFpH g, where



H



Fp  =



p X d=0



H(d):



(2.2.9)



Note that this is an increasing ltration. Put H(d) = HomC(H(d); C): Then the dual space H of H is de ned to be



(2.2.10)



y



y



H = HomC(H; C) = Y H (d): 1



y



(2.2.11)



y



d=0



By our de nition H is a right bg-module. A decreasing ltration fF p H g is de ned by y



y



H



Fp  = y



Y



d>p



H(d):



(2.2.12)



y



There is a canonical perfect bilinear pairing h1j1i : H 2 H 0! C; which satis es the following equality for all a 2 bg. hujavi = huajvi; for all huj 2 Hand jvi 2 H:



(2.2.13)



y



y



Note that the ltrations fFp g and fF p g de ne a topology on H and H , respectively. With respect to this topology H is complete and is the completion of the integrable highest weight right bg-module with the lowest weight . Put V = fhvj 2 H j hvjbg = 0 g: y



y



y



y



0



It is easy to show that V = H (0) and V is the irreducible right g-module with lowest weight . The integrable highest weight right bg-module with lowest weight  is generated by V over b g+ with only one relation hj(X  )` (;)+1 = 0: y



y



y



y



0



0
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H H



X (m)  (d) Lm  (d)  (d)X (m)  (d)Lm



H



y



H



y
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 H(d 0 m);  H(d 0 m);  H(d + m);  H(d + m): y



y



In the similar manner we can introduce a ltration on the Verma module M . Proposition 2.2.11. For a root vector X 2 g of the simple Lie algebra g and any element f ( ) 2 C(( )) the actions of X f ( ) on H and H are locally nilpotent. Proof. We know that X(n) operates locally nilpotent on H and H . By Theorem 3.2.4 (1) below it is easy to show that X f ( ) also operates locally nilpotent. 3 Now let us introduce the left g-module structure on H by X (n)h8j := 0h8jX (0n): It is easy to check that this indeed de nes a left g-module structure on H . Now we give the relationship between the left g-modules H and Hy . For an element  2 P` put  = 0w(); where w is the longest element of the Weyl group of the simple Lie algebra g (in other word, w(1+ ) = 1 ). Note that  is also characterized by the fact that 0 is the lowest weight of the g-module V . For example, for g = sl(2; C), we have  = . y



y



y



y



y



y



0



y



y



y



Lemma 2.2.12.



There exists a bilinear pairing



(1j1): H 2 Hy 0! C;



unique up to a constant multiple, such that we have



(X (n)ujv) + (ujX (0n)v) = 0; for any X 2 g, n 2 Z, jui 2 H , jvi 2 Hy . Moreover (1j1) is zero on H (d) 2Hy (d ), if d 6= d . Proof. Since V Vy , considered as a g-module by the diagonal action, contains only the onedimensional trivial g-module Cj0;y i (for the properties of the vector j0;y i see the proof of Theorem 3.3.5 below), we have a bilinear form (1j1) 2 Homg (V Vy ; C) unique up to multiplication by a constant. Assume that we have a bilinear form (1j1) 2 Hom(FpH FpHy ; C) with the desired properties. For an element X (0m)jui 2 Fp+1 H ; jui 2 Fp H ; m > 0 and an element jvi 2 Fp+1 Hy de ne (X (0m)ujv) = 0(ujX (m)v): (2.2.14) Note that since X (m)jvi 2 Fp+1 m Hy , the right hand side is de ned already. It is easy to show that in this way we can de ne the bilinear form (1j1) satisfying the conditions of Lemma 2.2.12. 3 Corollary 2.2.13. There is a canonical left g-module isomorphism 0



0



H ' Hby y



where Hb y is the completion of Hy with respect to the ltration fFp g.



Note that Garland [15] has introduced a natural hermitian form on H .



0
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3. The Space of Conformal Blocks and Correlation Functions 3.1. The Space of Conformal Blocks.



In this section, to an N -pointed stable curve with formal neighbourhoods X = (C ; Q1 ; Q2 ; : : : ; QN ; 1; 2 ; : : : ; N ) we associate the space of vacua V~ (X) and its dual space V~ (X), where ~ = (1 ; 2 ; : : : ; N ), j 2 P` . For that purpose we rst de ne a generalized ane Lie algebra bgN . De nition 3.1.1. Let g be a simple Lie algebra over the complex numbers. A Lie algebra b gN is de ned as N M b gN = g C C((j )) 8 Cc y



j =1



with the following commutation relations.



[(Xj fj ); (Yj gj )] = ([Xj ; Yj ] fj gj ) + c



N X j =1



(Xj ; Yj ) Res (gj dfj ); =0 j



where (aj ) means (a1 ; a2 ; : : : ; aN ) and c belongs to the center of bgN . We also put N   X  b g(X) = g C H 0 C; OC 3 Qj : j =1



By Lemma 1.1.5 we have a natural embedding 



N







(3.1.1)



(3.1.2)



N







O 3 X Qj ,0! M C((j )):



t : H 0 C; C



j =1



j =1



In the following we shall often regard H 0 C; OC 3 Nj=1 Qj as a subspace of the direct sum LN j =1 C((j )): By Lemma 1.1.15 we have the following lemma. Lemma 3.1.2. b g(X) is a Lie subalgebra of bgN . Let us x a non-negative integer `. For each ~ = (1 ; : : : ; N ) 2 (P` )N , a left bgN -module H~ and a right bgN -module H~ are de ned by 0



0 P



11



y



H~ = H C 111 C H ; H~ = H b C 111 b CH : 1



y



N



y



y



1



N



For each element Xj 2 g, f (j ) 2 C((j )), the action j of Xj [fj ] on H~ is given by



j 111 vN i = jv 111 vj (Xj [fj ])vj vj 111 vN i; (3.1.3) where jv 111 vN i means jv i 111 jvN i, jvj i 2 H . The left bgN -action is given by j (Xj [fj ]) v1



1



1



1



+1



0



1



j



(X1 f1 ; : : : ; XN fN )jv1 111 vN i =



N X j =1



j 111 vN i:



j (Xj [fj ]) v1



(3.1.4)



Similarly, the right bgN -action on H~ is de ned by y



N



hu 111 uN j(X f ; : : : ; XN fN ) = Xhu 111 uN jj (Xj [fj ]): 1



1



1



j =1



1



(3.1.5)
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As a Lie subalgebra, bg(X) operates on H~ and H~ as y



(X f )jv1 111 vN i =



N X 



tj (f ))jv 111 vN i;



(3.1.6)



hu 111 uN j(X f ) = hu 111 uN jj (X tj (f )):



(3.1.7)



1



j =1 N X



j (X



1



1



j =1



The pairing h1j1i introduced in (2.2.13) induces a perfect bilinear pairing



h1j1i : H~ 2 H~ 0! C (hu 111 uN j; jv 111 uN i) 70! hu jv ihu jv i111huN jvN i; y



1



1



which is bgN -invariant:



1



1



2



(3.1.8)



2



h9(Xj fj )j8i = h9j(Xj fj )8i:



Now we are ready to de ne the space of vacua attached to X. De nition 3.1.3. Assume that X enjoys the property (Q) in section 1.1. Put



V~(X) = H~=bg(X)H~:



(3.1.9)



The vector space V~ (X) is called the space of covacua attached to X. The space of vacua attached to X is de ned as V~(X) = HomC(V~(X); C): (3.1.10) y



In case X does not satisfy the property (Q), we use Proposition 3.3.1 below to de ne the space of vacua. The space of vacua is often called a conformal block by physicists. From the de nition (3.1.10) the following lemma follows easily. Lemma 3.1.4.



V~(X) = fh9j 2 H~ j h9jbg(X) = 0 g: y



y



(3.1.11)



Moreover, the pairing (3.1.8) induces a perfect pairing



h1j1i : V~(X) 2 V~(X) 0! C: By our de nition it is not clear whether V~ (X) is a nite-dimensional vector space. y



y



prove the following important fact. Theorem 3.1.5. V~ (X) and V~ (X) are nite-dimensional vector spaces. 



(3.1.12) Now we



y



In Chapter 4 we shall prove that dimC V~ (X) depends only on the genus g(C ) of the curve C and ~. To prove Theorem 3.1.5, rst we shall prove the following proposition. y



Proposition 3.1.6.



For each non-negative integer m, the vector space



H



Vm = ~



is nite-dimensional.



Note that g C (



LN j =1



,







g C



N M j =1



C[j 1]j m 0



0







C[j ]j m ) is a Lie subalgebra of bgN . 0



H~
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Proof of Proposition 3.1.6. We introduce a ltration fF g of H~ by 



H



Fp ~ =



where we put



H~(d) =



Note that



X



d1 +111+dN =d



X



d6p



H~(d);



(3.1.14)



H (d ) 111 H 1



1



H H



N



(dN ):



(3.1.15) 



111 



H



F0 ~ = ~ (0) = V1 VN : 0 We denote this vector space by V~ . By Theorem 2.1.4 ~ is generated by V~ as a U g C LN 1 1 j =1 C[j ] -module, where U (q) denotes the enveloping algebra of a Lie algebra q. Let V denote the image of V~ in Vm . Put 0



N M



g=g 



j =1 











(C[j 1]=(j m)) : 0



0



Then V is a nite-dimensional vector space and we have



1



Vm = U (g) V :



Hence, Vm is a nite U (g)-module. Now we de ne ltrations fG g on U (g) and Vm as follows. 



8 > 



0; Gn U (g) = C 1 1; >



n 1; Gn Vm = Gn U (g) V : 0



0



1



Then we have Gk U (g)Gn U (g) [Gk U (g); Gn U (g)] Gk U (g)Gm Vm



 Gk  Gk  Gk



(g); 1 U (g);



+n U +n0



+n Vm :



Now let us consider the associated graded objects GrG U (g) and GrG Vm . By the PoincareBirkho-Witt theorem, GrG U (g) is the symmetric algebra S (g) over g, hence a Noetherian commutative ring. Moreover, GrG U (g) has a Poisson bracket f1; 1g de ned by 







3











fP ; Qg = [P; Q];



where and



P P



2 Gk U (g);



2 Gk U (g)=Gk



Hence, if a; b 2 g  G1 U (g), then



1U



0



Let us consider the annihilation ideal



Q



2 GmU (g)



(g); Q 2 Gn kU (g)=Gn 1 U (g): 0



fa; bg = [a; b]:



a = f a 2 GrG U (g) j a 1 GrG Vm = 0 g: 
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p



Gabber's theorem [14] says that the radical a of a is closed under the Poisson bracket. By the integrability of our bg-module H~ , for each element X 2 g,  2 1 and n 2 Z, X j n operates locally nilpotent on H~ (see Theorem 2.1.5), hence we have 0



X 



j n 2 pa; 0



for n = 0; 1; 2; : : : ; m 0 1. On the other hand, by Gabber's theorem we have 



j n = fX 1; X  j ng 2 pa; p p for n = 0; 1; : : : ; m01. This means that g  a. Hence, a contains a maximal ideal gGrG U (g). G G G G H



0



0



0







Hence, Gr U (g)=a is an Artinian ring. Since Gr Vm is a nite Gr U (g)=a-module, Gr Vm is a nite-dimensional vector space. Hence, Vm is a nite-dimensional vector space. This proves Proposition 3.1.6. 3 L To prove Theorem 3.1.5 we need to introduce ltrations fF g on Nj=1 C((j )) and bgN . First we introduce a ltration fF g on C((j )) by 























Fp C((j )) = C[[j ]]j p : 0



The ltration fF g on 



LN j =1



C((j )) is de ned by Fp



N M j =1



C((j )) =



The ltration fF g on bgN is de ned by



N M j =1



Fp C((j )):







g C ( Nj=1 FpC((j ))) 8 C 1 c; p > 0 FpbgN = L g C ( Nj=1 FpC((j ))); p < 0: (



L



(3.1.16)



Note that the associated graded objects have the form Gr F 



N M j =1







C((j )) = 







Gr (bgN ) = g C 



N 0M j =1



N M j =1



C[j ; j 1]; 0



C[j ; j 1] 0







8 C 1 c:



By (3.1.14), (3.1.15), (3.1.16) and Lemma 2.2.4 we have



1 H  Fp q H~:



FpbgN Fq ~



+



(3.1.17)



Now0 the ltrations fF11g on Nj=1 C((j )) and on bgN induce ltrations on the vector spaces 0 PN H 0 C; OC 3 j=1 Qj and bg(X). (We always regard L











L



N



O 3 X Qj



H 0 C; C











j =1



as a subspace of Nj=1 C((j )) by the embedding t given in (1.1.6).) The following lemma plays an important role in proving Theorem 3.1.5.
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Lemma 3.1.7.



If m > N1 (2g(C ) 0 1) + 1, then we have a natural injection N M j =1



Proof. We have if



PN j =1 nj



C[j 1 ]j m ,0! GrF H 0 C; OC 0







0



N  X



3











dimC H 0 C; OC



N X j =1



nj Qj







=



N X



j =1



Qj







:



0



nj + 1 g(C )



j =1



> 2g(C ) 0 1. Hence, if k > (2g(C ) 0 1)=N , then we get that 







dimC H 0 C; OC (k 0 1) dimC H 0 C; OC (k 0 1) 







N X j 6=i



N X j =1



Qj







Qj + kQi



= N (k 0 1) + 1 0 g; 



= N (k 0 1) + 2 0 g:



Therefore, there is an element f 2 H 0 C; OC 3 Nj=1 Qj which has a pole of order k at Qi and a pole of order 6 k 0 1 at Qj , j 6= i. This proves the lemma. 3 1 (2g (C ) 0 1) + 1, there is a natural injection Corollary 3.1.8. For any positive integer m > N 0



g C



N M j =1



0 P



11



C[j ]j m ,0! GrF bg(X): 0







To prove Theorem 3.1.5, we need one more lemma. Lemma 3.1.9.



H



Fp (bg(X) ~ ) =



X



p1 +p2 =p



H



Fp1 bg(X)Fp2 ~ :



Proof. Note that in the above equality the right hand side is contained in the left hand side. Therefore, assume X Fp (bg(X)H~ ) ' Fp1 bg(X)Fp2 H~ : p1 +p2 =p



Then, there is an element



(X f )j8i 2 Fp (bg(X)H~ )



such that X 



f 2 Fq (bg(X)) n Fq j8i 2 Fr H~



(g(X));



1 b



0



for some q and r with q + r > p. For each j there is an integer qj such that tj (f )



2 Fq C((j )) n Fq



j 01



j



C((j )):



There exists at least one k with qk = q. Moreover, we may assume



j8i 2 H (d ) 111 H 1



1



N



(dN ); d1 + 111 + dN = r:
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tj (f ))j8i 2 H (d ) 111 H (dj + qj ) 111 H 1



1



j



N
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(dN ):



Hence, we conclude



(X f )j8i 2 Fr+q H~ n Fr+q 1 H~ : Since r + q > p, this is a contradiction. 3 Now we are ready to prove Theorem 3.1.5. Fix a positive integer m satisfying 1 m > (2g(C ) 0 1) + 1: 0



N



By Lemma 3.1.9, we have



H



H



GrF (bg(X) ~ ) = GrF (bg(X))Gr F ( ~ ): Therefore, if we introduce the induced ltration F on ~ (X), we have 



H



f g V











H



GrF ~ (X) = GrF ( ~ )=GrF (bg(X))GrF ( ~ ): 



Since we have that



V



















H H



GrF ~ = ~ 



by Corollary 3.1.8, there is a surjective homomorphism



H



,



g C



Vm = ~



N M j =1







C[j 1]j m  GrF V~ (X): 0



0







Now, by Proposition 3.1.6, Vm is a nite-dimensional vector space. Hence, V~ (X) is also a nite-dimensional vector space. This nishes the proof of Theorem 3.1.5. 3 Recently Suzuki [34] has given an elementary proof of Theorem 3.1.5 without using Gabber's Theorem. For the later purpose we need to de ne the space of conformal blocks for non-connected curves. For an N1 -pointed stable curve with formal neighbourhoods X1 = (C1 ; P1 ; : : : ; PN1 ; s1 ; : : : ; sN1 ) and an N2 -pointed stable curve with formal neighbourhoods X2 = (C2 ; Q1 ; : : : ; QN2 ; t1 ; : : : ; tN2 ) F the connected sum X = X1 X2 is de ned as X = (C ; P1 ; : : : ; PN1 ; Q1 ; : : : ; QN1 ; s1 ; : : : ; sN1 ; t1 ; : : : ; tN2 ); where C = C1 tC2 . The data X satis es all the conditions of De nition 1.1.1 and De nition 1.1.3 except connectedness of the curve C . For such X we can de ne the space of conformal blocks V~(X) and the space of covacua V~(X). It is easy to show the following Proposition. y



Proposition 3.1.10.



For a non-connected N -pointed stable curve with formal neighbourhoods



X = X1



G



X2



there are canonical isomorphisms



V~(X) ' V~ (X ) V~ (X ); V~(X) ' V~ (X ) V~ (X ); 1



y



y



1



where ~ = (~1 ; ~2).



1



1



2



y



2



2



2
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3.2. Formal Neighbourhoods.



Let us examine the dependence of the de nition of the conformal blocks on the formal neighbourhoods. For that purpose we introduce some notation. We let D be the automorphism group Aut C(()) of the eld C(()). The group D may be regarded as the automorphism of the ring C[[]]. There is a natural isomorphism 



D ' X an n a 6= 0 ; n h 7! h(); where the composition h  h of h , h 2 D corresponds to the formal power series h (h ()). By this isomorphism we identify D with the set of formal power series without constant terms. We introduce a ltration D = D  D  D  ::: by putting Dp = f h 2 D j h() =  + app + : : : g n



1



+1



=0



1



2



1



o



0



2



1



0



1



2



2



+1



for a positive integer p > 1. Also put



d ; d d dp = C[[ ]] p+1 ; d d = C[[ ]]



for a positive integer p. We have a decreasing ltration d = d0  d1  d2  : : : : For any ` 2 d and f () 2 C[[]], de ne exp(`)(f ( )) by X exp(`)(f ( )) = k1! (`k f ( )): k=0 This is well-de ned and exp(`) is an automorphism of C[[]] and C(( )). For example, for ` =  dd ,  2 C , we have exp(`)( ) = e; of C(()) given by multiplying  by the non-zero e. In hence exp(`) isan pautomorphism  particular, exp 2 01n dd is the identity automorphism. It is easy to show the following Lemma. 1



3



Lemma 3.2.1.



The exponential mapping



exp: d 0! D ` 70! exp(`)



is surjective. Moreover, for each positive integer p, exp: dp 0! Dp induces an isomorphism.



The above example shows that the exponential mapping is not injective on the d0 -level. For any ` 2 dp, p > 1, de ne exp(T [`]) by X exp(T [`]) = k1! T [`]k : k=0 1



The operator exp(T [`]) acts on H from the left and on H from the right, and induces the identity operator on GrF H and on GrF H . The following results can be obtained by direct calculations. y











y
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de ned by
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For any automorphism h 2 Dp , p > 1, the operator G[h] on H and H is y



0



G[h] = exp( T [`]);



where



h = exp(`):



Note that G[h] is an automorphism of H and of H . The following theorem plays an essential role in the our arguments. Theorem 3.2.4. For h 2 D p , p > 1 and f ( ) 2 C(( )) we have the following equalities as y



operators on H and on H . (1) G[h](X f ())G[h] 1 = X f (h()), (2) G[h1 ] 1 G[h2 ] = G[h1  h2 ], for h1 , h2 2 Dp , p > 1, (3) G[h]T [`]G[h] 1 = T [ad(h)(`)] + c12v Res=0 (fh( ); g`( )d), where ` = `() dd 2 C(( )) dd , f 2 C(( )) and X 2 g. y



0



0



From this theorem we infer the following theorem. Theorem 3.2.5. For any hj 2 Dp , p > 1, j = 1; 2; : : : N and N -pointed curve X = (C ; Q1 ; : : : ; QN ; 1 ; : : : ; N )



with formal neighbourhoods put



X(h) = (C ; Q1 ; : : : ; QN ; h1 (1 ); : : : ; hN (N )): b Then, the isomorphism G[h1] 1 111



b G[hN ] 1 b b b b



H



H H~ = H1 111  0! H~ = H1 111  ; 1 b b h1 b 2 111



b N j 70! h1G[h1] b 2G[h2] 1 111



b N G[hN ] 0



0



y



y



y



y



y



y



N



N



0



induces an isomorphism



G[h1 ]



1



0



j 



111 b G[hN ] : V~(X) 0! V~(X h ):



1b



0



0



1



0



y



y



( )



Proof. Note that we have n



N







V~(X) = h9j 2 H~ Xh9jj (X f (j )) = 0; j   X  o for any f 2 H C; O 3 Qj N n V~(X h ) = h9j 2 H~ Xh9jj (X f (hj (j ))) = 0; j   X  o for any f 2 H C; O 3 Qj and X f (h(j )) = G[h](X f ())G[h] . Then, for h9j 2 V~ (X), we have b h9jG[h ] 111



b G[hN ] 2 V~(X h ); y



y



=1



0



y



C



y



( )



=1



0



C



1



y



0



1



since



N X j =1



(h9jG[h1 ]



1 



111 b G[hN ]



1b



0



=



1



0



N X j =1



y



0



1



0



( )



)j (X f (h( ))



 j (X 



f (h()))



 



111 b G[hN ] = 0:



G[h1 ] b



3
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Corollary 3.2.6.



If two N -pointed curves with formal neighbourhoods



X = (C ; Q1 ; : : : ; QN ; 1; : : : ; N ) and



X = (C ; Q1 ; : : : ; QN ; 1 ; : : : ; N ) 0



induce the same N -pointed curve with rst order neighborhoods, then there exists a canonical isomorphism V~ (X) ' V~(X ): y



y



0



Proof. By the assumption there is hj 2 D1 with j = hj (j ). Hence, there is an isomorphism induced by G[h1] 1 b : : : b G[hN ] 1. 3 0



0



3.3. Basic Properties of the Space of Conformal Blocks.



In this section we shall show basic properties of the space of conformal blocks. First we shall prove the so called propagation of vacua which plays an important role in describing the space of vacua. For X = (C ; Q1; : : : ; QN ; 1 ; : : : ; N ) let P be a non-singular point of the curve C and  a formal parameter of C at P . Put Xe = (C ; Q1 ; : : : ; QN ; QN +1 ; 1 ; : : : ; N ; N +1 )



where QN +1 = P and N +1 = . In the following we x a highest weight vector j0i of the integrable left bg-module H0. Since there is a canonical inclusion



H~ 0! H~ H jvi 70! jvi j0i;



0



we have a canonical surjection Theorem 3.3.1.



b 3



b : H~ H 0 0! H~ : y



y



y



The canonical surjection b induces a canonical isomorphism 3



V~; (Xe ) ' V~(X): y



y



0



Proof. For an element h9e j 2 V~;0 (Xe ) put h9j = b (h9e j) 2 H~ . Choose X 2 g, jui 2 H~ and 0 0 P 11 f 2 H 0 C; OC 3 N j =1 Qj . Then by our de nition we have y



N X j =1



3



y



N



h9jj (X [f ])jui = Xh9e jj (X [f ])ju 0i: j =1



On the other hand, since f is regular at the point QN +1 = P , we have



h9e jN Hence we have



N X j =1



+1



(X [f ])ju 0i = 0: N +1



h9e jj (X [f ])ju 0i = X h9e jj (X [f ])ju 0i = 0: j =1
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Thus we have h9j 2 V~ (X) and we have a linear mapping y



V



e)  : ~;0 (X 3



y



0! V~(X): y



First we shall show that the linear mapping  is injective. Assume that h9j =  (h9e j) = 0. By induction on p we show that 3



3



h9e ju vi = 0;



By our assumption we have



for all u 2 H~ and v 2 Fp H0 :



(3.3.1)



h9e ju 0i = h9jui = 0:



Hence (3.3.1) is true for p = 0. Next assume that (3.3.1) holds for p. Choose an element j i 2 Fp+1H0, where jvi 2 FpH0. Choose a meromorphic function f 2 H 00C; OC 03 PNj=1+1 Qj 11 and a positive integer M such that at the point P we have f   m mod ( M ) (3.3.2) and such that X  k jvi = 0 for all k > M: (3.3.3) Then we have h9e ju X (m)jvi = h9e ju (X [f ])vi X (m) v



=0 = 0;



N X j =1



h9e jj (X [f ])u vi



since by the induction hypothesis Nj=1 h9e jj (X [f ])u vi = 0. Thus (3.3.1) holds for p + 1. Hence h9e ju vi = 0 for any ju vi 2 H~ H0 . Hence, h9e j = 0. Next we shall show that  is surjective. For that purpose, to a given h9j 2 V~ (X) we attach an element h9e j 2 HomC (H~ M0 ; C), where M0 is the Verma module of the ane Lie algebra b g associated with the trivial representation of g. (See (2.1.4).) The linear functional h9e j is de ned inductively as a linear mapping of H~ Fp M0 to C as follows. First de ne h9e ju 0i = h9jui for any u 2 H~: Then we have N N X h9e jj (X [g])ju 0i = Xh9jj (X [g])jui = 0; P



y



3



j =1 0



j =1



for any element g 2 H 0 C; O 3 . e Now assume that h9j is de ned as a linear mapping of H~ FpM0 to C with 0 PN 11 C j =1 Qj



N X j =1



h9e jj (X [g])ju vi = 0;



for any ju vi 2 H~ Fp M0 and g 2 H 0 (C; OC (3 linear mapping h9e j is de ned by N



PN j =1 Qj



h9e ju X (m)vi = 0 Xh9e j(j (X [f ])u vi; j =1



(3.3.4) )). Then, on H~ Fp+1 M0 the for any u 2 H~ ;



(3.3.5)
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where X (m)jvi 2 Fp+1 M0 , jvi 2 Fp M0 and a meromorphic function f is chosen in the same way as in (3.3.2) and (3.3.3). It is easy to show that this is well-de ned and has the property NX +1 j =1



h9e jj (X [g]) = 0



for each element g 2 H 0 C; OC 0



3



0 PN +1 11 j =1 Qj



on



H~ Fp M ; +1



0



. A straightforward calculation shows the equality



h9e ju X (m )Y (m )vi 0 h9e ju Y (m )X (m )vi = h9e ju ([X; Y ](m + m ) + ` 1 (X; Y )m m m ; )vi; as long as X (m )Y (m )jvi 2 Fp M and jvi 2 Fp M . This equality shows that h9e j is de ned as a linear mapping on H~ . To show that h9e j descends to a linear form on H~ H , it 1



2



2



1



1



2



+1



1



2



1



0



+1



1+ 2 0



0



0



is enough to show the equality



h9e ju X (01)` j0i = 0:



(3.3.6)



+1



Let f 2 H 0(C; OC (3 )) be a meromorphic function on C which has a zero of order 1 at P = QN +1 and which satis es (3.3.2) with m = 1 and M  2. By Proposition 2.2.11 there is a positive integer n depending on jui such that for any j , j = 1; : : : ; N , we have PN j =1 Qj



ji



j (X  [f ]k ) u = 0; if k 0



At the point P = QN +1 put



 n=N :



(3.3.7)



0



E = X  [f ]; F = X ( 1); H = [E; F ] : 0



Then, we have



0



H = [X  ; X ][ 1 f ] + (X  ; X )c = H [ 1 f ] + c: Since  1f is holomorphic at the point P , we have 0



0



0



0



0



ji ji



H0 =`0 :



Moreover, by a simple calculation we have HF k j0i = (` 0 2k)F k j0i; EF k j0i = (k` 0 k2 + k)F k 1 j0i: Hence, for a postive integer m we have E m F m+`+1 j0i = cm F `+1 j0i; where cm is a non-zero constant. Now by (3.3.5) and (3.3.7), we obtain 0



hj 0 hj



0



ji



e u X ( 1)`+1 0 cn 9 = 9e u (X  [f ])n X ( 1)n+`+1 0 X n! = ( 1)n n ! n ! : : : nN ! 1 2 n1 +:::+nN =n 0



N D Y e j j =1



9



= 0: Thus we obtain the desired result. 3



0



ji 2 E



(X  [f ])n u X (01)`+1 0 0



j
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There is a canonical isomorphism



Corollary 3.3.2.



V~(X) ' V~; (Xe ) 0



Remark 3.3.3. Theorem 3.3.1 and Corollary 3.3.2 say that in the study of the space of vacua and covacua attached to an N -pointed stable curve with formal neighbourhoods we can add as many points with formal neighbourhoods as we need. Therefore, as we mentioned above, we can always assume that the condition (Q) is satis ed. Below this fact will be often used and play an essential role in proving important theorems. The proof of the above theorem relies on the following theorem. Theorem 3.3.4.



The canonical inclusion V1 



: : : V 0 H ,0! H~ 1



N



N



induces a natural projection



V 0! Homg(V : : : V 0 H



p : ~ y



1



1



N



N



; C):



The image is contained in



fh8j 2 V : : : V 0 H j h8jX f = 0; for any f 2 H (C; OC (3QN )) g and the map p : V~ ! V~; is injective. For an element  2 P` put  = 0w(); V~;0 = y



1



y



N



1



0



N



y



0



y



where w is the longest element of the Weyl group of the simple Lie algebra g (in other word, w(1+ ) = 1 ). Note that  is also characterized by the fact that  is the lowest weight of the g-module V . For example, for g = sl(2; C), we have  = . For an N -pointed stable curve X = (C ; Q1 ; : : : ; QN ; 1 ; : : : ; N ) with formal neighbourhoods, assume that the curve C has a double point P . Let  : Ce C be the normalization at the point P . Put  1(P ) = P ; P . Furthermore we introduce formal neighbourhoods  and  at P and P , respectively.



0



y



0



y



0



0



00



f



0



00



y



!



g



0



00



In the proof of the following Theorem 3.3.5 we shall use the results of Theorem 3.4.1. We shall not use Theorem 3.3.5 in the proof of Theorem 3.4.1. Theorem 3.3.5.



Using the above notation, there is a canonical isomorphism M



2Pl



V;y;~(Xe ) 0! V~(X): y







y



Proof. The diagonal action of g on V Vy makes V Vy a g-module and it contains the trivial g-module with multiplicity one. Let j0;y i be a basis of the trivial g-submodule of V Vy . That is, 1 (X )j0;y i + 2 (X )j0;y i = 0; for all X 2 g. For example, for g = sl(2; C) and  = m, we let e0 be a highest weight vector, then He0 = m2 e0 . Put 1 ej = F j e0 ; j = 1; 2; : : : ; m: j!
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Then, we may choose



j0;y i := X(01)m j !(mm0! j)! ej em m



j:



0



j =0



Now the module H;y ;~ contains a subspace



H;y ;~  j0;y i H~ ' H~: For any element h9e j 2 V;y ;~ (Xe ), de ne h9j 2 H~ by h9j8i = h9e j0;y 8i; ; for all j8i 2 H~ . Then, for any meromorphic function y



y



f



2H



0







N







O 3 X Qj



C; C







j =1



we have N X j =1



N



h9jj (X [f ])j8i = Xh9e j0;y j (X [f ])8i =



j =1 NX +2 j =1



h9e jj (X [f ])j0;y 8i = 0;



since if we regard f as a meromorphic function on Ce, we have f (P ) = f (P ) and P 0 (X [f ])j0;y i+ P 00 (X [f ])j0;y i = 0. Hence we have 0



N X j =1



h9jj (X [f ]) = 0;



for any f 2 H C; OC 0







00



N  X



3



j =1



Qj







:



Thus we have a canonical C-linear mapping e ) 0! V (X):  : V;y ;~ (X ~ y



Let us show that the mapping  is injective. For that purpose, we rst show that for h9j = e e j), h9 e j 2 V y ~ (X  (h9 ; ; ), we have



h9jX (P )j8idP = h9e jX (P )j0;y 8idP:



(3.3.8) Note that by Claim 3 of the proof of Theorem 3.4.1, the expansion of the left hand side of (3.3.8) at Qj with respect to the formal parameter j has the form X



h9jj (X (n))j8ij n 0



1



0



n2Z



dj :



Similarly the right hand side of (3.3.8) has the expansion



h9e jj (X (n))j0;y 8ij n dj n Z X = h9e j(0;y ) j (X (n))8ij n n Z X = h9jj (X (n))j8ij n dj : X



0



1



0



2



0



2



0



n2Z



1



0



1



0



dj
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Hence the equality (3.3.8) holds. Similar argument shows the equality



h9jX (P ) : : :XM (PM )j8idP : : : dPM = h9e jX (P ) : : : XM (PM )j0;y 8idP : : : dPM : Now assume that h9j = 0. By Theorem 3.4.1, (3) we have h9e jX (P ) : : : XM (PM )jP 0 (X (n))0;y 8i = 0: 1



1



1



1



2



1



1



2



1



Applying again Theorem 3.4.1, (3), we obtain



h9e jP 0 (X (n )X (n ))0;y 8i = 0; h9e jP 0 (X (n ))P 00 (X (n ))0;y 8i = 0; h9e jP 00 (X (n )X (n ))0;y 8i = 0: 2



1



2



1



1



1



2



1



1



2



2



2



Repeating the same process we can show that



h9e j8e i = 0; for any 8e 2 H;y;~; since H Hy is an irreducible bg 2 bg-module. Hence  is injective. Let us consider the C-linear homomorphism M : V;y;~(Xe ) 0! V~(X): 8 



y



2P`



We shall show that  is injective. For this purpose, to the points P and P we associate certain right g-modules and integrable right bg-modules. Fix an element h9j 2 V~ (X). Let h be a meromorphic function on Ce such that 0



00



y



2







N



O 3 X Qj ) ;



e h H 0 C; Ce (







j =1



h(P ) = 1; h(P ) = 0:



(3.3.9)



0



00



If h also satis es the properties (3.3.9), then h 0 h can be regarded as a meromorphic function 0 0 PN 11 0 on C and h 0 h 2 H C; OC 3 j=1 Qj . Hence, by the gauge condition for each jui 2 V~ , 0



0



0



N X j =1



h9jj (X [h])jui



is independent of the choice of a meromorphic function h satisfying (3.3.9). For each element 2 g de ne h9jP 0 (X ) 2 HomC(V~; C) by



X



N



h9jP 0 (X )jui = 0 Xh9jj (X [h])jui;



jui 2 V~;



j =1



where h satis es (3.3.9). This is well-de ned. Next for X; Y 2 g de ne h9jP 0 (X )P 0 (Y ) 2 HomC (V~ ; C) by



h9jP 0 (X )P 0 (Y )jui =



N X



h9jj (Y [h ])j (X [h ])jui;



j1 =1;j2 =1



2



2



1



1



for all jui 2 V~ ;
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where h1 and h2 satisfy (3.3.9). The de nition is independent of the choice of h2 by the same reason as above. That the de nition is independent of the choice of h1 is proved as follows. Since h2 dh1 is a meromorphic one form on Ce having poles only at Q1 ; : : : ; QN , we have PN res j =1 Q (h2 dh1 ) = 0. Therefore, we have the equality j



N X



h9jj (Y [h ])j (X [h ])jui 2



2



j1 ;j2 =1



=



N X



1



1



N



h9jj (X [h ])j (Y [h ])jui 0 Xh9jj ([X; Y ][h h ])jui: 1



1



j1 ;j2 =1



2



2



1 2



j =1



The equality shows the independence of the choice of h1, since h1 h2 also satis es the properties (3.3.9). Moreover the above equality shows the equality



h9j(P 0 (X )P 0 (Y ) 0 P 0 (Y )P 0 (X )) = h9jP 0 ([X; Y ]): In this way we can de ne a right g-module U (h9j)  HomC (V~ ; C) at the point P . In the same way we can construct a right g-module at the point P . We can also de ne an integrable right bg-module Ub (h9j)  HomC (H~ ; C). For example, h9jP 0 (X (n)) is de ned as follows. Let g be a meromorphic function on Ce such that 0



00



g



  N











2 H C;e OCe 3 X Qj + P j n g   mod ( M ) at P ; 0



0



=1



0



0



;



(3.3.10)



0



g(P ) = 0; 00



where  =  1 () is a formal parameter at the point P . De ne h9jP 0 (X (n)) by 00



0



0



hj



N X



j i = 0 h9jj (X [g])jui:



9 P 0 (X (n)) u



j =1



The de nition is independent of the choice of a meromorphic function g satisfying (3.3.10). Similarly we can de ne h9jP 0 (X (n))P 0 (Y (m)) 2 HomC(H~ ; C) and we have the equality



h9j(P 0 (X (n))P 0 (Y (m)) 0 h9jP 0 (Y (m))P 0 (X (n))) (3.3.11) = h9jP 0 ([X; Y ](m + n)) + ` 1 (X; Y )nn m; h9j: In this way we can construct a right bg-module Ub (h9j)  HomC (H~ ; C). Since the action of j (X [g]), X 2 g , is locally nilpotent by Theorem 2.1.5, the action of P 0 (X (m)) on Ub (h9j) is locally nilpotent. Hence Ub (h9j) is an integrable right bg-module of level `. Since V~ (X)) is nite dimensional, we can associate a nite right g-module to the point P [ U (V~ (X)) = U (h9j)  HomC(V~ ; C) +



y



0



0



y



9j2V~y (X)



h



and an integrable right bg-module



V



Ub ( ~ (X)) = y



[



y h9j2V (X) ~ 



h j  HomC(H~; C)



Ub ( 9 )
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of level `. By (3.3.11) we have an irreducible decomposition



V



U ( ~ (X)) =



M



y



2P`



Vy n : 8



Then, by the remark given just above Lemma 2.2.10, we have



V



Ub ( ~ (X)) = y



M



2P`



H y



n



8



(3.3.12)



:



We are now ready to prove the injectivity of . For an element h9e j 2 V;y ;~ (Xe ), put h9j = (h9e j) and choose a meromorphic function h on Ce satisfying (3.3.9). Then we have



h9jP 0 (X ) 111 P 0 (Xk )jui N X = (01)k h9jj (X [h]) 111 j (Xk [h])jui j ;:::;j = (01)k h9e jP 0 (X (0)) 111 P 0 (Xk (0))j0;y ui: Since the P 0 (X (0)) 111 P 0 (Xk (0))j0;y i's generate an irreducible left g-module isomorphic to Vy , we conclude U (h9j)  V n : Hence, for h9e  j 2 V;y ;~ (Xe ) and h9e  j 2 V; y ;~ (Xe ),  = 6  , we have e  j) \ U (h9 e  j) = 0: U (h9 1



1 =1



+1



1



1



k =1



k



1



1



y8







This means that  is injective, since  is injective. Finally let us prove that  is surjective. By (3.3.12) for an element h9j 2 V~ (X) we have a decomposition h9j = X h9j; h9j 2 V n : y



y8







2P`



We construct h9e  j 2 HomC (H;y ;~ ; C) as follows. First note that V Vy is generated by elements P 0 (X1 ) 111 P 0 (Xn )P 00 (Y1 ) 111 P 00 (Ym )j0;y i;



2 j i2H



h j



h j  HomC(H~; C).



e  de nes a right b X1 ; : : : ; Xn ; Y1 ; : : : ; Ym g. Moreover, 9 g-module Ub ( 9e  ) For each element v ~ de ne



h9e j0;y vi = h9jvi: De ne



h9e jP 0 (X ) 111 P 0 (Xn)P 00 (Y ) 111 P 00 (Ym)0;y vi = (01)m h9jP 0 (X (0)) 111 P 0 (Xn (0))P 0 (Ym (0)) 111 P 0 (Y (0))vi: This is well-de ned, since the diagonal action of g on Cj0;y i is trivial. This de nes h9e  j 2 HomC (V Vy H~ ; C). Now assume that we have already de ned h9e  j 2 HomC(FpH 



Fq Hy H~ ; C) for non-negative integers p and q. Choose an element P 0 (X (m))ju u vi 2 1



1



1



1



0
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H Fq Hy with ju u i 2 FpH Fq Hy . Choose a meromorphic function f on Ce



Fp+1 



0



such that



f



2H



0



f f



N



O 3 X Qj + 3P + 3P







e C; Ce







0



00







j =1



;



  m mod ( M ) at P ;  0 mod ( M ) at P : 0



0



0



00



00



Here we choose the positive integer M in such a way that P 0 (X (n))jui = 0; P 00 (X (n))jui = 0; for all n > M . Then we de ne N



h9e jP 0 (X (m))ju u vi = 0 Xh9e jj (X [f ])ju u vi: 0



0



j =1



By an argument similar to the proof of Proposition 3.3.4 we can show that the de nition is independent of the choice of the meromorphic function f satisfying the above conditions and we have h9e j 2 HomC(Fp+1H Fq Hy H~; C): Similarly we can de ne h9e j 2 HomC(FpH Fq+1 Hy H~; C): In this way we can show the existence of h9e j 2 HomC(H Hy H~; C): Moreover, we can verify the gauge condition so that h9e j 2 V;y;~(Xe ): By our construction we have  (h9e  j) = h9 j. 3 Corollary 3.3.5.



There is a canonical isomorphism



V~(X) 0! M V;y;~(Xe ): 



2P`



Remark 3.3.6. In Chapter 4 we shall show that dim V~ (X) depends only on the genus g of the curve and ~. Therefore, by degenerating a smooth curve into a curve with nodes and using the above Theorem 3.3.5, the calculation of dim V~ (X) is reduced the case of a curve of genus 0. In case of an N -pointed smooth curve of genus 0, Theorem 3.3.4 can be replaced by the following stronger statement. Proposition 3.3.7. If the underlying curve of X is P1 , then the canonical mapping V~(X) 0! Homg(V~; C) y



y



y



is injective.



A proof will be given in section 3.5. Note that Proposition 3.3.7 is not true, if the genus of the underlying curve is positive. For example, for a one-pointed elliptic curve X = (E ; Q;  ) with a formal neighbourhood, we have dim V0 (X) = ` + 1: But Hom(V0 ; C) is one-dimensional. As a weak generalization of Proposition 3.3.7 we have the following Proposition. y
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> g + 1, then the natural mapping



V~(X) 0! Homg y







F1



N O j =1



H







j







;C



is injective. 3.4. Correlation Functions.



Let C be a semi-stable curve and !C its dualizing sheaf. Put CM



M



= C 2 111 2 C : }|



z



{



Then C M has singularities of codimension 1, but still we can de ne the dualizing sheaf !C , since C M is locally a complete intersection. Moreover, we can show that M



!C M = !C2M ;



where j : C M ! C is the j -th projection and we de ne 



 !C 111 M !C :



!C2M = 1 !C 3



3



3



2



Since C M has singularities for a singular semi-stable curve, the (i; j )-th diagonal 1ij = f(P1 ; : : : ; PN )jPi = Pj g of C M is only a Weil divisor and not a Cartier divisor. Let X = (C ; Q1 ; : : : ; QN ; 1; : : : ; N ) be an N -pointed stable curve with formal neighbourhoods. Theorem 3.4.1. Fix h9j 2 V~ (X). For each non-negative integer M the data  y



X1 ; X2 ; : : : ; XM



de nes an element



2 g; j8i 2 H~



hj



ji



F = 9 X1 (P1 )X2 (P2 ) : : : XM (PM ) 8 dP1dP2 : : : dPM



of







H 0 C M ; !C2M







X



16i


M N



31ij + X X 3i



1



0



i=1 j =1







(Qj ) ;



where 1ij = f(P1 ; : : : ; PN )jPi = Pj g is the diagonal. The meromorphic form has the following properties. (0) For M = 0, F = h9j8i is the canonical pairing induced by (3.1.12). (1) F is linear with respect to j8i and multi-linear with respect to the Xi's. (2) For any permutation  2 SM , we have



hj



F = 9 X(1) (P(1) )X(2) (P(2) )



111 X M (P M )j8idP dP (



)



(



)



1



2 : : : dPM :



For example, for a transposition (i; i + 1) we have



hj



F = 9 X1 (P1 )



111 Xi



(Pi 1 )Xi+1(Pi+1 )Xi (Pi) Xi+2 (Pi+2 ) : : :XM (PM )j8idP1 dP2 : : : dPM : 1



0



0



(3) For k = 1; : : : ; N and k = k 1 () a holomorphic coordinate, we have the equality 0



Res (kn h9jX (k )X1 (P1)X2 (P2 ) : : : XM (PM )j8idk ) = h9jX1(P1 )X2(P2) 111 XM (PM )jk (X (n))8i:



k =0
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In other words, we have an expansion



h9jX (k )X (X P )X (P ) : : : XM (PM )j8idk = h9jX (P )X (P ) 111 XM (PM )jk (X (n))8ik n 1



1



2



2



1



n2Z



1



2



0



2



1



0



dk



(4) For a local holomorphic coordinate z at a nonsingular point P of the curve C , we have the following equality.



h9jX (P )Y (P )X (P )X (P ) 111 XM (PM )j8i = (z(P` 1) (0X;z(YP) )) h9jX (P )X (P ) 111 XM (PM )j8i + z (P ) 01 z (P ) h9j[X; Y ](P )X (P )X (P ) 111 XM (PM )j8i 0



1



1



2



2



1



2



0



1



2



2



0



1



0



1



2



2



+ regular at P = P : 0



(5) For a local holomorphic coordinate z at Qi and for jvi 2 V~ = V1 111 V



N



we have an equality



 H~,



h9jX (P )X (P )X (P ) 111 XM (PM )jvi = z (P ) 01 z(Q ) h9jX (P )X (P ) 111 XM (PM )ji (X )vi i 1



1



2



2



1



1



2



2



+ regular at P = Qi :



These functions F are called correlation functions of currents. Proof. Choose M + 1 non-singular points P1 ; P2 ; : : : ; PM ; P of the curve C and their formal neighbourhoods N +1 ; N +2 ; : : : ; N +M +1 . Put Xb = (C ; Q1 ; : : : ; QN ; QN +1 ; : : : ; QN +M +1 ; 1 ; : : : ; N +M +1 ); Xe = (C ; Q1 ; : : : ; QN ; QN +1 ; : : : ; QN +M ; 1 ; : : : ; N +M );



where QN +i = Pi , i = 1; : : : ; M and QN +M +1 = P . By Theorem 3.3.1, there are canonical isomorphisms



V



' V~;~ (Xe ); : V~;~ (Xe ) ' V~;~ (Xb );



M : ~ (X) M +1



y



y



0M



y



y



0M +1



0M



k



h j 2 V~(X) put h9e j = M (h9j); h9b j = M (h9e j): b ju Claim 1. For any ju ei 2 H~ H~ and X 2 g, h9 e X (01)j0id de nes a cotangent vector of the curve C at the point P . Proof. Choose a meromorphic function f 2 H (C; OC (3(P + Q )) on C such that z }| {



where ~0k = (0; : : : ; 0). For 9



y



+1



0M



0



1



f =  1 + regular at P ; f 0 mod (jnj ) at Qj ; j = 1;







0



6
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where  = M1+1 ( ), j = j 1 () and nj is suciently large so that 0



0



ji



j (X [f ]) ue = 0



and f is holomorphic at Qj , j 6= 1. Then we have



h9b jue X (01)j0i = h9b jue (X [f ])j0i = 0h9b j (X [f ])ue 0i: 1



Hence, if we change the formal neighbourhood M +1 to eM +1 , we have



6



e = eM1+1 () = a1  + a2 2 + : : : ; a1 = 0; 9b ue X ( 1) 0 e = a1 1 9b ue X ( 1) 0  : 0



h j 0 ji h j 0 ji This implies that h9b jue X (01)j0i depends only on the rst order in nitesimal neighbourhood and h9b jue X (01)j0i d 2 TP C is independent of the choice of the formal coordinate. 0



3



Claim 2.



Put



!j =



X



h9e jj (X (n))jueij n 0



1



0



n2Z



dj ; j = 1; 2; : : : ; N + M;



where j = j 1 ( ). Then there is a meromorphic one form 0



!



2H



0







C; !C



+M  NX



3



j =1



Qj







on C such that



t(!) = (!1; !2; : : : ; !N +M ); where the mapping t is de ned in (1.1.7).



Proof. For an element f 2 H 0 3 PNj =1+M Qj let fj (j ) = P a(nj) jn be the formal Laurent expansion of f at the point Qj by the formal parameter j = j 1( ). Hence t(f ) = (f1(1 ); : : : ; fN +M (N +M )). Then we have 0



1



0



NX +M j =1



NX +M X



h9e jj (X (n))jueianj j n Z e = h9jX t(f )juei = 0;



Res (fj (j )!j ) =  =0 j



=1



( )



2



since h90jX t0(fP ) = 0 by our assumption. Therefore, by Lemma 1.1.6 there exists an element 11 +M ! 2 H 0 C; !C 3 N Q with t(!) = (!1 ; : : : ; !N +M ). This proves Claim 2. j j =1 b ju e X (01)j0id Claim 3. As cotangent vectors at P with formal parameter  , the vectors h9 and ! are de ned in Claim 2 coincide. In the following we express ! by



hj



ji



e X (P ) u != 9 e dP:



Proof. Since h9b jue X (01)j0id is a cotangent vector at P , we may assume that  is a local holomorphic coordinate of C at P . Choose a meromorphic function f 2 H 0 (C; OC (3(P + Qi)) on C such that f =  1 + regular at P ; f  0 mod (jn ) at Qj ; j 6= i; 1 6 j 6 N + M; 0



j
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where nj is suciently large so that j (X [f ])juei = 0 and f! is holomorphic at Qj , j = 6 i, 1 6 j 6 N + M . Then we have N +M



h9b jue X (01)j0i = 0 X h9e jk (X [f ])juei k e = 0h9ji (X [f ])juei: =1



On the other hand, at the point P we have 







resP 1 ! = resP (f!) =0



NX +M



resQk (f!) k=1 resQi (f!)



=0   X n 1 d e ji (X (n))ju = 0 Res fi (i ) h9 eii i =0 0



0



n2Z



i



= 0h9ji(X [f ])juei = h9b jue X (01)j0i : e



This proves Claim 3. 3 Now we are ready to prove Theorem 3.4.1. Put



juei = ju X (01)0 111 XM (01)0i: 1



The above argument shows that



h9e jueid



= h9e ju X1 (01)0 111 XM (01)0id1 : : : dM



1 : : : dM



is regarded as an element of TP1 C 111 TP C , if Pk 6= Qj and Pj 6= Pk , j 6= 0k, and depends 0 M 2 0P meromorphically on P11 k . Hence, by Hartog's theorem, it de nes an element of H C ; !C i


3



M



0



h9jX (P )X (P ) : : : XM (PM )juidP dP 1



1



2



2



1



2 : : : dPM :



The assertions (0) and (1) are clear by our de nition. For the assertion (2) note that the meromorphic form de ned above from the data Xe = (C ; Q1; : : : ; QN ; P1 ; : : : ; PM ; 1 ; : : : ; N +M )



and the data Xe  = (C ; Q1 ; : : : ; QN ; P(1) ; : : : ; P(M ) ; 1 ; : : : ; N ; N +(1) ; : : : ; N +(M ) )



are the same. This implies assertion (2). Assertion (3) follows from Claim 2. Let us prove assertion (4). Let the point P be in a small neighbourhood U of the0 point0P 0with local coordinate z with center P . Let us choose a meromorphic function f 2 H 0 C; OC 3 P + 111 PN +M such that k=1 Qk f = z 1 + regular at P : 0



0
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Moreover, changing the local coordinate at P if necessary, we may assume that f = z 1. Then w = z 0 z(P ) is a local coordinate of C at P . As a cotangent vector at each point of (P; P ) 2 C 2 111 2 C (M copies of C ), F = h9jX (P )Y (P )X1 (P1 ) : : : XM (PM )j8idP dP is equal to h9b jX (01)0P Y (01)0P 0 8e idzdw; where h9b j = (h9j);  : V~(X) 0! V~;~0 +2 (Xb ) and j8e i = j8 X1(01)0P1 111 XM (01)0P i 2 H~ H~0 : Then we have h9b jX (01)0P Y (01)0P 0 8e i = 0 h9b j(X [f ])Y (01)0P 0 8e i N +M (3.4.1) 0 X h9b jY (01)0P 0 k (X [f ])j8e i: 0



0



0



0



0



0



3



y



3



y



M



M



M



3



k=1



The second term of the right hand side of (3.4.1) is written as N +M



0 X h9e jY (P )jk (X [f ])8e idP : 0



0



k=1



Hence, it is holomorphic at the point P . On the other hand, putting a = z(P ) we have 0



0



(X [f ])Y (01)j0P 0 i = X w+1 a (Y [w 1])j0P 0 i   [ X; Y ] 1 ` 1 (X; Y ) = [w ] 0 a2 j0P 0 i: a 



h



i



0



0



Hence the rst term of the right hand side of (3.4.1) has the form ` 1 (X; Y ) h9jX (P ) : : : X (P )j8i 1



a2



M



1



M



0 a1 h9j[X; Y ](P )X (P ) : : : XM (PM )j8i: 0



1



1



Since 0a = z (P ) 0 z(P ), we have the desired result. A similar argument proves assertion (5). 3 Remark 3.4.2. Using the formal coordinates j , we let (j0 1 ; j002 ; j(3)3 ; : : : ; j(n) ) be a system of formal coordinates of C 2 C 21112 C center at (Qj1 ; Qj2 ; : : : ; Qj ), where j(m) is a copy of j . The correlation function h9jX1(z1)X2(z2) : : : Xn(zn)j8idz1dz2 : : : dzn has the Laurent expansion 0



n



n



X



h9j (X (m )) (X (m )) 0 : : : n (Xn (mn ))8ij m



mi 2Z



1



1



1



2



2



2



0



1



1 01



00 j2 m2 0



at the point (Qj1 ; Qj2 ; : : : ; Qj ). Furthermore we can show the following Theorem. n



1



0



0 00 : : : j(nn) mn 1 dj1 j2 : : : dj(nn) 0



0
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Theorem 3.4.3.



(1) Put



h9jT (z)X (P )X (P )(: : : XM (PM )j8idz dP dP 111 dPM Xg = 2(g 1+ l) wlimz h9jJ a(z)J a(w)X (P ) a X (P ) : : : XM (PM )j8idzdwdP dP 111 dPM ) ` dim g 0 (z 0 w) h9jX (P )X (P ) : : : XM (PM )j8idzdwdP dP 111 dPM : 1



1



2



2



2



1



2



1



1



dim



3



!



=1



2



2



1



1



2



1



2



2



2



1



2



Then, this is well-de ned and for k = 1; : : : ; N , we have



h9jT (k )X (P )X (P ) : : : XM (PM )j8idk )dP dP 111 dPM = h9jX (P )X (P ) : : : XM (PM )jk (Ln )8idP dP 111 dPM ; where fJ ; : : : ; J g g is an orthonormal basis of the Lie algebra g. (See (2.2.1).) Thus Res (n+1 k =0 k



1



1



1



1



1



2



2



2



2



1



2



1



2



dim



we have an expansion



h9jT (k )XX(P )X (P ) : : : XM (PM )j8idk dP dP 111 dPM = h9jX (P )X (P ) : : : XM (PM )jk (Ln )8ik n 1



1



n2Z



2



2



1



1



2



2



1



2



0



2



2



0



dk2 dP1 dP2



111 dPM :



(2) For a holomorphic coordinate transformation w = w(z) we have



h9jT (w)X (P )X (P ) : : : XM (PM )j8idw dP dP 111 dPM = h9jT (z )X (P )X (P ) : : : XM (PM )j8idz dP dP 111 dPM 0 12cv fw(z); zgh9jX (P )X (P ) : : : XM (PM )j8idz dP dP 111 dPM ; where fw(z); z g is the Schwarzian derivative. 1



1



2



2



1



1



2



2



1



2



1



1



2



2 2



1



2



2



2



1



2



P1 . In this section we study the spaces of vacua when the underlying curve is the Riemann sphere P1 . The details can be found in [36].) We regard P1 as C [f1g and let z be a global coordinate of C. For a positive integer N > 1 let us choose N -points z1 ; z2 ; : : : zN of P1 and put  z 0 zj if zj 6= 1 j = 1=z if zj = 1: 3.5. The Riemann Sphere



Then X = (P1 ; z1 ; : : : ; zN ; 1 ; : : : ; N ) is an N -pointed curve with formal coordinates. Choose ~ = (1 ; : : : N ) (P` )N and put



2 



111 C V



V~ = V1 C Proposition 3.5.1.



N



:



The natural restriction mapping



HomC (H~ ; C) 0! HomC(V~ ; C):



induces an injective homomorphism



V



0! Homg(V~; C):



j : ~ (X) , y
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Moreover, if none of zi is 1, then an element h j 2 Homg (V~ ; C) is in the image of j , if and only if for each k = 1; 2; : : : ; N and for any element



jk i = jv 111 vk k vk 111 vN i 2 V~; 1



1



+1



0



we have the equalities m~k jm ~k j=`k











0 zk )



`k (zj m j j =k Y



X



mj



0



6



D Y i i6=k







E



(X )m k = 0; i



(3.5.1)



where



0



`k = ` (; k ) + 1; m~k = (m1 ; : : : ; mk 1 ; mk+1 ; : : : ; mN ); Z 0



jm~k j =



and jk i is a highest weight vector of Vk .



X



i6=k



mi ;



3 mi > 0;



Note that the equality (3.5.1) is equivalent to



h9jk (X (01))` ji = 0; k



if we put h j = j (h9j), h9j 2 V~ (X). (See (3.5.2) below.) Proof. By the gauge condition, for h9j 2 V~ (X) and X 2 g we have y



y



N X j =1



h9jj (X 1) = 0:



This implies that the image of j lies in Homg (V~ ; C). Now let us show that (3.5.1) is the necessary condition for h j to be in j (V~ (X)). For 3.4.1, h j = j(h9j) and h = 1=(z 0zk ), by an argument similar to the one in the proof of Theorem we have the following equalities: y



h9jk (X (01))` ji = h9jk (X h)` ji   X `k ` = (01) (z 0 z ) mj j k k



k



k



mk



0



m~k jm ~k j=`k



Moreover, by Theorem 2.1.4, we have



D



9



Y



j 6=k



E



j (X )mj  :



(3.5.2)



0 j i



X ( 1)`k k = 0:



Hence the equalities (3.5.2) imply the equality (3.5.1). Next we show that j is injective. Assume j (h9j) = 0. By induction on p we prove that the restriction h9j F ( ) of h9j to FpH~ is zero. For p = 0 this is true by the assumption j (h9j) = 0. Assume h9j F ( ) = 0. An element ji 2 Fp+1 H~ can be written as p H~ 



p H~ 



0 j i jvi 2 FpH~;



j (X ( n)) v ;
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for some j , a positive integer n and X 2 g. Put f = 1=(z 0 zj )n . Then, we have



h9ji = h9jj (X (0n))jvi = h9jj (X f )jvi X = 0 h9ji(X f )jvi = 0; i6=j



since f is holomorphic at zi, i 6= j , hence i (X f )jvi 2 Fq H~ . This shows h9j = 0. Finally let us show the suciency of the condition (3.5.1). First we show that each element h j 2 Homg(V~; C) can be extended to an element



h9 p j 2 HomC(FpM~; C); ( )



where Fp



M~ =



M~M= M C 111 C M ; Fp M C 111 C Fp M 1



N



1



p1 +111+pN =p



1



N



N



and M is the Verma module with highest weight j (2.1.14). More precisely, by induction on p, we prove the existence of an extension j



h9 p j 2 Hom(FpM~; C); ( )



such that if we have 



f )jvi 2 FpM~; j = 1; 2; : : : ; N; 0 0 P 11 for an element f 2 H P ; OP 3 Nj zj and jvi 2 FpM~ , then we have j (X



0



1



1



=1



N X j =1



For p = 0, put



h9 p jj (X f )jvi = 0: ( )



(3.5.5)



h9 j = h j: (0)



Then the equality (3.5.5) holds for a constant function f . Now assume that we can de ne ( ) ~ +1 M () is expressed as



h9 q j. An element ji of Fq



0 ji for suitable j , a positive integer n and jvi 2 Fq M~ . Put j ( n) v ;



h(z) =



and de ne h9(q+1) j by



1 (z 0 zj )n



h9 q ji = 0 Xh9 q ji (X h)jvi: (3.5.6) i j Since h(z) is holomorphic at zi , i = 6 j, i(X h)jvi 2 Fq M~. Therefore, the right hand side ( +1)



( )



= 6



of (3.5.6) is well-de ned. The equality (3.5.5) is a consequence of the de nition (3.5.6) and the induction hypothesis. Thus we have



h9j 2 HomC(M~; C);
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which satis es the gauge condition N X j =1



h9jj (X f ) = 0;



(3.5.7)



for all f 2 H 0 P1 ; OP1 3 zj . Now we show that h9j actually de nes an element HomC(H~ ; C), hence by the gauge condition (3.5.7), is an element of V~ (X). It is enough to show that for each k, 1 6 k 6 N , we have h9j(M1 111 M 01 J M +1 111 M ) = 0: (3.5.8) Note that J is de ned to be U (bp )jJ i, where jJ i = X (01)` (; )+1 jk i and is the maximal proper bg submodule of M such that H = M =J . First we show h9j(V1 111 V 01 J V +1 111 V ) = 0; (3.5.9) by induction on the degree of the ltration F J := F M \ J . By our assumption h9j(V1 111 V 01 J V +1 111 V ) = 0: Assume that h9j is zero on Fp J . Then, an element of Fp+1 J is a C-linear combination of elements jv1 111 vk 1 Y (0n)w vk+1 111 vN i; where vi 2 V , Y 2 g, w 2 Fp J and n is a positive integer. Since ( 1z ) is holomorphic at zi , i 6= k, we have 1 jv i 2 V : (3.5.10) Y



 ( 0 z )n i 0



0 P



11



y



k



k



0



k



N



k



k



0



k



k



k



k



k







k



k



k



N



k







k



k



k



k



k



k



N



k



k



0



i



0 k n



k



i



k



Hence, by (3.5.7), (3.5.10) and the induction hypothesis we have h9jv1 D111 vk 1 Y (0n)w vk+1 111 vN i E = 9 k Y ( 1z ) v1 111 vk 1 w vk+1 111 vN 0



=0



XD



i6=k



0 k n



9



 i Y 







1



( 0zk







)n



0



v1 



111 vk w vk 111 vN 1



E



+1



0



= 0: Hence we obtain the desired result (3.5.8). Next consider h9jY (0n)v1 111 vk 1 J vk+1 111 vN i; for Y 2 g, jvii 2 V and a positive integer n. As we have 1 1 Y



( 0 zk )n jvi i 2 V ; Y ( 0 zk )n J  J ; for i > 2, we have h9jY (0n)v1 111 vk 1 J vk+1 111 vN i 0



k



i



i



0



=0



N D X i=2







9 i Y 







k



k



k



1



( 0zk )n







v1 



111 vk J vk 111 vN 1



0



k



E



+1



= 0: In this way by induction on the degree of the ltration F (M1 111 M 01 M +1 111



M ) we can show that (3.5.8) holds. 3 



N



k



k
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Corollary 3.5.2.



(1) We have



V; ; (X) = 0: 00



(2) We have



V;; (X) =







C; for  =  0; otherwise



y



0



(3) For ~ = (; ; ) we have where



V~ (X) ' W~; y



2



8



j



39



W~ = Homg (V~ ; C) condition ( ) and the condition ( ) is given as follows. Let



3



k = CX 8 CX







0



8 C[X ; X



]



0



be the principal three-dimensional subalgebra of g and let V =



`=2 M i=0



W;i



be the irreducible decomposition as a k -module. Then the condition (3) is



jW;h W;i W;j = 0;



(3)



if h + i + j > `:



Let us consider correlation functions. Since there are no non-zero holomorphic one-forms on P1 , we get for X 2 g and jvi 2 V~ by Theorem 3.4.1, (5), that N



h9jX (z)jvidz = X z 01 zj h9jj (X )vidz: j =1



(3.5.11)



Note that if one of the zj , say z1 is the point at in nity 1, then the term 1 h9j (X )vidz z



0 zj



N X



1



1



in (3.5.11) disappears. This is because the residue at the point at in nity 1 of the form j =2



is



z



0 zj h9jj (X )vidz



N



0 Xh9jj (X )vi = h9j (X )vi 1



j =2



by the gauge condition. Similarly for X , Y 2 g we have h9jX (z)Y (w)jvidzdw = `(z1 (0X;wY)2) h9jvidzdw + z 01 w h9j[X; Y ](w)jvidzdw N X 1 h9jY (w)j (X )vidzdw; + j =1



w



0 zj



j



(3.5.12)
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since there are no non-zero holomorphic two-forms on P1 2 P1 . By (3.5.11) the equality (3.5.12) is rewritten in the form



h9jX (z)Y (w)jvidzdw N X = `(z1 (0X;wY) ) h9jvidzdw + z 01 w z 01 z h9jj ([X; Y ])vidzdw j 2



+



j =1



N X N X



1 h9jj (X )k (Y )vidzdw: ( z 0 z )( w 0 zk ) j j =1 k=1



(3.5.13)



This can also be expressed in the following form.



h9jX (z)Y (w)jvidzdw N 1 X 1 h9j ([Y; X ])vidzdw = `(z1 (0X;wY) ) h9jvidzdw + w 0 j z w 0 zj 2



+



j =1



N X N X



1 h9jj (Y )k (X )vidzdw: ( z 0 z )( k w 0 zj ) j =1 k=1



(3.5.14)



Here, again, if z1 = 1, then the terms containing z1 should be omitted. By (3.5.14) and Theorem 3.4.3, for the correlation function of the energy momentum tensor we have the following expression.



h9jT (z)jvi(dz)



(3.5.15)



2



= 2(g 1+ `) 3



X



j;k



dim Xg



1 a a 2 (z 0 zj )(z 0 zk ) 1 a=1 h9jj (J )k (J )jvi(dz ) ;



for h9j 2 V~ (X) and jvi 2 V~ . Put y 



jk = and



dim Xg



a=1



j (J a )k (J a)



(3.5.16)



h j = j(h9j) 2 Homg(V~; C):



Then we have the following expression which will be used below.



h9jT (z)jvi(dz)



2



= 2(g 1+ `) 3



N X N X j =1 k=1



h j jkjvi (dz) : (z 0 zj )(z 0 zk )



(3.5.17)



h j jkjvi (dz) : (z 0 zj )(z 0 zk )



(3.5.18)



2



If z1 = 1 this formula should read



h9jT (z)jvi(dz)



2



= 2(g 1+ `) 3



N X N X j =2 k=2



2
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3.6. Elliptic Curves.



Let E be an elliptic curve with period matrix (1;  ) with  2 H , where H is the upper half plane: E = C=(1;  ): Let us consider a one-pointed curve X = (E ; [0]; z ) of genus 1 with a formal coordinate where [0] is the origin of the elliptic curve E and z is a global coordinate of C. The space of vacua V(X) is given by the conditions y



h9jX } n (z) = 0 h9jX 1 = 0;



n = 0; 1; : : : ;



( )



where }(z ) is the Weierstrass } function. For an element h9j 2 V (X), an element X 2 g and an element jvi 2 V , the one-form h9jX (z)jvidz has the expansion y



h9jX (z)jvidz X =



=



h9jX (n)viz



n2Z 1 X



n01 dz



0



h9jX (0n)vizn



1



0



n=0



dz:



Since there is no meromorphic one form on the elliptic curve E which has a pole of order one at the origin and holomorphic outside the origin, the form h9jX (z)jvidz is holomorphic. Therefore, we have (3.6.1) h9jX (z)jvidz = h9jX (01)jvidz and if n 6= 1 we have h9jX (0n)jvi = 0: (3.6.2) More generally, for an element h9j 2 V (X), an element X 2 g and an element j8i 2 H , the one-form h9jX (z)j8idz has the expansion y



h9jX (z)j8idz =



n0 X



n h9jX (0n)8i ((0n1)0 1)! } n 1



0



n=1







+ h9jX (01)8i 0



where



n0 X



n=1



(



1)



0



(z)dz 



hj



i



n 9 X (n)8 dz;



(01)n 1 }(n 1)(z ) 0 1 : n = lim z 0 (n 0 1)! zn 







0



0



7!



For example, we have



1 ; (m + n )4 (m;n)=(0;0) X 1 5 = 5 (m + n )6 (m;n)=(0;0)



1 = 0;



3 = 3



X 6



6



and 2n = 0. Similarly, using Theorem 3.4.1, (4), we can prove the following lemma.
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For an element h9j 2 V (X), X; Y
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2 g and an element jvi 2 V, we have



y



h9jX (z)Y (w)jvidzdw = h9j[X; Y ](01)vi( (z 0 w) 0  (z ) +  (w))dzdw + h9jX (01)Y (01)vidzdw;



where  (z) is the Weierstrass  function.



Proof. Since we have we have



h9jX = 0;



2 g;



X



h9j[X; Y ](01)vi = h9jX (01)Y vi = 0h9jY (01)Xvi;



where we use the fact that



0 0 Y X (01) = [X; Y ](01) = XY (01) 0 Y (01)X: By Theorem 3.4.1 the meromorphic form h9jX (z )Y (w)jvidzdw on E 2 E has an expansion in a neighbourhood of the origin of E 2 E  h9j[X; Y ](01)vi + h9jY (01)Xvi : z0w z  h 9 j X (01)Y vi + + holomorphic dzdw w  = h9j[X;z Y0](w01)vi 0 h9j[X; Yz ](01)vi  h 9 j [ X; Y ](01)vi + holomorphic dzdw: + X ( 1)Y



w



Since the constant term of the expansion is h9jX (01)Y (01)vidzdw we obtained the desired result. 3 By Theorem 3.4.3, (1) we also have the following lemma. Lemma 3.6.2.



For jvi 2 V we have



h9jT (z)jvidz



2



= 2(g 1+ `)



dim Xg



3



a=1



h9jJ a(01)J a(01)jvidz : 2



Again by Theorem 3.4.3, (1) we also have



h9jT (z)jvidz



2



h9jLnviz n dz n Z = h9jL vi}(z)dz + h9jL vidz + 111 = 1 h9jvi}(z)dz + h9jL vidz + 111 = h9jL vidz : =



X



0



2



0



2



2



2



0



2



2



2



0



In particular, we have



h9jL vi = 0: 1



0



2



0



2



0



2



2
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4. The Sheaf of Conformal Blocks 4.1. The Sheaf of Vacua Attached to a Family of Stable Curves.



Let F = ( : C ! B; s1 ; : : : ; sN ; 1 ; : : : ; N ) be a family of N -pointed stable curves of genus g with formal coordinates. We assume that B is a nite dimensional complex manifold and that each ber of the family F satis es the condition (Q) in section 1.1, but we do not assume that the family is connected. The main purpose of the present section is to de ne the sheaf of vacua V~(F) attached to the family and prove that it is a coherent O -module. De nition 4.1.1. The sheaf b gN (B) of ane Lie algebras over B is the sheaf of O -modules y



B



B



g (B) = g C



N M



O ((j )) 8 O 1 c j with the following commutation relation, which is O -bilinear, [(X f ; : : : ; XN fN ); (Y g ; : : : ; YN gN )] = ([X ; Y ] (f g ); : : : ; [XN ; YN ] (fN gN )) N 8 c 1 X(Xj ; Yj ) Res (gj dfj ) j where c 2 Center, Xj ; Yj 2 g, fj ; gj 2 O ((j )). Put b g(F) = g C  (O (3S )); bN







B



B



=1



B



1



1



1



1



1



1



1 1



j =0



=1



B



3



where we de ne



N X



C



(4.1.1)



B  (O (3S )) = 0! lim  (O (kS )): S=



3



C



j =1 k



sj ( ) 3



C



There is a sheaf version of the homomorphism de ned in (1.1.6), by using the formal neighbourhoods j : N M ~t :  (O (3S )) 0! O ((j )) 3



B



j =1



B



and we may regard bg(F) as a Lie subalgebra of bgN (B). Fix a non-negative integer `. For any ~ = (1; : : : ; N ) 2 (P` )N , we de ne H~(B) = O C H~; (4.1.2) H~(B) = Hom B (H~(B); O ): (4.1.3) The pairing (2.2.13) induces an O -bilinear pairing h1j1i : H~(B) 2 H~(B) 0! O ; (4.1.4) which is perfect with respect to the ltration introduced below. The sheaf of ane Lie algebra b gN (B) acts on H~ (B) and H~ (B) by     X X n ;:::; X 



n (F j9i) (N ) X1 



a(1)  a  1 N N n n B



y



B



O



B



y



B



y



n2Z



n2Z



=



N X X



(a(nj) F ) j (Xj (n))j9i: (4.1.5)



j =1 n2Z



The action of bgN (B) on H~ (B) is the dual action of the one on H~ (B), that is, h9aj8i = h9ja8i; for any a 2 bgN : y



(4.1.6)
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Put
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V~(F) = H~(B)=bg(F)H~(B); V~(F) = Hom B (V~(F); O ): y



B



O



These are sheaves of O -modules on B. The sheaf V~ (F) is called the sheaf of vacua attached to the family F and V~ (F) is called the sheaf of covacua . Note that we have y



B



V~(F) = fh9j 2 H~(F) j h9ja = 0; for any a 2 bg(F) g: The pairing (4.1.4) induces a non-degenerate O -bilinear pairing h1j1i : V~(F) 2 V~(F) 0! O : (4.1.7) Lemma 4.1.3. For a point s 2 B we put Fs := ( (s); s (s); : : : ; sN (s);  j0 s ; : : : ; N j0 s ); Cs := O ;s =ms where ms is the maximal ideal of the stalk O ;s . Then, we have the following canonical isomory



y



B



y



B



1



0



1



1( )



1



1( )



B



B



phisms



Cs B H~ (B) ' H~ ; Cs B bgN (B) ' bgN ; b g(F) B Cs ' bg(Fs); V~(F) B Cs ' V~(Fs): O



O



O



O



More generally, for a holomorphic mapping f : Y ! B we let FY be the pull-back of the family F by the morphism f . Then, we have the following canonical isomorphisms



OY B H~(B) ' H~(Y ); b gN (B) B OY ' bgN (Y ); b g(F) B OY ' bg(FY ); OY B V~(F) ' V~(FY ): Moreover, the actions of bgN (B) and bgN (Y ) on H~ (B), H~ (B), H~ (Y ) and H~ (Y ) de ned in (4.1.5) and (4.1.6) and the action of bgN on H~ are compatible with respect to the above O



O



O



O



y



y



canonical isomorphisms.



Proof. The rst, second and the fth isomorphisms are clear from the de nition. If k is suciently large, we always have the base change N  X



Cs B  (O (kS )) ' H 0 Cs ; OC k 



O



OY 



C



s



O (kS)) ' H



B 3 (



O



since we have



3



C







O



0







N  X



CY ; CY k



N  X



H 1 C s ; Cs k



O



j =1



j =1



sj (s)







j =1



=0







sj (s) ; 



sj (Y ) ;
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for each point s 2 B. (See for example, [17, Chap. 3, Corollary 12.9] or [3, Chap. 3 Corollary 3.5].) This implies the third isomorphism. Finally let us consider the following commutative diagram of exact sequences 0 Cs (bg(F)H~ (B)) ? ? y



? ? y



0000! (bg(F) Cs )(Cs H~ (B)) ? ? y



Cs H~ (B) 



0000!



H?~



Cs V~ (F)



 0000!



V~(?Fs)



? ? y



? ? y



? y



? y



0 0 The above argument shows that the mapping is surjective and the mapping an isomorphism. Hence, the commutativity of the diagram implies that the mapping induces isomorphism between the Im() and Im(). Therefore, the mapping  is an isomorphism. 3 Next we shall prove the coherence of the sheaf V~ (F). First we introduce ltrations fF g which are generalizations of the ones given in section 3.1. The ltration fF g on O ((j )) is de ned by Fp O ((j )) = O [[j ]]j p ; p 2 Z: The ltration fF g on bgN (B) is de ned by 







B



0



B



B







B



Fp bgN ( ) =



8 > > > > > < > > > > > :



g 



N M



Fp



j =1 N M



g 



j =1



O ((j )) 8 O 1 c B



Fp



B



O ((j ))



p>0 p < 0:



B



(4.1.7)



The ltration fF g on H~ (B) is de ned by 



where FpH~ =



P



d6p



H~(d) and H~(d) =



It is easy to see that



H B O FpH~



Fp ~ ( ) = X



d1 +111+dN =d



H (d ) 111 H 1



1



GrF bgN 



N



(dN ):



B 1 H B  Fp q H~(B):



Fp bgN ( ) Fq ~ ( )



We have the following isomorphism



(4.1.8)



B



(4.1.9)



+



N



' O C M g C[j ; j ] 8 O c; j F Gr H~ (B) ' O C H~ ; 1



0



B



=1







B



B
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where deg j = 01, deg c = 0, and the degree d part of H~ is H~ (d). On bg(F) and on bg(F)H~ (B) we introduce the induced ltrations from those of bgN and H~ (B) respectively. On V~ (F) we introduce the quotient ltrations from that of H~ (B). Then we have the following exact sequences of graded O -modules. 0 0! GrF bg(F) 0! GrF bgN (B); (4.1.10) 0 0! GrF (bg(F)H~ (B)) 0! GrF H~ (B) 0! GrF V~ (F) 0! 0: L We consider the graded Lie subalgebra O (g Nj=1 C[j 1 ]j M ) of GrF bgN (B), for a positive integer M . The Riemann-Roch Theorem implies the following lemma. B























0



B



Lemma 4.1.4.



0







There exists a positive integer M such that N







O g C M C[j



1



0



B



j =1







]j M ,0! GrF bg(F): 0



(4.1.11)







Fix a positive integer M satisfying (4.1.11) and de ne a graded O -module V by B



V = GrF H~(B)



,







O 



N M



B







j =1







g C C[j 1]j M GrF H~ : 0



0



(4.1.12)







On the other hand, by (4.1.9) and the proof of Lemma 3.1.9, we have X Fp1 (bg(F)) 1 Fp2 (H~ (B)): Fp (bg(F)H~ (B)) = p1 +p2 =p



Hence we have



H B



1











Therefore, by Lemma 4.1.4 we have the following lemma. Lemma 4.1.5.



H B



GrF (bg(F) ~ ( )) = GrF bg(F) Gr F ~ ( ): 



There is a surjective O -module homomorphism B



V 0! GrF V~(F) 0! 0: 



Put



H



V = ~



, 



g 



Then, as O -modules we have



N M j =1



C[j 1]j M 0



0



H~ :







V ' O V: By Proposition 3.1.6, V is of nite dimension. Hence, V is a coherent O -module. Therefore, by Lemma 4.1.5, GrF V~ (F) is a coherent O -module. Hence, V~ (F) is also a coherent O -module. Thus, we have proved the following theorem. Theorem 4.1.6. The sheaves V~ (F) and V~ (F) are coherent O -modules.  B



B



B







B



B



y



B



From Theorem 3.2.4 we infer the following theorem. e of N -pointed stable curves with formal neighbourTheorem 4.1.7. If two families F and F hoods induce the same family of N -pointed stable curves with rst order neighbourhoods, then there are canonical isomorphisms



V~(F) ' V~(Fe) V~(F) ' V~(Fe) y



as O -modules. B



y



78



UENO



4.2. Local Freeness I (the Smooth Case).



In this section we shall prove local freeness of the sheaf of vacua V~ (F). For that purpose we rst introduce a certain O -submodule L(F) of B



N M j =1



O ((j



1



0



B



)) dd



j



and an action of L(F) on the sheaves of vacua and covacua as rst order twisted dierential operators. In section 5.1 this action will be used to de ne a projectively at connection on the sheaf of vacua. Let F(0) = ( : C ! B; s1 ; : : : ; sN ) be a versal family of N -pointed stable curves of genus g. We let 6 be the locus of double points of the bers of F(0) and D be (6). Note that 6 is a non-singular submanifold of codimension two in C and D is a divisor in B whose irreducible components Di , i = 1; 2; : : : ; k are non-singular. (See Lemma 1.2.10.) Assume that formal coordinates j : Ob =s ( ) ' O [[ ]]; j = 1; 2; : : : ; N are given. For simplicity, in the following we assume that j 1 () is holomorphic in a neighbourhood of sj (B). The general case can be treated by approximating formal coordinates by holomorphic ones. We use the following notation freely C



B



j B



0



B



Sj = sj ( );



S=



N X j =1



j = j 1 ():



Sj ;



0



Then, F = ( : C ! B; s1 ; : : : ; sN ; 1 ; : : : ; N ) is a family of N -pointed stable curves of genus g with formal neighbourhoods. For each ~ 2 (P` ) N we can de ne the sheaf of vacua V~ (F) and the sheaf of covacua V~ (F). These are respectively a subsheaf of H~ (F) and a quotient sheaf of H~(F). First recall that we have an exact sequence y



8



y



0 0! 2



=



C B



(0S )(2



=



C B



(mS )) 0! 2



=



C B



(0S ) 0!



N M m M j =1 k=0



O j k ddj 0! 0; B



0



for any positive integer m. From this exact sequence we obtain the exact sequence 0 0!  (2 3



=



C B



b (mS )) 0! m



N M m M j =1 k=0



# O j k ddj 0! R  2 = (0S ) 0! 0: B



1



m



0



3



C B



(4.2.1)



Hence, we have the following exact sequence of O -modules (see (1.3.17)) B



0 0!  (2 3



=



C B



b (3S )) 0!



N M j =1



O [j B



1



0



# 0! R  2 = (0S ) 0! 0: j



] dd



1



3



C B



(4.2.2)



Note that the mappings b and bm correspond to the Laurent expansions with respect to j up to zero'th order. To de ne the rst order twisted dierential operators acting on the sheaves of vacua and covacua, we need to modify the exact sequence (4.2.1) in the following way. There is an exact sequence 0 0! 2



=



C B



d  2 0! 0; 0! 2 0! C



3



B
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=



C B



79



is a sheaf of vector elds tangent to the bers of . Put 2



0 C



;



= d 1( 1 2 (0 log D)): 0



0



B



Hence, 2 ; is a sheaf of vector eld on C tangent to 6 whose horizontal components are constant along the bers of . That is, 2 ; consists of germs of holomorphic vector elds of the form m0 n X @ @ X @ a(z; u) + bi (u)ui + bi (u) ; @z @u @u 0 C



0 C



i



i=1



i



i=m0 +1



where (z; u1 ; : : : ; un ) is a system of local coordinates such that the mapping  is expressed as the projection (z; u1 ; : : : ; un ) = (u1 ; : : : ; un ) and (6) = D is given by the equation



1 111 um0 = 0:



u1 u2



More generally, we can de ne a sheaf 2 (mS ) as the one consisting of germs of meromorphic vector elds of the form 0 C



0



m n X @ X @ @ A(z; u) + Bi (u)ui + Bi (u) ; @z i=1 @ui i=m0 +1 @ui



where A(z; u) has the poles of order at most m along S . Now we have an exact sequence 0 0! 2



=



C B



d (mS ) 0! 2 (mS ) 0!  1 2 (0 log D) 0! 0: 0 C



0



(4.2.3)



B



Note that 2 (mS ) has the structure of a sheaf of Lie algebras by the usual bracket operation of vector elds and the above exact sequence is the one of sheaves of Lie algebras. For m > N1 (2g 0 2), by (4.2.3) we have and exact sequence of O -modules. 0 C



B



0 0!  2 3



=



C B



d (mS ) 0!  2 (mS ) 0! 2 (0 log D) 0! 0; 0 C



3



(4.2.4)



B



which is also an exact sequence of sheave of Lie algebras. Taking m ! 1 we obtain the exact sequence d 0 0!  2 = (3S ) 0!  2 (3S ) 0! 2 (0 log D) 0! 0: (4.2.5) The exact sequences (4.2.1) and (4.2.3) are related by the following commutative diagram. 3



0



0000!  2 = (3S) 0000! 3



B



3 ?



3



0 C



?p y



0000!  2 = (3S) 0000! LNj O [j 3



d 0000!



 2 ( S )



C B 







0



0 C



3



C B



=1



C B



B



1



0



] dd



j



2 (0 log D) B



? ? y



0000!



0



# 0000! R  2 = (0S ) 0000! 0; 1



3



C B



where  is the Kodaira-Spencer mapping of the family F(0) and p is given by taking the nonpositive part of the dd part of the Laurent expansions of the vector elds in  2 (mS ) at sj (B). Since our family F(0) is versal, the Kodaira-Spencer mapping  is an isomorphism of O -modules. Therefore, p is an isomorphism. Let 3



j



B



3



0 C



N



3 0! M O ((j )) ddj



pe:  2 ( S )



j =1



B



C
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be obtained by taking the phism, pe is injective. Put



d dj



part of the Laurent expansions at sj (B). Since p is an isomor-



L(F) := pe( 2 (3S ) ): 3



Then, we have the exact sequence. 0 0!  2 3



=



C B



0 C



 (3S ) 0! L(F) 0! 2 (0 log D) 0! 0



(4.2.6)



B



of O -modules. The Lie bracket [ ; ]d of L(F) is obtained from the bracket on  2 (3S ) by ~ 2 L(F) we have the mapping pe. Thus, for ~`, m B



3



0 C



[~`; m ~ ]d = [~`; m ~ ]0 + (~`)(m ~ ) 0  (m ~ )(~`)



(4.2.7)



where [1; 1]0 is the usual bracket of formal vector elds and the action of (~`) on 



d d m ~ = m1 ; : : : ; mN d1 dN



is de ned by















d d : (~`)(m1 ) ; : : : ; (~`)(mN ) d1 dN



Then, the exact sequence (4.2.6) is also an exact sequence of sheaves of Lie algebras. Let us de ne an action of L(F) on H~ (B). De nition 4.2.1. For ~ ` = (l1 ; : : : ; lN ) 2 L(F), the action D(~`) on H~ (B) is de ned by D(~`)(F 



j8i) = (~`)(F ) j8i 0 F 1



where



F



2O



B



;



N X j =1







ji



j (T [lj ]) 8 ;



(4.2.8)



j8i 2 H~:



The following proposition is an easy consequence of Lemma 2.2.8. and the de nition. Proposition 4.2.2. The action D (~ `) of ~` 2 L(F) on H~ (B) de ned above has the following



properties. (1) For any f



2O



B



we have



D(f ~`) = fD(~`):



(2) For ~`, m ~ 2 L(F) we have



N cv X



d3 `j Res [D(~`); D(m ~ )] = D([~`; m ~ ]d ) + 12 j=1 j =0 dj3 mj dj



!



1 id:



(3) For f 2 O and ji 2 H~ (B) we have B



ji



ji



ji



D(~`)(f  ) = ((~`)(f ))  + fD(~`)  :



Namely, D(~`) is a rst order twisted dierential operator, if (~`) 6= 0.
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We de ne the dual action of L(F) on H~ (B) by y



D(~`)(F



N 



h9j) = ((~`)F ) h9j + X F 1 (h9jj (T [lj ]): j =1



where



(4.2.9)



2 O ; h9j 2 H~(B): Then, for any j8e i 2 H~ (B) and h9e j 2 H~ (B), we have fD(~`)h9e jgj8e i + h9e jfD(~`)j8e ig = (~`)h9e j8e i: F



y



B



y



(4.2.10) This agrees with the usual de nition of the dual connection. See also Proposition 4.2.8 and (4.2.14) below. Now we shall show that the operator D(~`) acts on V~ (F). Proposition 4.2.3. For any ~ ` 2 L(F) we have D(~`)(bg(F)H~ (B))  bg(F)H~ (B): Hence, D(~`) operates on V~ (F). Moreover, it is a rst order dierential operator, if (~`) 6= 0. Proof. An element of bg(F)H~ (B) is a linear combination of elements of the form 







F



where



2O ;



N X j =1



j (X 



tj (h))j8i ;



2 g;







2 O 3 j i2H B we shall show the following equality as operators on H~ (B). N N h i  n o X X D(~`); j (X tj (h)) = j X (~`)(tj (h)) + `j (tj (h))



h  ( S ); 8 ~ and tj (h) is the Laurent expansion of h at Sj = sj ( ) with respect to the parameter j . First F



X



B



j =1



3



C



j =1



(4.2.11)



where (~`) operates on the coecients of tj (h). By Proposition 4.2.2, (3) it is enough to show the equality (4.2.11) as operators on H~ . For j8i 2 H~ , by (4.2.8) we have D(~`)



N X j =1



j (X



N 



tj (h))j8i 0 X j (X tj (h))(D(~`)j8i)



=







N X j =1



j =1



fj (X (~`)(tj (h)) 0 T [`j ]j (X tj (h))gj8i



+ =



N X j =1



N X j =1



j (X 



tj (h))T [`j ]j8i



fj (X (~`)(tj (h)) + j (X `j (tj (h)))gj8i:



But (~`)(tj (h)) + `j (tj (h)) is nothing but a Laurent expansion at sj (B) of a meromorphic function  (h) where  = pe 1(~`) 2  (2 (3S ) ). Hence, we have the desired result. 3 Similarly we can show that D(~`) acts on V~ (F). Another proof of this fact can be found in the proof of Proposition 4.2.8 below. 0



3



0 C



y
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The O -module V~ (F) is locally free on B n D. Proof. By Lemma 4.1.3, for any point x 2 B n D we have an isomorphism Corollary 4.2.4.



B



Cx 



V



B ~ (F)



O



where we put



' V~(Fx);



Fx := (Cx =  1(x); s1 (x); : : : ; sN (x); 1jC ; : : : ; N jC ): Let v1 ; : : : ; vm be local holomorphic sections of V~ (F) in a neighbourhood of x such that fv1(x); : : : ; vm(x)g is a basis of V~(Fx). Suppose that there is a non-trivial relation 0



x



a1v1 + a2 v2 +



x



111 + amvm = 0



(4.2.12)



where ai 's are holomorphic function in a neighbourhood of x. By our assumption a1 (x) = a2 (x) =



111 = am(x) = 0:



Changing the order of suces if necessary, we may assume that there is a positive integer k such that a1 ai



2 mkx n mkx ; 2 mlx; l > k; +1



i = 2; 3; : : : ; m:



We choose ai's in such a way that the positive number k is the smallest among the relations (4.2.12). Let  be a nowhere vanishing local holomorphic vector eld in a neighbourhood of x such that  (a1 ) 2 mkx 1. There exists ~` 2 L(F) with (~`) =  . Applying  = (~`) to the equality (4.2.12) we obtain the equality 0



m X



m X



i=1



j =1



where



 (ai ) +



D(~`)(vi ) =



m X



Then, the relation (4.2.13) is non trivial and  (a1 ) +



m X j =1







aj ji vi = 0;



j =1



j1



(4.2.13)



ij vj :



2 mkx



1



0



:



This contradicts our assumption. Therefore, v ; : : : ; vm are O -linearly independent. Hence, V~(F) is a locally free O -module at x. 3 For a coherent O -module G , the locus M consisting of points at which G is not locally free, is a closed analytic subset of B of codimension at least 2. Therefore, we have the following corollary. Corollary 4.2.5. Let W be the maximal subset of B over which V~ (F) is not locally free. Then, W is an analytic subset of B and 1



B



B



B



W $ D:



Since we de ned



V~(F) = Hom B (V~(F); O ); y



O



we have the following corollary.



B
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D is a locally free O -module and for any subvariety Y of Bn D we have an OY -module isomorphism Corollary 4.2.6.



V~(F)j
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y



B



Bn



OY B V~(F) ' V~(FjY ): y



y



O



These two corollaries play a crucial role in proving locally freeness in general. The above corollaries imply the following theorem. Theorem 4.2.7. If F is a family of N -pointed smooth curves with formal neighbourhoods such that the induced family F(0) of N -pointed smooth curves is not necessarily versal, then V~ (F) and V~ (F) are locally free O -modules and they are dual to each other. Another important consequence of the above discussions is the following. Proposition 4.2.8. For each element ~ ` 2 L(F), D(~`) acts on V~ (F). Moreover, if (~`) 6= 0, then D(~`) acts on V~ (F) as a twisted rst order dierential operator. Proof. Choose h9e j 2 V~(F): For any element X 2 g , f 2  O (3S ) and j8e i 2 H~ (B), by Proposition 4.2.3 and (4.2.10) we have fD(~`)h9e jg(X f j8e i = (~`)(h9e jX f j8e i 0 h9e jfD(~`)(X f j8e i)g = 0: Thus we conclude D(~`)h9j 2 V~ (F): The remaining statement is an easy consequence of de nition (4.2.9). 3 Note that for the bilinear pairing h1j1i : V~ (F) 2 V~ (F) 0! O given in (4.1.7), we have the equality fD(~`)h9jgj8i + h9jfD(~`)j8ig = (~`)(h9j8i): (4.2.14) y



B



y



y



y



3



C



y



y



B



4.3. The Family of One Pointed Stable Curves of Genus 1.



Since the arguments in section 4.4 and 5.3 below are complicated, it seems apropriate rst to consider a simple non-trivial case which illustrates our arguments. First let us construct a versal family of stable curves of genus one. Let z and w be coordinates of P1 with center 0 and 1, respectively with zw = 1: Put



f 2 C j jqj < 1 g; X = f R 2 P j jz(R)j < 1 g; Y = f P 2 P j jw(P )j < 1 g:



D= q



and



1



1



f 2 j jj jj jj g 2 2 j 2 nf [ g 2 j j jj 2 2 j 2 nf [ g 2 j j jj Let us introduce an equivalence relation on S t Z t W . The equivalence relation is generated by the following relations: (1) A point (R; q) 2 X 2 D \ Z and a point (x; y; q ) 2 S are equivalent if S = (x; y; q) C3 xy = q; x < 1; y < 1; q < 1 ; 9 Z = (R; q) P1 D R P1 X Y or R X and z(R) > q ; 8 9 W = (P; q) P1 D P P1 X Y or P X and w(P ) > q : 8



0











(x; y; q ) = z(R); z(qR) ; q : 0
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(2) A point (P; q) 2 Y



2 D \ W and a point (x; y; q ) 2 S are equivalent if 0











(x; y; q ) = w(qP ) ; w(P ); q : 0



(3) A point (R; q) 2 Z and a point (P; q ) 2 W are equivalent if 0



q = q; z (R)w(P ) = q: 0



Put



E = (S [ Z [ W )=  :



Then E is a two-dimensional complex manifold. For points (x; y; q) 2 S , (R; q) 2 Z and (P; q) 2 E by [(x; y; q)], [(R; q)] and [(P; q)], respectively. We have a natural holomorphic mapping



W we denote the corresponding points in



:



For q 2 D put



E 0! D:



f 2 j g f 0 [ g [ f 2 j j j j jg f 0 [ g [ f 2 j j j j jg



S (q) = (x; y) C2 xy = q ; Z (q) = P1 X Y R X z (R) > q ; 1 W (q) = P X Y P Y w(P ) > q :



By reasons which will become clear later we use mainly the coordinate w so that P1 = f (w : 1) j w 2 Cg [ f(1 : 0) g:



Assume that q 6= 0. We can rewrite



P1 0 X [ Y = f (w : 1) j jwj = 1 g; Z (q) = f (w : 1) j 1 6 jwj < 1=jqjg; W (q) = f (w : 1) j jqj < jwj 6 1 g:



as



The above equivalence relation induces the one on S (q) [ Z (q) [ W (q) which can be expressed



 (w : 1) 2 X 2 q \ Z (q) (i.e. 1  jwj < 1=jqj) and (x; y; q) 2 S(q) are equivalent if (x; y; q) = (1=w; qw; q).  (w : 1) 2 Y 2 q \ W (q) (i.e. 1  jwj < 1=jqj) and (x; y; q) 2 S(q) are equivalent if (x; y; q) = (q=w ; w ; q). Note that if q = 6 0, then any (x; y; q) 2 S(q) is either equivalent to the point (w : 1) 2 X 2 q \ Z (q) (when jxj 6 1) or to the point (w : 1) 2 Y 2 q \ W (q) (when jyj 6 1). Therefore, the quotient manifold E (q) = (S (q) [ Z (q) [ W (q))=  is obtained by identifying 1 6 jwj < 1=jqj and jqj < jw j 6 1 by w = qw. In other word, E (q) is the quotient manifold E q = C =hqi where hqi is the in nite cyclic group of analytic automorphism generated by w 7! qw: Hence, E (q) is the elliptic curve E q , if q = 6 0 and a rational curve with an ordinary double point for q = 0. Note that E (q) is the ber  (q) of  : E ! D and that the point [1] of E (q) corresponding to w = 1 is the origin of the elliptic curve. Moreover, if q = 0, the ber  (0) of  is a rational curve with an ordinary double point obtained by identifying the points 1 = (0 : 1) and 0 = (1 : 0). 0



0



0



0



0



0



h i



h i



1



0



1



0



3



CONFORMAL FIELD THEORY WITH GAUGE SYMMETRIES



85



It is easy to show that dw 6 0, and the family w is a holomorphic one-form on E (q) for q =  : E ! D is versal at each point q 2 D. The mapping



0! E ; 70! [(q; 1; q)]; de nes a holomorphic section o of the family  : E ! D. Let us consider the family F = (E ! D; o; u) with u = w 0 1 of one-pointed stable curves of genus one with coordinate. Let us consider the sheaf of vacua V (F). First we will construct a formal sections of V (F) starting from the data on the ber E (0) at the origin. Let  : Ee(0) = P 0! E (0) be the normalization of E (0). Then, we have  (0) =  (1) = the double point; D q



0



y



0



1



 (1) = o(0):



We know that V0 ((E (0); o(0); u)) is canonically isomorphic to y



M



For simplicity, put



Vy;; ((P ; 1; 0; 1; ; ;  0 1)): y



1



0



V



1



Vy ;;0 = y ;;0 ((P1 ; ; 1; 0; ;  y



y



0 1; )):



The vector space Vy ;;0 is one-dimensional and there is the element h9j 2 Vy ;;0 such that y



y



h9jv v 0i = (v jv) for any jv i 2 Hy and jvi 2 H , where j0i is the highest weight vector of H bilinear pairing Hy H 0! C y



y



y



0



and (1j1) is the



de ned in section 2.2. Let us construct an element



h9  j 2 V (F) ( )



y



0



from h9j. For any non-negative integer d we let fvk (d)g and fvk (d)g, k = 1; 2; : : : ; md be bases of Hy ;d and H;d such that (vj (d)jvk (d)) = kj : For each element ji 2 H0 h9d j 2 H0 is de ned by y



md



h9dji = Xh9jvi (d) 0 vi (d) i: i=1



Now h9()j is de ned by



h9  ji = Xh9djiqd: ( )



1



d=0
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This is a formal power series in q and from our construction it is not clear that it converges. Later we shall show that q1 h9() ji is a formal solution of a dierential equation of Fuchsian type so that it converges near the origin. If we put ji = j0i, then 



h ji



q 1 9() 0 =



1 md X X



d=0 i=1



(vi(d)jvi (d))qd =



1 X



d=0



(dim H;d )q 1



+



d:



(4.3.1)



This formal power series is the character of the integrable g-module H and can be described by using theta functions. It is a multi-valued holomorphic function on D . At the moment we only know that h9()j is an element of H0 [[q]]. We shall show that it satis es the formal gauge condition so that it can be regarded as an element of the completion of V0 (F) at the origin. To explain the formal gauge condition rst we shall consider meromorphic functions on our elliptic curve E (q) having only poles at the origin [1]. Put 3



+ X qn wq n + n 2 (1 wq n )2 ; n= n=1 (1 q ) + X (1 + wqn )wqn : y(q; w) = (1 wq n )3 n=



0



x(q; w) = 2



1 X



0



1



01



0



0



01



Then, if we put x = exp 2



1



p01z, we have



(4.3.2) (4.3.3)



0 121 0 41 }(z); p01 y(q; w) = } (z);



x(q; w) =



2



0



8 3 where }(z ) is the Weierstrass } function. Moreover, we have x(q; qw) = x(q; w); y(q; qw) = y(q; w); x(q; w 1 ) = x(q; w); y(q; w 1 ) = y(q; w) 0



0



0



and they satisfy the following equation: y2



0 4x 0 x 3



2



+ g2 (q)x + g3 (q) = 0;



(4.3.4)



where we put x = x(q; w); y = y(q; w); X n3 q n g2(q) = 20 n; n=1 1 q 1



g3(q) =



0



1 X (7n5 + 5n3 )qn : 3 n=1 1 0 q n 1



Note that x(q; w) has pole of order 2 at [1] and y(q; w) has pole of order 3 at [1]. They are holomorphic except at [1]. By the theory of elliptic functions we know that H 0 (E (q); O(3[1]))
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is spanned by monomials of x(q; w) and monomials of x(q; w) times y(q; w). Note that x(q; w) has an expansion Xn X w m m x(q; w) = + (1 w)2 `=1 m ` (mw + mw 1



0



0



0 2)



o



q`:



j



This formula shows that each coecient of q` can be regarded as a meromorphic function on P1 having only poles at the points 1, 1 and 0. The same is true if we expand any polynomial P (x; y) of x(q:w) and y(q; w) in q. That is, if we have an expansion P (x(q; w); y(q; w)) = Q1 (x(q; w)) + Q2 (x(q; w))y(q; w) =



all coecients fk (w) are in H 0 (P1; OP1 (3(1 + 1 + 0)). Now the gauge condition can be calculated formally as follows.



1 X



k=0



fk (w)qk ;



(4.3.5)



h9  jX P (x(q; w); y(q; w))i E XD X = 9d (X fk (w))qk  qd ( )



1



1



d=0



=



k=0 1  md X X



d;k=0 i=1



h9j(X fk (w))jvi(d) vi(d) i qd 



+k



(4.3.6)



:



By the gauge condition on h9j 2 Vy ;0;, we have



h9j(X fk (w))jvi (d) vi (d) i = 0:



This proves formally



h9  jX P (x(q; w); y(q; w)) =



1  md X X



( )



d;k=0 i=1



h9j(X fk (w))jvi (d) vi (d) i







qd+k :



(4.3.7)



Since we do not know the convergence of h9()j, the above argument does not prove the fact



h9  j 2 V (F): ( )



y



0



To go further we need to use certain results from algebraic geometry. First we take the completion Vb0 (F)=0 of our sheaf V0 (F) at the origin. Let m be the de ning ideal sheaf of the point q = 0 in D. Then, the completion is de ned by y



y



Vb (F)= y



0



0



= lim 0



n!1



V (F)=mnV (F): y



y



0



0



Let ObD=0 be the completion of the structure sheaf faithfully at over OD , we have



OD of D at the origin.



Since



ObD=



0



is



Vb (F)= = V (F) ObD= : On the other hand, we can show that Vb (F)= is characterized as a subsheaf of H ObD= y



0



y



0



0



y



OD



0



0



by the formal gauge condition (4.3.7). Hence, we have



h9  j 2 Vb (F)= : ( )



y



0



0



0



0



OD



0
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It is also easy to show that h9() j,  2 P` are linearly independent over ObD=0 . This means that dimK Vb0 (F)=0 K > dim V0 ((E (0); o(0); u)); y



y



(4.3.8)



where K is the eld of fraction of ObD=0 . Note that we have already proved that the sheaf V0 (F) is locally free over D and we can show that y



3



rank V0 (F)jD3 = dimK Vb0 (F)=0 K:



(4.3.9)



y



y



Now we need to consider the sheaf V0 (F). In Lemma 4.1.3 we established the isomorphism



V (F) C ' V ((E (0); o(0); u)): (4.3.10) A similar isomorphism exists for V (F) C , but this can only be proved after we have proved that V (F) is locally free at the origin. This is one of the main reason we need to introduce the 0



0



y



0



0



y



0



0



sheaf of covacua. >From (4.3.8), (4.3.9) and (4.3.10) we conclude



rank V0 (F)jD3 > dim V0 ((E (0); o(0); u)) = dim V0 (F) C0 :



(4.3.11)



dim V0 (F) C0 > rank V0 (F)jD3 :



(4.3.12)



y



But, since our sheaf V0(F) is coherent, we have the opposite inequality: y



Therefore equality holds in (4.3.12). This means that our sheaf V0 (F) is a locally free OD module, hence so is V0 (F). This proves local freeness. In the next section we shall generalize the above arguments to prove local freeness for any sheaf of vacua V~ (F). The essential ideas of the argument in the next section are the same as above. The above arguments are enough to prove local freeness. In Chapter 5 we shall consider the connection on V~ (F). Here we explain brie y how we can de ne the connection on the sheaf V0 (F). Let us consider the exact sequence given in (4.2.6) y



y



y



y



0 0!  2 3



E



 3o(D)) 0!t L(F) 0! 2D (0 log 0) 0! 0:



=D (



The sheaf 2D (0 log 0) is a free OD -module generated by q dqd . As we proved in Example 1.2.8, we have   d 1 d = 0 q :  u du dq 0



To introduce the connection on V0 (F) with a regular singularity at the origin is equivalent to giving the action of 2D (0 log 0) on V0 (F). For that purpose it is enough to show that the image of the mapping t acts trivially on V0 (F). By (4.2.14) for any local section h9j of V0 (F)jD3 and ` 2 L(F), we have y



y



y



y



fD(`)jh9jgi = 0h9jfD(`)ig + (`)9ji; for any local section ji 2 H OD . By (4.2.8) we also have D(`)ji = (`)ji 0 T [`]ji: 0



If ` is in the image of t we have (`) = 0. Hence, it is enough to show



h9jT [`]ji = 0:



(4.3.13)
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That is



Res f`(u)h9jT [u]jidug = 0; u=0
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(4.3.14)



where ` = `(u) dud . As was shown in section 3.6, the form



h9jT [z]jidz



2



is a single valued meromorphic form. In our coordinate the form can be expressed in the form



h9jT [w]ji(dw=w) ; where p w = exp 2 01z: Now in our case, the form `(u)h9jT [u]jidu is a global meromorphic one-form  (h9jT [w]ji(dw=w) ); 2



2



which has poles only at o(D), where  is the interior product, since we have ` = ( )



for a relative vector eld  2  2 =D (3o(D)), having pole only along o(D). Hence (4.3.14) holds. Thus we can de ne the connection on V0 (F). We can show that the connection is at. If the genus of a curve is greater than one, the form h9jT [z]jidz2 is no longer a global form on the curve. (See Theorem 3.4.3, (2). Therefore, in general we can only show that the image of t acts on V~ (F) as the multiplication of a certain holomorphic functions. This is the reason why we only have a projectively at connection in general. The details will be explained in section 5.1. Finally we need to show that our formal solutions actually converge so that we have 3



E



y



y



h9  j 2 V (F): ( )



Put



0



h9e  j = q h9  j: ( )



1



( )



We can show that h9e () j satis es the dierential equation q



h j i 0 h9e  jL i = 0;



d e () 9 9 dq



( )



(4.3.15)



2



0



for any ji 2 H0 OD . It is rather messy to prove this by direct calculation. In section 5.3 we shall give a general method to prove this fact. Here we only prove the equation (4.3.15) when ji = j0i. In this case, we have  md



h9e  j0i = X Xh9jvi(d) vi(d) 0i q 1



( )



= is satis ed for all ji 2 H0 OD .



d=0 i=1 1 X



(dim H;d )q1



d=0







+



d:



1 +d
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First let us calculate



h9e  jL 0i: ( )



2



0



For that purpose it is enough to calculate



h9jvi (d) vi(d) L 0i 2



0



= 2(g 1+ `)



X



3



1 X



a = 1dim g



m=01



h9jvi(d) vi (d) J a(m)J a(02 0 m)0i:



For m 6= 01, since m or 02 0 m is non-negative, we have



0 0 m)j0i = J a(02 0 m)J a(m)0i = 0:



J a (m)J a( 2



For m = 01 the gauge condition implies



h9jvi (d) vi(dD) J a(01)J a(01)0i h = 9 vi(d) vi(d) J a  



D



= 9 J a



h







i



a  J



h







D



+ 9 ( ) 







9 J a



h







i



10



Ja



h



h



i E



Ja  11 0 0 







i  v (d) vi (d)



( ) 



+2 9



D



i 1 



0



E



10 10 h i h i a  i J a 01 1 vi d J 10 v d h i h i i J a 01 1 J a 01 1 vi d v d



D



We have



i



1



0



i







10



= =



( ) 0



E



E



( ) 0 :



E 



vi(d) 0 X h9jJ a[m]J a[n]vi (d) vi (d) 0i v i (d)



1



m;n=1



(J a (m)J a (n)vi (d)jvi(d)) = 0;



1 X



m;n=1



since J a(m)J a (n)vi(d) 2= Hy ;d . Similarly we have D







9 vi(d) J a



h



i



1



01



h



i



J a  1 1 vi (d) 0



=



1 X 



0



E



(vi (d)jJ a (m)J a (n)vi (d))



m;n=0 = (vi (d) J a J a vi (d)):



j



Also we have



D







9 J a



h







i



h



10



i



E 



J a  vi(d) 0 X =0 (J a (m + 1)vi (d)jJ a (n)vi(d))



i  v (d)



1



1



0



1



m;n=0



=0 =



1 X



(J a (n)vi (d)jJ a (n)vi(d))



n=1 1 X



n=1



(vi(d)jJ a(0n)J a (n)vi(d)):
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Thus we conclude



h9jvi(d) vi(d) L 0i = (vi(d)jL vi(d)) = (1 + d)(vi(d)jvi(d)): 2



0



0



Thus we obtain



h9 jL 0i = e ()



2



0



1 X



d=0



(1 + d)(dim H;d )q 1



d:



+



The right hand side of the formula is equal to q



h ji



q e () 9 0: dq



Thus we obtain the desired result. The argument can be generalized for general ji 2 H0 OD . In section 5.3 we shall give a more conceptual proof of (4.3.15), which can be applied to the general situation. Remark 4.3.1. In the Physics literature, h9e () ji is written as tr (qL0 h9j 3 3 i): H



Actually, usually physicists add the term q



c 0 v



tr (qL0 H



24



c 0 v



24



:



h9j 3 3 i):



(4.3.16)



This only changes the dierential equation (4.3.15) to q



h j i 0 h9e  jL i 0 24cv h9e  j9i = 0:



d e () 9 9 dq



( )



( )



2



0



(4.3.17)



The expressions (4.3.16) and (4.3.17) can be interpreted as follows. If we x an element ji 2 H0 , then u (d) u(d) 70! h9ju u i (4.3.18) may be regarded as an element of Hom(H;d ; H;d ). Hence, y



y



1 X



i=1



h9jvi (d) vi (d) i



can be interpreted as the trace on H;d of the mapping in Hom(H;d ; H;d ) associated with the mapping (4.3.18). Moreover, since L0 acts on H;d by the operator 1 + d, we may justify the notation tr (qL0 ) = q1 +d : P Hence, in (4.3.16) and (4.3.17) we may regard tr as d=0 tr . 3 Remark 4.3.2. The rational mapping 



H;d



1



H



H;d



E 0! P 2 D [(q; (w : 1)] 70! ((1 : x(q; w) : y(q; w)); q) gives a projective imbedding of E as a submanifold in P 2 D de ned by the equation (4.3.4). 2



2
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4.4. Local Freeness II (the General Case) and Factorization.



In this section we complete the proof of the local freeness of the sheaves V~ (F) and V~ (F). Let F(0) = ( : C ! B; s1 ; : : : ; sN ) be a versal family of N -pointed stable curves and F = (0) with formal neighbourhoods. Let D be ( : C ! B; s1 ; : : : ; sN ; 1 ; : : : ; N ) be a family over FS (0) the discriminant locus of the family F and let D = Di be the decomposition into irreducible components. Choose Di and put E = Di. Denote by E : CE ! E the restriction of C to E . Let eE : CeE ! E be obtained by the simultaneous normalization of E : CE ! E along the locus of double points over E and  ;  : E ! CeE the cross-sections corresponding to the normalized double points over the locus E . y



0



00



CeE 000! ?CxE ,00! ?C ?? ? e y s ;0 ; 00-&  y?s ; E ,00! B E



j



Proposition 4.4.1.



E



j



The family



Fe(0) eE : CeE ! E ; s1 ; : : : ; sN ;  ;  ) E := ( 0



00



is a local universal family of (N + 2)-pointed (not necessarily connected) stable curves. If CeE is connected, then Fe (0) E is a family of stable curves of genus g 0 1 and if it is not connected, then the family consists of two disconnected families over E of N + 1 pointed and N + 1 pointed stable curves of genus g and g , respectively, with N + N = N and g + g = g. Theorem 4.4.2. The sheaf V~ (F) is a locally free O -module. Hence, V~ (F) is also a locally  free O -module. Moreover, for any holomorphic mapping Y ! B, we let FY be the pull-back of the family F. Then, we have a canonical isomorphism 0



0



00



0



00



00



0



00



y



B



B



V~(F) B OY ' V~(FY ); y



y



O



Proof. By Corollary 4.2.4 the theorem is true if our family F(0) contains no singular curves (i.e. D = ?). Therefore, we may assume that the versal family F(0) contains singular curves. First we consider the case k = 1, that is, each singular curve in the family has only one double point. Hence, E = D1 . Put M = 3g 0 4 + 2N . Let (u1 ; u2 ; : : : ; uM ; q) be coordinates of B where E is de ned by the equation q = 0. Moreover, choose coordinates (u1 ; : : : ; uM ; z; w) of C in a neighbourhood of the locus 6E of the double points of the bers of CE such that CE is de ned by z = w = 0 and the holomorphic mapping  is given by (u1 ; : : : ; uM ; z; w) 70! (u1 ; : : : ; uM ; zw): (4.4.1) B



Let us x an element  2 P` . The following Lemma is proved in section 2.2 (see Lemma 2.2.12). Lemma 4.4.3.



There exists a bilinear pairing



(1j1): H 2 Hy 0! C;



unique up to a constant multiple such that we have



(X (n)ujv) + (ujX (0n)v) = 0; for any X 2 g, n 2 Z, jui 2 H , jvi 2 Hy and (1j1) is zero on H (d) 2 Hy (d ), if d 6= d . Now let us choose a basis fv1 (d); : : : ; vm (d)g of H (d) and with respect to the above bilinear form (1j1) we choose the dual basis fv1 (d); : : : ; v m (d)g of Hy (d). 0



d



d



0
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The sheaf V;0 ;~ (FeE ) is locally free over E 0[j =iDj by Corollary 4.2.6. Let h9j be a section of V;y ;~ (FeE ). Let us de ne an element h9e j 2 H~ (E )[[q]] associated with h9j. For that purpose rst de ne h9dj 2 H~ (E ) by y



6



y



y



y



md



h9dj8i = Xh9jvi (d) vi(d) 8i; j8i 2 H~(E):



Now de ne h9e j 2



(4.4.2)



y



i=1



H~(E)[[q]] by y



h9e j8i = Xh9dj8iqd: (4.4.3) d This construction of h9~ j (precisely speaking of q h9~ j) is known as the sewing procedure by physicists [32]. Now we shall show that h9e j satis es the formal gauge condition. To give the precise meaning of this statement, we rst prove the following lemma. Lemma 4.4.4. There is an OE -module injection  O (3S )jE ,0! eE O e (3( +  + S ))[[q]]; X f 70! fk qk ; 1



=0



1



3



C



3



0



00



CE



1



k=0



where



fk



2 eE O e (3S + k( +  )): 0



3



00



CE



Proof. Choose a point P 2 CE which is a double point of a ber of E . Then, as above we choose local coordinates (u1 ; : : : ; uM 1 ; z; w) of C with center P and those (u1 ; : : : ; uM 1; q) of B with center (P ) such that  is given by (4.4.1). Since f is holomorphic at P , we have an expansion X f = f (u1; : : : ; uM1 ; z; w) = fm;n (u)z m wn : 0



De ne gP 0 (u; q; z ) by where



0



m>0;n>0



q X gP 0 (u; q; z ) = f u; z; = gk (u; z )qk ; z k=0 



gk (u; z ) =



De ne also hP 00 (u; q; w) by



1



1 X



m=0



fm;k (u)zm k : 0



(4.4.4)



 q  X hP 0 (u; q; w) = f u; ; w = hk (u; w)q k ; w k=0 1



where



hk (u; w) =



1 X



fk;n (u)wn k : 0



n=0



(4.4.5)



For a point Q 2 CE which is not a double point of a ber, we can choose local coordinates (u1 ; : : : ; uM 1; q; z) of C with center Q such that  is given by the projection to the rst M factors. Then we have an expansion 0



f (u1 ; : : : ; uM 1 ; q; z) = 0



1 X



k=0



fQ;k (u; z)q k :



It is easy to see that the data fgk (u; z ); hk (u; w); fQ;k (u; z)g de nes a local holomorphic section of the sheaf eE O (3S + k( +  )). This proves Lemma 4.4.4. 3 3



CE



0



00



94



UENO



Lemma 4.4.5.



2  O (3S) let Pk



For an element f



4.4.4. Then we have



=0 fk q



1



3



C



N D X X e j j =1 k



9



k



be the expansion de ned in Lemma



(X fk )qk = 0:



That is, h9e j satis es the formal gauge condition. Proof. By de nition, for any j8i 2 H~ (E ) we have N D X 1 X e j j =1 k=0



9



=



E



(X fk )qk 8



1 1 md X XX



qk+d



k=0d=0 i=1 1 1 md X XX



=0



N X j =1



h9jj (X fk )jvi(d) vi(d) 8i



h j gk ) + 00 (X hk )jvi(d) vi(d) 8i:



k=0d=0 i=1



qk+d 9 0 (X



By (4.4.4) and (4.4.5) we have 0 (X 



gk ) = X fm;k (t)0 (X (m 0 k));



00 (X 



hk ) = Xfk;n(t)00 (X (n 0 k)):



1



m=0 1



n=0



Since we have (X (m 0 k)vi(d)jvj (d 0 m + k)) + (vi (d)jX (k 0 m)v j (d 0 m + k)) = 0 by Lemma 4.4.3, we have md X i=1



0 (X (m



0 k))jvi (d) vi (d) 8i +



mdX 0m+k j =1



0 0 k)))jvj (d 0 m + k) vj (d 0 m + k) 8i = 0:



00 (X ( (m



This proves Lemma 4.4.5. 3 Let Ob =E be the completion along E , that is B



Ob =E ' lim0 O =IEn B



n



B



where IE is the ideal sheaf of E . Then, there is an OE -algebra isomorphism



Ob =E ' OE [[q]]: In the following we identify Ob =E with OE [[q]]. B



B
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Lemma 4.4.6.



Let Vb~=E be a sheaf of OE [[q]]-module de ned by the formal gauge condition: y



N



Vb~=E = h8j 2 H~(E)[[q]] Xh8j X j (X fk )qk = 0 y
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n



y



j =1



k



for all f 2 



3



O (3S) C



o



:



Then, there is an OE [[q]]-module isomorphism



V~(F) B Ob =E ' Vb~=E : y



Proof. Since Ob



B



=E



(4.4.6)



y



O



B



is a faithfully at O -module, we have an isomorphism B



V~(F) B Ob =E y



O



B



= Hom B (V~ (F); O ) B Ob =E ' Hom bB (V~(F) B Ob =E ; Ob B



O



O =E



O



O



B



B



B



=E ):



Note that we have an OE -module isomorphism



H~(E)[[q]] ' H~ B Ob =E : By Lemma 4.1.3 and faithful atness of Ob =E we have V~(F) B Ob =E ' fH~ B Ob =E g=f(bg(F)H~) B Ob =E g: O



B



B



O



B



O



On the other hand we have



(bg(F)H~ ) 



B



O



O



B



B



Ob =E = bg(F)(H~ B Ob =E ) ' bg(F)H~;E [[q]]; O



B



B



where the action of X f 2 bg(F) on H~;E [[q]] is given by 1 N X X



k=0 j =1



where



P



j (X 



fk )qk ;



fk q k is the element corresponding to f de ned in Lemma 4.4.4. Hence we have



V~(F) B Ob =E ' H~(E)[[q]]=bg(F)H~(E)[[q]]: O



B



This proves Lemma 4.4.6. 3 Now we are ready to prove Theorem 4.4.2. As we assumed kL = 1, Fe(0) E is a versal family of (N + 2)-pointed smooth curves. Choose B small enough so that  P V;y ;~ (FeE ) is OE -free. Let fh91j; : : : ; h9njg be an OE -free basis of 8 P V;y ;~ (FeE ). Let y



2



y



2



`



fh9e j; : : : ; h9e njg 1



`
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be the elements of V~ (F) constructed in (4.4.3) from fh91 j; : : : ; h9n jg. The correspondence h9ij 7! h9e ij, i = 1; : : : ; n, de nes an OE -module homomorphism y



:



M



2P`



V;y;~(FeE ) 0! Vb~=E : y



y



First we show that h9e 1 j; : : : ; h9e n j are OE [[q]]-linearly independent. Suppose we have a relation n X i=1



h j



e i = 0; ai (q ) ai (q) 9



2 OE [[q]]:



If ai(0) = 0 for all i, by dividing the relation by a power of q, we may assume that one of the ai (q)'s, say ak (q) satis es the condition that ak (0) 6= 0. If we put q = 0 in the above relation, we have n X ai (0)h9i j = 0: i=1



Since fh91 j; : : : ; h9n jg is OE -linearly independent, ai (0) = 0 for all i. This is a contradiction. Hence, h9e 1 j; : : : ; h9e n j generates a OE [[q]]-free submodule of Vb~=E . Now choose points x 2 E and s 2 B n E . Then, the above argument, Corollary 4.2.6 and (4.4.6) show that y



dimC V~ (F) Cs = dimC V~ (F) Cs X > n = rank V;y;~ (FeE ): y



y



2P`



Since FeE is a family of smooth curves at x, V;y ;~ (FeE ) is locally free. By Lemma 4.1.3 and Corollary 3.3.5 we have dimC V~ (F) Cx =



X



2P`



dimC V;y ;~ (FeE ) Cx :



Hence we have



dimC V~ (F) Cs > dimC V~ (F) Cx : On the other hand, since V~ (F) is coherent and locally free on B n E , we have the inequality dimC V~ (F) Cs 6 dimC V~ (F) Cx :



Hence we have the equality



dimC V~ (F) Cs = dimC V~ (F) Cx :



Hence V~ (F) is locally free. S Next consider the case where k > 2 so that we have the decomposition D = ki=1 Di of the irreducible decomposition. Let Dsing be the singular part of the discriminant locus D. The above argument shows that V~ (F) is locally free over B n Dsing . Lemma 4.4.7. If V~ (FD ) is a locally free OD -module for all i, then V~ (F) is a locally free



O -module.



i



i



B



Proof. Put



rank V~ (F)j



Dsing



B0



= m:
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Then Hence for each point x 2 B we have
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rank V~ (FD ) = m: i



dimC V~ (Fx ) = dimC V~ (F) Cx = m:



This implies, at each point x 2 B, V~ (F) is generated by m sections as O -module in a neighbourhood of x, since V~ (F) is a coherent O -module. On the other hand, if V~ (F) is not locally free at a point y 2 Dsing , then V~ (F) is generated by more than m sections as O -module in a neighbourhood of the point y, since V~ (F) is a coherent O -module. Therefore, V~ (F) is locally free. This proves Lemma 4.4.7 3 Thus the proof is reduced to proving locally freeness of the sheaves V~ (FD ). For that purpose put E = Di and let us consider the following mapping B



B



B



B



i



V



0! M V;0;~(FeE )  P [ji] 70! ([j0;y i]) where [ji] (respectively, [j0;y i]) is the image of ji 2 H~ (E ) (respectively, [j0;y i] 2 H;0;~(E)) in V~(FE ) (respectively, V;0;~(FeE )). e E ) is a Lemma 4.4.8. The mapping jE is well de ned and surjective. Moreover, if V;0 ;~ (F locally free OE -module for every  2 P` , then jE is an isomorphism, hence V~ (FE ) is locally free. Proof. Let us assume that we have elements ji and j i which satisfy the relation j i = ji + X X f j  i; jE : ~ (FE )



2



`



0



0







with



X 



f 2 bg(FE );



j  i 2 H~(E):



Let fe be the pullback of f to FeE . Since fe is holomorphic at  (E ) and  (E ) we have 0



0 (E) (X



Hence, we have 



fe )j0;y i + 00 E (X fe )j0;y i = 0: ( )



j0;y  i = j0;y i + X X fe j0;y  i: 0







Thus we have



[j0;y i] = [j0;y  i]: Hence the mapping jE is well de ned. Next let us consider the exact sequence 0



j M V~(FE ) 0! V;y;~(FeE ) 0! Coker jE 0! 0: E



2P`



By Corollary 3.3.5 there is an isomorphism



V~(FE ) Cx ' M V;y;~(FeE ) Cx: 2P`
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Hence, Coker jE Cx = 0. Therefore, by Nakayama's lemma Coker jE = 0. Hence, jE is surjective. Finally consider an exact sequence M 0 0! Ker jE 0! V~ (FE ) 0! V;y;~(FeE ) 0! 0: Assume that



L



V



2P`



2P` ;y ;~ (FE ) e



is locally free. Then we have M  Tor1 V;y;~(FeE ); Cx = 0: OE



2P`



Hence we have an exact sequence 0 0! Ker jE Cx 0! V~ (FE ) Cx 0!



M



2P`



V;y;~(Fex) Cx 0! 0:



Therefore, Ker jE Cx = 0. Hence, again by Nakayama's lemma we conclude Ker jE = 0. Thus, jE is isomorphic. This proves Lemma 4.4.8. 3 Finally we prove Theorem 4.4.2 by induction on (g; N ). For g = 0 and N = 3, B is a point. Hence, in this case the theorem is true. Assume that the theorem is true for g = 0 and N 6 M . Put N = M + 1. Then, for a local universal family F(0) of N -pointed stable curves of genus 0, D 6= ? and Fe(0) D is a disjoint union of local universal families of N + 1 pointed and N + 1 pointed stable curves of genus 0 with N + N = N . Since N + 1 6 M and N + 1 6 M , by induction hypothesis, V;y ;~ (FeE ) is locally free. Hence, by the above argument the theorem is true. In this way we can show that the Theorem is true for (0; N ) with any positive integer N . Finally assume that the Theorem is true for any (g; N ) with g 6 h and N 6 M . Then by a the similar argument as above the theorem is true for (g; M + 1). Let F(0) be a local universal family of N pointed stable curves of genus h + 1 with N 6 M . If the discriminant locus D of the family is empty, that is, every curve in the family is non-singular, the theorem is true by Corollary 4.2.4. If D 6= ?, then F(0) D is either a local universal family of N + 2 pointed stable curves of genus h or disjoint union of a local universal families of N + 1 pointed stable curves of genus g and N + 1 pointed stable curves of genus g with N + N = N and g + g = h. If g < h and g < h, then by the induction hypothesis Theorem is true. If g = 0, then N > 2, since the family is a family of N + 1 pointed stable curves of genus 0. Hence g = h and N + 1 < N . Therefore, by induction hypothesis again the theorem is true. This proves Theorem 4.4.2 completely. The above Lemma 4.4.8 has also important consequence. To state it, we slightly generalized the situation. Put N \ E = Di : 0



i



0



00



00



i



0



0



00



0



0



00



00



0



00



0



00



00



0



0



0



00



00



i=1



Let FE be the pull-back of our family and let Fe(0) E be a family obtained by normalization along double points. Let i, i , be holomorphic sections attached to the double points corresponding to the locus Di, i = 1; : : : ; k. We also introduce local coordinates (u1 ; : : : ; uM k ; q1 ; : : : ; qk ) of B such that Di is de ned by qi = 0. Moreover, in a neighbourhood of the locus of the double points over Di, we choose local coordinates (u1 ; : : : ; uM k ; q1 ; : : : ; qi 1 ; zi ; wi; qi+1; : : : ; qk ) of C such that the morphism  is given by (u1; : : : ; uM k ; q1; : : : ; qi 1 ; zi; wi ; qi+1; : : : ; qk ) 70! (u1; : : : ; uM k ; q1; : : : ; qi 1 ; zi 1 wi; qi+1; : : : ; qk ): Then, in a neighbourhood of  (E ) (respectively, i (E )) we choose local coordinates (u1 ; : : : ; uk ; zi ) (respectively, (u1 ; : : : ; uk ; wi )) of Fe (0) E and put FeE := (E : CE ! E ; s1 jE ; : : : ; sN jE ;1 : : : ; k ; 1 ; : : : ; k ; 1jCE ; : : : ; N j ; z1 ; : : : ; zk ; w1 ; : : : ; wk ): Using this notation, Lemma 4.4.8 implies the following theorem. (0)



0



00



0



0



0



0



0



0



0



0



00



0



0



00



00
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There is an OE -module isomorphism M



V~;~y;~(FeE ) ' V~(FE ) y



~2P`k



y



where ~ = (1 ; : : : ; k ), ~ is de ned by ~ = (1 ; : : : ; k ) y



y



y



y



5. Projectively Flat Connections and the Sheaf of Twisted Differential Operators 5.1. Projectively Flat Connections.



Let F = ( : C ! B; s1 ; : : : ; sN ; 1 ; : : : ; N ) be a family of N -pointed curves with formal neighbourhoods such that F(0) := ( : C ! B; s1 ; : : : ; sN ) is a versal family of N -pointed curves. We shall use the notations in Chapter 4 freely, especially the one in section 4.2. As was proved in Proposition 4.2.3 and Proposition 4.2.8 the sheaf L(F) acts on V~ (F) and V~(F) from the left. Moreover, for ~` 2 L(F), the action de nes a rst order dierential operator, if (~`) 6= 0. In this section rst we shall study the action of ~` more closely when (~`) = 0. Note that by (4.2.6) we have an exact sequence y



0 0!  (2 3



B



=



C B



t  (3S )) 0! L(F) 0! 2 (0 log D) 0! 0: B



(5.1.1)



Lemma 5.1.1. Assume that is small enough such that we can nd a symmetric bidierential ! satisfying res2(!) = 1. Then there exists a unique -module homomorphism



O a :  2 = (3S ) 0! O independent of the choice of !, such that for any ~` 2 t( 2 = (3S )) in (5.1.1), we have D(~`) = a(~`) 1 id as a linear operator acting on V~ (F) from the left and D(~`) = 0a(~`) 1 id as an operator acting on V~ (F) from the left. Proof. Since (~`) = 0, we have that for any h9j 2 V~ (F) and j8i 2 V~ (F) by (4.2.8) B



3



B



C B



3



C B



y



y



N



h9jfD(~`)j8ig = 0 Xh9jj (T [`j ])j8i =0



j =1 N X j =1



Res (`j (j )h9jT (j )j8idj );



j =0



where `j = `j (j ) dd and j



h9jT (j )j8i(dj )



2



=  lim



j! j



(



Xg 1 dim a a 2(` + g ) a=1 h9jJ (j )J (j )j8idj dj 3



0 2(j 0 j ) h9j8idj dj cv



2



)



:
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Choose a symmetric bidierential !



2 H (C 2 C ; ! 0



B



B C =B (21))



C2



with Res2 (!) = 1. The existence of such a bidierential was proved in Proposition 1.4.4. Put h9jTe(z)j8i(dz)2  dim Xg = wlimz 2(` +1 g ) h9jJ a(w)J a(z)j8idwdz (5.1.2) a=1 3



!



0 2 !(w; z)h9j8idwdz cv



Also de ne S! (z)(dz )2 by







S! (z)(dz )2 = 6 wlimz !(w; z)dwdz !







:



0 (wdwdz 0 z)



 2



:



The form S! (z)(dz)2 is called a projective connection. It depend not only on the choice of ! but also on the choice of local coordinates: S! (w)(dw)2 = S! (z)(dz )2 0 fw; z g(dz)2 : Now we have h9jT (j )j8i(dj )2 = h9jTe(j )j8i(dj )2 + 12cv h9j8iS! (j )(dj )2: Thus we have N



h9jfD(~`)j8ig = 0 X Res (`j (j )h9jTe(j )j8i8dj ) j =1



j =0



0 12 h9j8i cv



N X j =1



Res (`j (j )S! (j )dj ):



(5.1.3)



j =0



Since `j (z )h9jTe(z)j8idz is a global meromorphic one form which has poles only at sj (B), the rst term of the right hand side of the above equality is zero. Therefore, if we put a! (~`) =



Then we have



N



0 12cv X Res (`j (j )S! (j )dj ): j =1



j =0



(5.1.4)



h9jfD(~`)j8ig = a! (~`)h9j8i:



Now since V~ (F) and V~ (F) are locally free and dual to each other, we conclude that D(~`)j8i = a! (~`)j8i: Let us show that a! (~`) is independent of the choice of !. If ! is another symmetric bidierential in H 0 (C 2 C ; ! B = (21)) with Res2 (!) = 1, then ! 0 ! is a holomorphic bidierential on C 2 C. Hence, S! 0 S!0 is also a holomorphic section of ! =2 on C . Let  be an element of  2 = (3S ) with t( ) = ~`. Then,  (z )(S! (z ) 0 S!0 (z))dz is a meromorphic one-form on C . Hence, we have N X Res (`(j )(S! (j ) 0 S!0 (j ))dj ) = 0:  =0 y



0



B



C2



0



C B 







B 3



C B



C B



Thus, we conclude



j =1



j



a! (~`) = a!0 (~`):



This shows the rst part of the lemma. Similarly we can prove the second part by (4.2.14) . 3 From the above proof we also get the following corollary.
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Under the same assumption as in Lemma 5.1.1 we have that if we for each



2 L(F) de ne a! (~`) by (5.1.4), then



L 0! O



a! : (F)



is an O -module homomorphism.



B



B



Remark 5.1.3. In the above corollary, since ~` is not necessarily an image of a global meromorphic vector eld, a! (~`) does depend on the choice of !. Now we are ready to de ne the connections on V~ (F) and V~ (F), if B is small enough. Let us x a symmetric bidierential ! 2 H 0 (C 2 C ; ! B = (21)) with Res2 (!) = 1. For each element X 2 2 (0 log D), there is an element ~` 2 L(F) with (~`) = X . De ne an operator r(X!) acting on V~(F) from the left by y



B



C2



C B



B



rX! ([j8i]) = D(~`)([j8i]) 0 a! (~`)([j8i]); (5.1.5) where [j8i] denotes the element in V~ (F) corresponding to j8i . ! Proposition 5.1.4. rX is well de ned and enjoys the following property (5.1.6) rX! ([f j8i]) = X (f )[j8i] + f rX! ([j8i]); for all f 2 O . Hence, the correspondence X 7! rX! de nes a connection on V~ (F) with regular singularities along D. Proof. Choose another ~` 2 L(F) with (~` ) = X . Then, we have a(~` 0 ~` ) = a! (~`) 0 a! (~` ): ( )



( )



( )



( )



( )



B



0



0



0



0



By Lemma 5.1.1 we have (D(~`) 0 D(~` ))[j8i] = 0 0



Thus, as operators on V~ (F) we have the equality



0



1



N X j =1



0 ji



a! (~` ~` )[ 8 ]: 0



0



1



D(~`) a! (~`) id = D(~` ) a! (~` ) id: 0



0



Hence, r(X!) does not depend on the choice of ~`. By Proposition 4.2.2, (3) the equality (5.1.6) holds. 3 Theorem 5.1.5. The connection r(! ) on V~ (F)j D is projectively at. Proof. Put B = B n D. For elements X; Y 2 2 0 choose ~`; m ~ 2 L(F) with (~`) = X and  (m ~ ) = Y . For simplicity of notation, in the proof we drop the superscript (!) in the notation of the connection. The curvature is given by R(X; Y ) = [rX ; rY ] 0 r[X;Y ] : By a direct calculation we have rX (rY ([j8i]) = D(~`)(D(m ~ )[j8i]) 0 a! (m ~ )[j8i]) 0 a! (~`)(D(m ~ )[j8i] 0 a! (m ~ )[j8i]) = D(~`)D(m ~ )[j8i] 0 X (a! (m ~ ))[j8i] 0 a! (m ~ )(D(~`)[j8i]) 0 a! (~`)(D(m~ )[j8i]) + a! (~`)a! (m~ )[j8i]: B0



0



B
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Therefore, we have



[rX ;rY ][j8i] = [D(~`); D(m ~ )][j8i] 0 X (a! (m ~ )) 1 [j8i] + Y (a! (~`)) 1 [j8i]:



On the other hand, by (4.2.7) for (~n) = [X; Y ] we have



0



~n = [~`; m ~ ]d = [~`; m ~ ]0 + X (m ~ ) Y (~`)



and



! N d3 `j cv X ~ id : m d D(~n) = [D(`); D(m ~ )] + 12 j=1 Res dj3 j j j =0



1



Hence, we have



r X;Y [j8i] = [D(~`); D(m~ )][j8i] 0 a! (~n) 1 [j8i] ! N cv X 0 12 Res dd`jj mj dj 1 [j8i]: [



]



3



j =1



Put



j =0



3



N  3 o n d `j c X Res mj dj id : A(~`; m ~ ) = a! (~n) X (a! (m ~ )) + Y (a! (~`)) + v 3 12  =0 d



0



j =1



By de nition we have a! (m ~)=



j



j



N



0 12cv X Res (mj (j )S! (j )dj ): j =1



Hence, we have



j =0



N 0 1 c nX Res mj (j )`j (j )S! (j ) + mj (j )X (S! (j )) dj A(~`; m ~)= v



12



j =1



0



j =0 N



0 X Res 00`j (j )mj (j )S! (j ) + `j (j )Y (S! (j )) dj 11 0



j =0



j =1



cv + 12



N X j =1



 3 o d `j Res m d id; j j  =0 d 3 j



j



where `j (j ) and mj (j ) are the derivation with respect to the variable j . Since A(~`; m ~ ) is equal to R(X; Y ), A(~`; m ~ ) is independent of the choice of liftings of ~` and m ~ to L(F). Thus, the curvature form R may be regarded as a holomorphic two form, hence the connection is projectively at. 3 Note that our connection does depend on the choice of the bidierential !. In the next section we shall study the dierence more closely. Here, we only calculate the dierence as operators. Let ! 2 H 0 (C2 C ; ! B = (21)) be another symmetric bidierential with Res2(!). By (5.1.5) and (5.1.6) we have 0



0



0



B



C2



C B



rX! 0 rX!0 ( )



(



)



= (a! (~`) 0 a! (~`)) 1 id cv = 0 12



N X j =1



Res (`j (j ) (S! (j ) 0 S!0 (j )) dj ) 1 id;  =0 j



(5.1.7)
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where (~`) = X . Since S! (z )dz2 0 S!0 (z )dz2 is holomorphic, the last term of (5.1.7) is independent of the choice of the lifting ~` of the vector eld X and de nes a holomorphic one form !;! 0 with r(X!) 0 r(X!0) = 0 12cv h!;!0 X i; (5.1.8)



where h1i is the canonical pairing of holomorphic one forms and holomorphic vector elds. In the lecture notes the dual connection of r(!) on V~ (F) is considered as a connection acting on V~ (F) from the left and we use the same notation r(!) . Thus the connection on V~ (F) is given by r(X!)h9j = D(~`)(h9j) + a! (~`)h9j; (5.1.9) y



y



y



where (~`) = X . This de nes an integrable connection on V~ (F). A dierent choice of ! gives the following dierence. (5.1.10) r(X!) 0 r(X!0) = 12cv h!;!0 X i: y



0



Note that the dierence in signs between (5.1.8) and (5.1.10). Remark 5.1.6. In [38] we de ne the connection by introducing the dierential operator D(`) on the universal family Fe = (e : Ce ! Be; es1 ; : : : ; seN ; e1 ; : : : ; eN ) of N -pointed stable curves with formal coordinates and then we reduce it to the corresponding versal family (1) (1) Fe(1) = (e(1) : Ce(1) ! Be(1) ; es(1) s(1) 1 ;:::;e N ; e1 ; : : : ; eN ) of N -pointed stable curves with rst order neighbourhoods. The arguments in [38] can be used to de ne the projectively at connection on the bundle of conformal blocks on the base space Be of the universal family of N -pointed stable curves with formal coordinates. For any family (1) (1) (1) F(1) = ((1) : C (1) ! B(1) ; s(1) 1 ; : : : ; sN ; 1 ; : : : ; N )



of N -pointed stable curves with rst order neighbourhoods, there is a holomorphic mapping  : B(1) ! Be such that the family F(1) is the corresponding family of the pull-back  Fe . Hence, we can induce the connection on the bundles of conformal blocks on B(1). Moreover, for any family F of N -pointed stable curve with formal neighbourhoods, we have a unique holomorphic mapping  : B ! Be of the base spaces such that the family F is the pull-back  Fe. The pull-back connection on the bundle of conformal blocks on B is the same as the connection de ned above, if the family F is versal as a family of N -pointed stable curves. Note that by Theorem 3.2.4 it is easily shown that the induced connection does only depend on the rst order neighbourhoods of the family. 3



3



5.2. The Sheaf of Twisted Dierential Operators.



In the preceding section we introduced integrable connections with regular singularities along the discriminant locus locally on V~ (F) and V~ (F). These connection was de ned only locally, because we need to choose a bidierential ! satisfying (5.1.2) to de ne the connections. Moreover, these connections depend on the choice of bidierentials. In this section we shall study the dependence more closely and de ne the sheaf of twisted dierential operators operating on V~(F) and V~(F), whose rst order part is locally equal to the connection r(!). First we brie y recall the de nition and elementary properties of the sheaf of twisted difS ferential operators. Let M be a complex manifold and D = ki=1 Di be a divisor with normal crossings on M . y



y
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De nition 5.2.1. A sheaf D (0 log D ) is called a sheaf of twisted dierential operators with regular singularities along D, if there exists an exact sequence of O -modules and Lie algebras B



0 0! OM 0! D (0 log D) 0! 2M (0 log D) 0! 0;



where OM is regarded as a sheaf of Abelian Lie algebras induced by the usual multiplication. Hence the sheaf D (0 log D) is locally isomorphic to the sheaf D(0 log D) of rst order holomorphic dierential operators with regular singularities along D as a sheaf of Lie algebras. Therefore, if we choose a suitably ne open covering fU g A of M , we can nd a trivialization 2



D 0



j ' 2 (0 log D) 8 O



 :  ( log D)



U



U



U



;



where  is both an OM -module homomorphism and a Lie algebra homomorphism. On U = U \ U 6= ?,  2 Hom U (2 ; O ) is de ned by O



U 



 







U 



  1 ((X; f )) = (X; f +  (X ));



(5.2.1)



0



where



(X; f ) 2 2 (0 log D) 8 O : We may regard  as a meromorphic one form on M with logarithmic singularities along D \ U by the following isomorphism U 



H0



0



U ; Hom



OM



U 



(2M (0 log D); OM )



1



' H (U ; M (log D)): 0



1



In the following we often use this identi cation. Let us prove that  is a d-closed one form. For X; Y 2 2 (0 log D) and f; g 2 O , since the trivializations are Lie algebra homomorphisms, we have on U U 



U 



[(X; f ); (Y; g)] = ([X; Y ]; X (g) 0 Y (f ))



and on U we have



 ([(X; f ); (Y; g)]) = [(X; f +  (X )); (Y; g +  (Y ))] = ([X; Y ]; (X (g) Y (f ) + X ( (Y ))



0



Hence, we have



 ([X; Y ]) = X ( (Y ))



Thus, we conclude



0 Y ( (X )))):



0 Y ( (X )):



0



d (X; Y ) = X ( (Y )) Y ( (X ))



0  ([X; Y ]) = 0:



Let 1M;cl (log D) be the sheaf of d-closed meromorphic one forms with logarithmic singularities along D, then f g is a cocycle and de nes a cohomology class  in the rst cohomology group H 1(M; 1M;cl (log D)). Conversely if we have a cocycle f g de ning a cohomology class in H 1 (M; 1M;cl (log D));



then by identifying 2 8 O and 2 8 O by (5.2.1) we can de ne a sheaf of twisted dierential operators. Now the following proposition is an easy consequence of the above consideration. U



U



U 



U 
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Proposition 5.2.2. There exists a one-to-one correspondence between the set of isomorphism classes of the sheaf D (0 log D) of twisted dierential operators with regular singularities along D and the cohomology group   H 1 M; 1M;cl (log D) :



Let us assume that D = ?. We let L be a line bundle over M . There is an open covering fU g A of M such that we have trivializations



Example 5.2.3.



2



f :



On U put



Lj ' O U



U







:



f := f f 1 : 0



Then the f 's are transition functions of L. The sheaf D of twisted dierential operators associated with the line bundle L is a sheaf of rst order dierential operators on L de ned by L



Dj



L U



= f 1  D 0



U



 f ;



(5.2.1)



where D is the sheaf of holomorphic rst order dierential operators on U . By (5.2.1) a Lie algebra isomorphism of D j to D is given by f. Therefore, it is easy to show that the cohomology class d log f 2 H 1 (M; 1M;cl ) is the one associated with D . Next we de ne the characteristic class of a sheaf D (0 log D) of twisted dierential operators with regular singularities along D over M . First consider the case D = ?. There exists an exact sequence d 0 0! C 0! OM 0! dOM 0! 0: Note that dOM = 1M;cl . Hence, from the exact sequence we obtain a long exact sequence: U



L U



U



L



c 0! H (M; OM ) 0! H (M; M;cl) 0! H (M; C) 0! H (M; OM ) 0! : 1



1



1



2



2



(5.2.2)



The mapping c in the above exact sequence de nes a characteristic class. Namely, if  2 H 1(M; 1M;cl ) is the cohomology class corresponding to D , then c( ) 2 H 2 (M; C) is the corresponding characteristic class. There is an exact sequence 0 0! C



3



0! OM d0! M;cl 0! 0: 3



log



1



>From this exact sequence we obtain a long exact sequence c H (M; C ) 0! : 0! H (M; OM ) 0! H (M; M;cl) 0! 1



3



1



1



2



3



(5.2.3)



On the other hand, the exponential mapping de nes a natural mapping exp: H 2 (M; C) 0! H 2 (M; C ) 3



and we have the equality







c = exp c:



(5.2.4) The following lemma is an easy consequence of the above exact sequences (5.2.2), (5.2.3) and the equality (5.2.4).
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Lemma 5.2.4. Suppose D = ?. The sheaf D of twisted dierential operators on M is de ned by means of a line bundle L on M by Example 5.2.3 if and only if



c( ) = 1;



where  2 H 1 (M; 1M;cl ) is the cohomology class associated with the sheaf D . In case D 6= ? we can de ne the characteristic map: 



c : H 1 M; 1M;cl (log D)







0! H (M n D; C) 2



in a similar manner. Since we shall not use this fact later, we leave the precise de nition to the reader. Now let us come back to our original situation. Let F(0) = ( : C ! B; s1; : : : ; sN ) be a versal family of N -pointed stable curves of genus g. As was discussed in section 1.3, the family is obtained from a versal family F(?) = ( (?) : C (?) ! B(?) ) by putting z



N



}|



{ (?)



B = C 2 ? 2 ? 111 2 ? C n [ 1ij ; i


B



( )



B



( )



B



( )



B



( )



( )



where 1ij is the (i; j )-th diagonal and  is the projection to the second factor. There are natural mappings pe: p:



C 0! C ? ; B 0! B ? : ( )



( )



Note that we can always choose a bidierential which is the pull-back of the one on an open set of C(?) 2 (?) C (?) . Therefore, let fU g be an open covering of B(?) such that we can nd symmetric bidierentials B



!(?)



2H



0







2



 (?) 1 (U ) U (?) 1 (U ); ! (?) B(?) (?) = (?) (21) 0



with Res2 !(?)  1. Put



0



C



U = p



2



C







B



(U ); ! = pe (!(?) ): 1



0 3



On U let us de ne the action of 2 (0 log D) 8 O on V~ (F) by U



U



(X; f ) 1 [j8i] = r(X! ) [j8i] + f 1 [j8i]; 



(5.2.5)



where X 2 2 (0 log D), f 2 O and [j8i] 2 V~ (F) is the element corresponding to an T element j8i 2 H~ (B). (For the de nition of r(X! ) see (5.1.6).) On U = U U 6= ?, the dierence of the actions is given by a homomorphism U



U







0



j 0! O



' : 2  ( log D) U



de ned by ' (X ) =



U 



U 



N



0 12cv X Res 0`j (S! (j ) 0 S! (j ))dj 1 ; j =1



j =0











(5.2.6)
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where (~`) = X 2 2 (0 log D). Now let us choose symmetric bidierential !(?) constructed by the prime form on the smooth bers. (See section 1.4.) Then, on U n D we have by (1.4.22) that U 



! (?) (x; y)dxdy = !(?) (x; y)dxdy



0 12 X(vi(x)vj (y) + vi (y)vj (x))5 @@ij log det(C + D)dxdy; 3



i6j



where 5 is the period mapping form U to Sg . (See (1.4.21).) Hence, as cotangent vectors we have S! (z )dz2 = S! (z)dz 2 0 65 d log det(C + D): Thus, on U n D we have c ' = 0 v 5 d log det(C + D): 2 3











3



Therefore, on U n D,  is d-closed, hence it is d-closed on U . Thus, f' g de nes a cohomology class in H 1 (B; 1;cl (log D)). Note that if we choose other bidierentials f! g satisfying (5.1.2), we get the same cohomology class f' g = f' g. It is also easy to show that the cohomology class is independent of the choice of open coverings of B. We denote this cohomology class by (F). De nition 5.2.6. The sheaf D (cv ) of twisted dierential operators is the sheaf associated with the cohomology class (F) by Proposition 5.2.2. Let us describe the cohomology class by using the cohomology of the mapping class group Modg . Let e : C ! Tg be the universal family of smooth curves of genus g over the Teichm�uller space Tg . The modular group Modg operates on the family e : C ! Tg . Unfortunately, the quotient space Mg := Tg = Modg is singular and there exists no universal family over Mg for g > 1. But there exists a subgroup 00 of the modular group of nite index such that the versal family F(?) := ( : C (?) = Ce=00 ! B0 = Tg =00) exists. Note that we have 0



B



0



B



H i (Tg =00 ; C) = H i (00 ; C); H i (Tg =00; 1;cl ) = H i (00 ; H 0 (Tg ; 1T;cl )); g



where in the right hand side we consider C and H 0 (Tg ; 1T;cl ) as 00 -modules. Moreover, Mg = Tg = Modg has the structure of a V-manifold, that is, an analytic space with only nite group quotient singularities, and we have g



H i (Mg ; C) = H i (Modg ; C); H i (Mg ; 1M;clg ) = H i (Modg ; H 0(Tg ; 1T;cl )): g



Therefore, we may consider the cohomology class  (F) of the sheaf of twisted dierential operators attached to the virtual universal family F = ( : C ! Mg ), or to the universal family over the moduli stack Mg as an element in 







H 1 Modg ; H 0 (Tg ; 1T;cl ) : g



Let us calculate the class (F). For the universal family e : Ce ! Tg , by using the prime form, we can de ne a symmetric bidierential !(x; y)dxdy as a section of the sheaf p1 ! e=T p2 ! e=T (21) such that the restriction to each ber gives a symmetric bidierential with Res2  1. (See (1.4.30).) The choice of the symmetric bidierential depends on the choice of a family of symplectic basis of the universal family. More precisely, if a bidierential ! is de ned by using 3



3



C



g



C



g
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a family of symplectic bases fe1 ; : : : ; eg ; e1 ; : : : ; eg g and a bidierential !b is de ned by using a family of symplectic bases fb1 ; : : : ; bg ; b1; : : : ; bg g, then we have the relation !b (x; y)dxdy = !(x; y)dxdy 0 12 Xf(vi(x)vj (y) + vj (x)vi (y)g @@ij log det(C + D)dxdy; (5.2.7) i6j where 0 e 1 0b 1 1 1 B .. C B .. C B . C .C  B Be C Bb C A B B g C B g C (5.2.8) C C= B C D B B B e1 C b1 C B . C B . C @ . A @ . A . . eg



bg



and f!1 ; : : : ; !N g are normalized one forms of the family with !i = vi(x)dx. Now x a family of symplectic bases



fe ; : : : ; eg ; e ; : : : ; eg g 1



1



and a basis f!1 ; : : : ; !N g of normalized one-forms of the family. Then as in section 1.4 we have a period mapping 5: Tg ! Sg and a group homomorphism 8: Modg ! Sp(g; Z) with the properties (1.4.7) and (1.4.8). Hence, for an element 2 Modg we have a new symplectic basis fb1; : : : ; bg ; b1; : : : ; bg g by (5.2.8) and a new symmetric bidierential (!). Then, by (5.2.7) and (1.4.33) we have S 3 ! (z )dz 20S! (z )dz 2   X (5.2.9) = 06 (v (z)v (z ))5 @ log det(C  + D ) dz 2 : 3



i



i6j



3



j 



@ij 



Hence, by Proposition 1.4.1 we have S 3 ! (z )dz 2 0 S! (z)dz 2 = 65 (d log det(C  + D )): For each element 2 Modg put c (5.2.10) f := 0 v 5 (d log det(C  + D )): 2 Then, f 2 H 0(Tg ; 1T;cl ) and it is easy to show f 1 2 0 2 f 1 0 f 2 = 0: Therefore, ff g de nes a one-cocycle of H 1 (Modg ; H 0 (Tg ; 1T;cl )). This is our class  (F). The exact sequence (5.2.3) over the Teichm�uller space Tg is considered as an exact sequence of Modg -sheaves and we have a canonical homomorphism   bc H 1 Modg ; H 0 (Tg ; 1T;cl ) 0! H 2 (Modg ; C ): The image bc((F)) 2 H 2 (Modg ; C ) of  (F) is given by a two-cocycle  c g 1 2 = exp 0 v flog det(C 3 5(t) + D 3 ) 2  (5.2.11) 0 log det(C 2 8( 1) 1 5(t) + D 2 ) 0 log det(C 1 5(t) + D 1 )g ; where we put 3 = 1 1 2 . Since we have det(C 3 5(t) + D 3 ) = det(C 2 8( 1 ) 1 5(t) + D 2 ) 2 det(C 1 5(t) + D 1 ); we conclude 3



3



g



3



g



3



g



3



g 1 2



2



2(`+g 3 ) ;



where 2(`+g3 ) is the cyclic subgroup of C of order 2(` + g ). Thus we obtain the following theorem. 3



3
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Theorem 5.2.5. Let F = ( : C ! B; s1 ; : : : ; sN ; 1 ; : : : ; N ) be a versal family of smooth curves of genus g over the the universal family over the Teichm�uller space Tg . Then the cohomology class (F) associated to the sheaf of twisted dierential operators D (cv ) by De nition 5.2.6 is the pull back of the cohomology class B







2H



1











Modg ; H 0 (Tg ; 1T;cl ) g



de ned by (5.2.10). The characteristic class c((F)) is the pull back of the cohomology class



() 2 H 2(Modg ; 2(`+g3 ) )



b c



de ned by (5.2.11). 5.3. The Dierential Equation Near the Boundary.



In this section we shall prove that the formal solutions constructed in (4.3.1) and (4.4.3) converge. Let F(0) = ( : C ! B; s1 ; : : : ; sN ) be a versal family of N -pointed stable curves and F = ( : C ! B; s1 ; : : : ; sN ; 1 ; : : : ; N ) a family obtained by adding formal neighbourhoods to F(0). We use the same notation as that of section 4.3. Let D be the discriminant locus of the family S F(0) and let D = ki=1 Di be the decomposition into irreducible components. In this section, for simplicity we assume k = 1. Put E = Di . Denote by E : CE ! E the restriction of C to E . Let eE : CeE ! E be obtained by the simultaneous normalization of E : CE ! E along the locus of double points over E and let  ;  : E ! CeE be the cross-sections corresponding to the normalized double points over the locus E . 0



00



CeE 000! ?CxE ,00! C? ?? ? e y s ; 0 ;00-&  y?s ; E ,00! B:



(0)



E



j



E



j



As was shown in Proposition 4.4.1, The family Fe(0) eE : CeE ! E ; s1 ; : : : ; sN ;  ;  ) E := ( 0



00



is a local universal family of (N + 2)-pointed (not necessarily connected) stable curves. Lemma 5.3.1. If we choose B suciently small, then there exist local coordinates (u1 ; : : : ; uM ; z ) (respectively, (u1 ; : : : ; uM ; w)) of a neighbourhood X (respectively, Y ) of  (E ) (respectively,  (E )) in CeE and a relative vector eld 0



00



2



C







`e H 0 eE ; 2 eE =E C



N  X



3



j =1







sj (E ) ;



which satisfy the following conditions. (1) The sections  and  are given by the mappings 0



00



 : (u1 ; : : : ; uM )  : (u1 ; : : : ; uM ) 0



00



@ : (2) `ejX = 12 z @z@ ; `ejY = 12 w @w



07 ! (u ; : : : ; uM ; 0) = (u ; : : : ; uM ; z); 70! (u ; : : : ; uM ; 0) = (u ; : : : ; uM ; w): 1



1



1



1
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Proof. Let  : CeE ! CE be the simultaneous normalization along the double points over E . Let (u1 ; : : : ; uM ; x) (respectively, (u1 ; : : : ; uM ; y)) be local coordinates of X (respectively, Y ) satisfying the condition (1) in the above lemma. Since  is an isomorphism (the identity mapping) on CeE n ( (E ) [  (E )) = CE n (E ), by the proof of Lemma 1.3.3, by (1.3.4) in particular, we have the following exact sequence.  0 0! 2 =E 0!  (2 e =E (0 (E ) 0  (E ))) 0! OE 0! 0; where the OE -module homomorphism  is given by   @ @ a(u; x) ; b(u; y) 70! @a(u; 0) + @b(u; 0) : 0



00



0



3



CE



00



CE



@x



@y



@x



@y



Note that the stalk of  (2 e =E (0 (E ) 0  (E ))) at a point (u), u 2 E consists of a pair of local holomorphic vector elds (a(u; x) @x@ ; b(u; y) @y@ ) with a(t; 0) = 0, b(y; 0) = 0 and the de nition of  is independent of the choice of local coordinates. The exact sequence induces an exact sequence 0 1 0 0! H 0 CE ; 2 =E (kS )    0! H 0 CE ;  2 e =E ( (kS) 0  (E) 0  (E )) 0 1  0! H 0 (E; OE ) 0! H 1 CE ; 2 =E (kS ) ; for each integer k, where we put N X sj (E ): S= 0



3



00



CE



CE



3



3



0



00



CE



CE



j =1



If k is suciently large, we have



C



0



1



H 1 E ; 2 E =E (kS ) = 0: C



Hence, by the above exact sequence there exists a relative vector eld



2



CeE ; 2 e =E ( (kS) 0  (E ) 0  (E))    = H CE ;  2 e =E ( (kS ) 0  (E ) 0  (E )) ;



`e H 0







3



0



00







CE



0



3



3



0



00



CE



such that



(`e)



 1:



In the local coordinates given above, `e has the form @ on X; @x @ `e = b(u; y) on Y @y



`e = a(u; x)



with



@a(u; 0) @b(u; 0) + @y 1: @x Adding an element coming from H 0 ( E ; 2 E =E ( S )) if necessary, and choosing , X and Y smaller, we may assume that X and Y have Taylor expansions



C



C



3







1 X a (u)xn ; a(u; x) = x + 2 n=2 n 1 X b (u)xn : b(u; y) = y + 2 n=2 n 1



1



B
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Now de ne z = z(u; x) and w = w(u; y) by @z 1 a(u; x) = z; z(u; 0) = 0; @x 2 @w 1 = w; w(u; 0) = 0: b(u; y) @y 2 Then, by choosing X and Y smaller, (u1 ; : : : ; uM ; z ) and (u1; : : : ; uM ; w) satisfy the above



conditions (1) and (2). 3 Let FeE = (eE : CeE ! E ; s1 ; s2 ; : : : ; sn ;  ;  ; 1 ; 2 ; : : : ; N ; z; w) be a family of (N + 2)pointed stable curves of genus g with formal coordinates obtained from Fe(0) E . Let `j (j ) dd be the formal Laurent expansion of `e with respect to the formal coordinate j . Thus we have `j (j ) 2 OE ((j )). Put 0



00



j











~` = `1(1 ) d ; : : : ; `N (N ) d : d1 dN



(5.3.2)



Next we reconstruct the family F(0) from the family Fe(0) E . Using the notation of Lemma 5.3.1, we may assume that X = f P 2 CeE j jz(P )j < 1 g; Y = f P 2 CeE j jw(P )j < 1 g: For a positive number " < 1 put X" = f P 2 CeE j jz (P )j < " g; Y" = f P 2 CeE j jw(P )j < " g:



Fix positive numbers "1 < "2 < 1 and let fU g366A be a nite open covering of CeE n(X"2 Y"2 ) such that U \ X"1 = ?; U \ Y"1 = ? for any  = 3; : : : ; A. Now put S



f 2 j j j < 1 g f 2 j jxj < 1; jyj < 1; j j < 1 g 2E f 2 C 2 j 2 C n [ Y ) or P 2 X and jz(P )j > j jg f 2 C 2 j 2 C n [ Y ) or P 2 Y and jw(P )j > j jg: On Z t S t W we introduce an equivalence relation  as follows (1) A point (P;  ) 2 Z \ (X 2 D) and a point (x; y;  ; u) 2 S are equivalent if and only if D=  C S0 = (x; y;  ) C3 xy = ; S = S0 Z = (P;  ) eE D P eE (X W = (P;  ) eE D P eE (X



0











(x; y;  ; u) = z(P ); z (P ) ; ; eE (P ) : 0



(2) A point (P;  ) 2 W \ (Y



2 D) and a point (x; y;  ; u) 2 S are equivalent if and only if 0











(x; y;  ; u) = w(P ) ; w(P ); ; eE (P ) : Z and a point (Q;  ) W are equivalent if and only if 0



(3) A point (P;  ) 2



0



2



(P;  ) = (Q;  ): 0
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Now put C = Z t S t W=  . Then it is easy to show that C is a complex manifold and there is a natural holomorphic mapping  : C ! E 2 D. Moreover, since we can assume that sj (E )'s are contained in CeE n (X [ Y ), we can de ne holomorphic sections sj 's by sj : E 2 D 0! C; (t;  ) 70! (sj (t);  ) 2 Z: In the same way we can de ne the holomorphic coordinates j . It is easy to show that ( : C ! E 2 D; s1 ; : : : ; sN ) (respectively, ( : C ! E 2 D; s1 ; : : : ; sN ; 1 ; : : : ; N )) is isomorphic to our original family F(0) (respectively, F). Hence, in the following we identify F(0) and F with the families constructed above. For each point (u;  ) 2 E (1) 2 D put C(u; ) =  1((u;  )); U (u;  ) = U \ Cu; ; 3 6  6 A; U1 (u;  ) = S \ Z \ Cu; ; U2(u;  ) = S \ W \ Cu; : Then, for each  6= 0, U (u;  ) = fU (u;  )g166A is an open covering of the curve C(u; ) . @ ) of the vector eld Lemma 5.3.2. For each point (u;  ) 2 E 2 D with  6= 0, the image ( @ 0



 @@ by the Kodaira-Spencer mapping



2 D) 0! H (C u; ; 2 )  is given by a Cech cohomology class f (u;  )g 2 H (U (u;  ); 2 covering U (u;  ) given above, where  : T(u; ) (E



1



(



)



(



C u;



1



)



(



C u;



)



) with respect to the



@ ; @z 21 (u;  ) = 12 (u;  );  (u;  ) = 0; if (; ) = (1; 2) or (2; 1): 12 (u;  ) = z



0



6



Proof. By the above equivalence relation, on U1 (u;  ) \ U2 (u;  ) we have  z= : w If U(u;  ) \ U (u;  ) 6= ? and (; ) 6= (1; 2) nor (2; 1), then the relation between the local coordinates of U(u;  ) and U (u;  ) does not depend on  . Hence, by the de nition of the Kodaira-Spencer mapping (see Remark 1.2.7.) we have 







@ @ =  @ = z @z ;   @ 12 w @   @ @ @   = w = z ; @ 21 @w @z   @   = 0; if (; ) = (1; 2) nor (2; 1): @  



0



6



Let us consider an N -tuple of formal vector elds 



~` = `1 (1 ) d ; : : : ; `N (N ) d d1 dN



3







as de ned in (5.3.2). Since we have `j (j ) dd 2 OE ((j )), we may regard ~` as an N -tuple of formal vector elds on F(0), that is, `j (j ) dd 2 OE D ((j )). j



j



2
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On B = E 2 D we have @ (~`) =  ; @



where the mapping  is de ned in (4.2.6).



Proof. Since both sides of the above equality in the corollary de nes holomorphic vector elds on B, it is enough to prove the equality for  6= 0. Let us consider an exact sequence 0 0! 2



=



C B



(0S ) 0! 2



=



C B



((m 0 1)S ) 0!



N M m M j =1 k=1



O j m B



0



+k



d dj



0! 0;



for a suciently large positive integer m. ~` de nes an element ~` of the third term of the exact sequence. On the other hand, for each (u;  ) 2 E 2 D,  6= 0, the meromorphic vector eld `e on CeE de nes meromorphic vector elds `eu; on Cu; n fU2(u;  ) n (U1 (u;  ) \ U2 (u;  ))g and @ on U (u;  ) such that both vector elds have the same image ~ ` in the above exact `eu; = 12 w @w 2 ~ sequence. Hence, the image of ` by the mapping 0



0



0



0



N M m M j =1 k=1



O j m B



0



+k



d dj



0! R  (2 = (0S)) 1



3



C B



is given at a point (u;  ) by an element



f; (u;  )g 2 H (C u; ; 2C 1



(



)



(u; )



);



where on U1 (u;  ) \ U2(u;  ) we have



j



0 j



12 (u;  ) = `eu; U1 (u; ) `eu; U2 (u; ) @ 1 @ = 12 z @z 2 w @w @ = z @z ; 21 (u;  ) = 12 (u;  ) 0



0



0



and on U (u;  ) \ U (u;  ) with (; ) 6= (1; 2), (2; 1) we have  (u;  ) = 0:



Thus ~` de nes the cohomology class given in Lemma 5.3.2. Hence we have the equality for  6= 0. 3 Let `~ be the meromorphic vector eld with (`~) given in Lemma 5.3.1 and `j be the formal Laurent expansion of `~ at Qj . Put ~` = (`1 ; : : : ; `N ) as in (5.3.2). Let h9e j 2 H~ (E )[[ ]] be an element de ned in (4.4.3). Put h9b j =  1 h9e j: We shall show that h9b j converges and is a multi-valued holomorphic section of V~ (F) near the boundary, by showing that h9b j is a formal solution of a dierential equation of Fuchsian type. y







y
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b j is a formal solution of the following dierential The formal power series h9 equation of Fuchsian type   d ~ ~ b j = 0:  0 T [`] + a(`) h9 d



Theorem 5.3.4.



b j converges and de nes a multi-valued holomorphic section of Moreover, h9 boundary.



V~(F) near the y



Proof. We may assume that B(?) is small enough so that there exists a symmetric bidierential ! 2 H 0(C (?) (?) C (?) ; ! 2(2?) = (?) (21)) with Res2 (!) = 1. By (5.1.2) we have B



C



B



h9e jTe(u)j8idu 2 H C; ! = (3S 2



0







2 







C B



(1)







) :



Let `e = `(z ) @z@ be the meromorphic vector eld given in Lemma 5.3.1. Then, for (u;  ) 2 E 2 D,  6= 0, e jTe(z )j8idz `(z)h9



is a meromorphic form on C(u; ) = C(u; ) nf (x; y;  ) 2 S0 j jxj 6  or jyj 6  g for a suciently small positive number  < 1. The boundary of C(u; ) consists of two disjoint simple closed curves + , . We choose the orientation of in such a way that Cu; lies in the right hand side of . Then by Theorem 3.4.3, (5.1.3) and (5.1.5) we have 0



0



0



0



6



p1 2 01



Z



1 `(z )h9j (z )j8idz + p 2  01



N X = resQ (`(u)h9b jTe(u)j8idu) b T e



+



=



j =1 N X j =1



6



Z 



0



hj



ji



b T e(w ) 8 dw `(w) 9



j



h9b jj (Res (`j (j )T (j )dj ))j8i  j =0



N



0 12cv X Res (`j (j )S! (j ))h9b j8i =



N X j =1



j =1



j =0



h9b jj (T [`j ])j8i 0 a(~`)h9b j8i:



On the other hand, on + we have `(z) dzd = 12 z dzd . Hence, by (5.1.2) we have 2



p1



01



Z 



+



hj



ji



b Te(z ) 8 dz `(z ) 9 Z



1 p 4 01 Z = p1 4 01 =



+



+



h j j i 0 12cv `(z)S! (z)h9b j8i b jT (z )j8idz; `(z )h9 



b T (z ) 8 `(z ) 9







dz



since S! (z)dz 2 is holomorphic at z = 0. Hence, by (4.4.2), (4.4.3) and Theorem 3.4.3, item (1)
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p1



01



Z



hj
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ji



b T e(z ) 8 dz `(z) 9 



+



m Z X X 1 1 +d =2  zh9djT (z )jvi (d) v i (d) 8idz



+ i=1 d=0 m X X 1 = 2  1 +d h9d jL0 (vi (d)) vi (d) 8i i=1 d=0 m X X = 12 (1 + d) 1 +d h9d jvi (d) vi(d) 8i: i =1 d=0 1



d







1



d







1



d







Similarly we have



p1 2 01



Z 



0



hj



ji



b T e(w ) 8 dw `(w) 9 1 md X X



= 12



d=0 i=1



(1y + d) 1 y +d h9d jvi(d) vi (d) 8i: 



Since we have 1 = 1y , we obtain N X j =1



h9b jj (T [`j ])j8i 0 a(~`)h9b j8i =



On the other hand, we have 



1 md X X



d=0 i=1



(1 + d) 1



+



d



h9djvi (d) vi (d) 8i:







hj ji



d b ) 8  (9 d



=



1 md X X



d=0 i=1



(1 + d) 1



+



d



h9djvi (d) vi (d) 8i:



Hence, h9b j is a formal solution of the dierential equation 











h j 0 (h9b jT [~`]) + a(~`)h9b j = 0:



d b 9 d



Finally we shall prove that h9b j converges and de nes a multi-valued section of V~ (F) near the boundary. By Theorem 4.4.2 V~ (F) is locally free. Fix a local trivialization p : V~ (F) ' O n : Then for the dierential operator D :=  dd 0 T [~`] + a([~`]) acting on V~ (F) from the left, the operator P := p  D  p 1 acting on O n is a system of rst order dierential equations of Fuchsian type. On the other hand, by Lemma 4.4.6 the local trivialization p induces a local trivialization of the sheaf Vb~=E n : pb: Vb~=E ' Ob =E Thus the formal solution h9b j may be considered as the n-tuple of formal power series which is the solution of the system of the dierential equations P of Fuchsian type. By the theory of dierential equations of Fuchsian type, the formal solution always converges. Thus, h9b j determines a multi-valued section of V~ (F) near the boundary. 3 For the theory of dierential equations of Fuchsian type we refer the reader to [6, chapter 4]. y



y



y



8



B



y



8



0



B



y



y



8



B



y
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g = 0.



5.4. The Dierential Equation for



In this section we shall study the dierential equations for the spaces of vacua in the case of g = 0. Fix a positive integer N > 3 and put



0 [ 1ij ;



BN = C N



i


where



1ij = f (z1 ; : : : ; zN ) 2 CN j zi = zj g: We consider P1 as C [f1g and in the following we x a coordinate u on C. We let F = ( : C ! B; s1; : : : ; sN ; 1; : : : ; N ) be a family of N -pointed Riemann spheres where



:



B = BN ; C = BN 2 P ; 1



C 0! B



the projection to the second factor; sj : B 0! B 2 P1 ; (z1 ; : : : ; zN ) 70! (z1 ; : : : ; zN ; (zj : 1));



and



Ob =s 0! O [[]]



j :



is given by



j (B )



C



B



0



j 1 () = j = u zj : 0



Since the coordinates j is determined by sj , (note that we x the coordinate u of C) the family F may be regarded as a family of N -pointed smooth curves of genus 0. Note that our family is not versal, since our family has a N -dimensional parameter space. The parameter space of a versal family of N -pointed smooth curve of genus 0 is of dimension N 0 3. In the following we de ne the integrable connection on V~ (F) over BN . The dierential equations of the at sections is nothing but the Knizhnik-Zamolodchikov equations. Put y



3 = f1; 2; : : : ; N; 1g;  = u 0 z ; for  = 1; 2; : : : ; N;  = 1=u; 1



and introduce an open covering fU g



3



2



de ned by



U = f (z ; : : : ; zN ; ) j (z ; : : : ; zN ) 2 BN ; jj <  g; 1



1



for a suitable positive number . Lemma 5.4.1.



The Kodaira-Spencer mapping : 2



B



of the family F is given by







0! R  2 = 0



=



1



X



3



aj (z)



C B



@ @zj



N X j =1



B







sj ( )



70! [fg]
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where on U \ U 6= ?,  6= ,  is given by (



 =



(a (z) 0 a (z )) @@ 0a(z) @@ ;



if 1 6 ;  6 N; if  = 1.











Moreover, Ker  is an O -free module of rank 3 spanned by the global sections B



N X j =1



zjk



@ ; k = 0; 1; 2: @zj



Proof. For U \ U 6= ?,  6= , and 1 6 ;  6 N we have  =  + z



0 z :



Hence, by section 1.2, we have  = (a (z)



0 a(z)) @@ :



On the other hand, if  = 1 and U \ U 6= ?,



 = 1=



Thus



1



0 z :



0



 = a (z ) 1



@ : @



This proves the rst part of the lemma. Next assume that [fg] is zero. Then, there exist 















2 0 U;  2 = 0 X sj (B) 3



C B



;



such that @ ; @ # (z; 0) = 0;  =   :



 = # (z;  )



0



Then, if 1 6 ;  6 N , we have a (z )



and if  = 1,



@ @



0  = a(z) 0 @@



 = a (z ) 1



Hence,







@ @



@ a (z ) @



is a global vector eld on C , and has the form



0 :



0 







@ (A(z ) + B (z )u + C (z )u2 ) @u :



(5.4.1)
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Therefore we have



0 fA(z) + B(z)( + z) + C (z)( + z) g 0 fA(z) + B(z)z + C (z)zg + O():



# (z;  ) = (a (z ) = a (z)



2



2



Hence, by (5.4.1) and by putting  = 0, we conclude



f



a (z) = A(z) + B (z)z + C (z)z2



g 3



The exact sequence 0 0! 2



N



0 X sj (B) 0! 2 = 0! M O







=



C B







C B



j =1



B



d dj



0! 0



gives the exact sequence 0 0!  2 3



Note that  2 3



N



=



C B



0! M O



B



j =1



0!



d # 1 R2= dj 3



0 X sj (B) 0! 0:







C B







is a free O -module of rank three and we can choose



=



B



C B



@ ; k = 0; 1; 2; @u



uk



as a basis of the O -module. For an element ~` 2 Nj=1 O dd , the image #(~`) is given by a one cocycle f# g, where  if 1 6 ;  6 N ` 0` # =   0` if  = 1: By Lemma 5.4.1 we have the following lemma. L



B



Lemma 5.4.2.



B



j



There is a natural O -module isomorphism B



N M



:



O



B



d dj



j =1 N X d aj (z ) dj j =1



0! 2 ; B



N



70! X aj (z) @z@ j ; j =1



such that the following diagram is commutative.



0 0



0000!  2? = 0000! LNj ?O 3



0000!



? y



Ker 



0000!



2



where the isomorphism  on  2 3



d



=1 B dj ? y



C B



=



C B







P # 0000! R  2 = (0 sj (B)) 0000!



1



uk







0



P  0000! R  2 = (0 sj (B)) 0000! 0; 3



has the form 



C B 







1



B



3



N X @ @ = zjk : @u j =1 @zj



C B
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De nition 5.4.3.



on H~ (F) by



For an element ~` = (`1 ; : : : ; `N ) 2 D(~`)(F



LN j =1 



j8i) = (~`)(F ) j8i + F 



N X j =1



B



d dj



we de ne the action of D(~`)



ji







j (T [`j ]) 8 :



(5.4.2)



O dd we have D(~`)(bg(F)H~ (F))  bg(F)H~ (F): 0 P 1 Proof. The sheaf  O 3 sj (B) is spanned by



Proposition 5.4.4.



3



For each element ~` 2



O
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LN j =1



B



j



B



1 (u 0 zi )m ; i = 1; 2; : : : ; N; m = 0; 1; 2; : : : : By the proof of Proposition 4.2.3, in particular by (4.2.11), it is enough to show that for 2 LNj=1 O dd and for h 2  O (3 P sj (B)) we have



~` = (`1 ; : : : ; `N )



B



3



j



C



((~`) + `j )(h) 2 



O 3 X sj (B) : For that purpose, it suces to prove that for A(z) 2 O ,    X  A(z) ~ ((`) + `j ) ( + 0z 0 z )m 2  O 3 sj (B) : j j i 



3







C



B



3



Put



d `j = cj (z ) ; j = 1; 2; : : : ; N: d j



Then, by Lemma 5.4.2, 



(~`) tj







C



PN 0 j =



(z ) @A@z(z) (mcj (z) 0 ci (z))A(z ) + ; ( u 0 zi ) m ( u 0 zi )m+1   A(z ) 0mcj (z)A(z) : = `j m (u 0 zi ) (u 0 zi)m+1



A(z ) (u zi )m



0







=1 cj



Thus we have 











PN 0 j =



(z) @A@z(z) (u 0 zj )m =1 cj



mci (z)A(z ) 0 0 (u 0 zi)m : P The right hand side is independent of j and de nes an element of  O (3 sj (B)). 3 L d ~ Corollary 5.4.5. For each element ~ ` 2 N j O d , D(`) acts on V~ (F) and V~ (F) as a



((~`) + `j ) tj



A(z) (u zj )m



i



j



+1



3



=1



twisted rst order dierential operator. Lemma 5.4.6. The vector space



H 0(P1



2 P ; !P 1



C



y



B



1 2P1



j



(21))



is one-dimensional and spanned by the element !=



dwdz



(w 0 z)2 :



(5.4.3)
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Hence in particular



S!



 0:



By this lemma in our situation we can de ne an integrable connection on V~ (F) and V~ (F). We shall explicitly write down the connection. For any h9j 2 V~ (F), v 2 V~ and ~` 2 LN d j =1 O d , by (4.2.6) and (4.2.8) we have y



y



B



j



N



h9jfD(~`)jvig = X Res (`j (j )h9jT (j )jvidj ); j =1



N



j =0



fD(~`)(h9j)gjvi = 0 X Res (`j (j )h9jT (j )jvidj ) + (~`)(h9jvi): j =1



j =0



Note that by the argument of section 3.5, h9jD(~`) = 0, if and only if fh9jD(~`)gjvi = 0 for all v 2 V~ . Thus by the above equalities we conclude that h9jD(~`) = 0, if and only if the following equality holds.



h ji



(~`) 9 v =



N X j =1



h9jT (j )jvidj ):



Res (` ( ) j =0 j j



By Lemma 5.4.2 and (3.5.14) the dierential equations de ning at sections are the following N X @ 9 v = Res ( 9 T (j ) v dj )  =0 @zj j +1 j



h ji



hj



= 2(g 1+ `) 3



N X



ji



N X N  X



Res  =0



j =1 j N X



i=1 k=1



h9j jkjvi : = (g 1+ `) z 0 zk k=1;k=j j



  h9j ik jvi dj (j + zj 0 zi )(j + zj 0 zk )



3



6



These equations are the Knizhnik-Zamolodchikov equations [24].
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