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Ultra-Fast detection of salient contours through horizontal connections in the primary visual cortex P. N. Loxley1 , L. M. Bettencourt1 and G. T. Kenyon2 1 2



CNLS and T-5, Theoretical Division, Los Alamos National Laboratory - Los Alamos, New Mexico 87545, USA. P-21, Physics, Los Alamos National Laboratory - Los Alamos, New Mexico 87545, USA.



PACS PACS PACS



42.66.Si – Visual perception 87.18.Sn – Neural networks and synaptic communication 07.05.Pj – Image processing



Abstract –Salient features instantly attract visual attention to their location and are crucial for object recognition. Experiments in ultra-fast visual perception have shown that object recognition can be surprisingly accurate given only ∼ 20 ms of observation. Such short times exclude neural dynamics of top down feedback and require fast mechanisms of low-level feature detection. We derive a neural model of the primary visual cortex with physiologically-parameterized horizontal connections that reinforce salient features, and apply it to detect salient contours on ultra-fast time scales. Model performance qualitatively matches experimental results for human perception of contours, suggesting rapid neural mechanisms involving feedforward horizontal connections can be used to distinguish low-level objects.



The human visual system can rapidly make sense of objects in cluttered environments filled with distracting information. A key step in this process is transforming visual input into a representation where useful information is made explicit [1]. Salient features [2–5] instantly attract visual attention to their location. In this sense they are features which “pop out”, making whole objects stand out from cluttered visual scenes. In evolutionary terms a rapid response to salient objects would be crucial for enabling biological organisms to respond quickly to predators, prey, or mates. Salient features also form the most distinctive set of visual prototypes for any class of objects, making them essential in object and facial recognition tasks [6, 7]. Salient features can be made explicit early in the visual system by transforming image intensity values detected at the retina, into regions of high neural activity in the primary visual cortex (V1). In one class of models used to describe fast object recognition neural activity is assumed to proceed along the visual pathway in a bottom-up feedforward manner, from lower to higher visual areas, before an object is identified with a particular object class [8]. The justification is that on fast time scales ∼ 50 ms topdown feedback connections do not have time to play an active role in recognition. However, horizontal connections within a visual area [9, 10] are active over fast time scales. These connections modulate neural activity from



stimuli at different locations in the visual field to generate contextual effects such as saliency [11]. Several models using horizontal connections to perform salient contour detection have been proposed [12–14]. Closed contours are known to be highly salient in the human visual system [15], and may also be necessary for ultra-fast detection of animals in natural scenes. It is known that the human visual system can distinguish between certain types of complex stimuli on ultra-fast (∼ 20) time scales [16]. Recently, it was found that a shape cue consisting of human-segmented outlines from natural images allowed animal scenes to be discriminated from non-animal scenes more rapidly than cues involving luminance, color, or texture [17]. In this case, task-relevant information was extracted within 1217 ms [17]. However, none of the models [12–14] has yet been shown to describe salient contour detection on such ultra-fast (∼ 20 ms) time scales. It is likely that similar neural mechanisms are involved in processing the shape cue necessary for rapid animal detection. In this Letter, we show how horizontal connections in V1 can form a representation on ultra-fast time scales that distinguishes closed contours from background clutter. Our model and approach differ from those in [12–14] and [18] in several important respects. The model is based on known neural mechanisms up to the level of V1, while non-neural components were used in refs. [12], [13] and
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ing along the visual pathway mean this duration will not begin when the target image is first presented, but will begin some time later. The first stage of the model takes an image represented as a set of intensity values I(r) at each point r = (x, y), and returns Iφ (r), the regions of I(r) that activate V1 neurons with orientation preference φ. This is done by convolving I(r) with the Gabor function gφ (r), then thresholding: Z  ′ ′ ′ Iφ (r) = H (1) gφ (r − r )I(r )dr ,



(b)



Fig. 1: Images in the contour detection task. (a) An image from ω1 that contains a single closed contour (center) and 4 distractors (surround). (b) An image from ω2 that is statistically similar to (a) and contains 5 distractors.



[18]. The model proposed here only requires a single excitatory neural population to perform contour detection, while the model due to Li includes both excitatory and inhibitory populations [14]. In addition, our approach takes into account simple-cell receptive field structure, and uses a large dataset of contour and distractor images in order to generate performance statistics on contour detection. Our model does not require repeated iterations for the visual system to eventually relax into a final state as in [18], which is incompatible with ultra-fast contour detection. The contour detection task we consider requires two image sets ω1 and ω2 . In ω1 , each image contains a fragmented closed contour similar to that shown in fig. 1(a), which varies in its size and location from image to image. To include the effects of a cluttered background we add n distractors, each made from a contour with its fragments (or sequences of fragments) rotated at random so that no closed contour is formed (see fig. 1(a)). Contours and distractors are statistically similar, however, in the human visual system contours will have greater saliency. Images in ω2 contain only distractors, no closed contours are present. To make ω2 statistically similar to ω1 we include n + 1 distractors, as shown in fig. 1(b). The task is to determine if an image (selected from ω1 or ω2 ) contains a closed contour. An image is presented for 20 ms before visual processing is interrupted by replacing the first (target) image with a second (masking) image in a paradigm known as backward masking [16]. Due to shortterm memory being present in the visual system it is likely some combination of the two images is then processed, and task performance typically decreases drastically if a suitable masking image is chosen. In this case the effect of a masking image is to limit the maximum time available for visual processing of the target image to approximately 20 ms. Any processing stages taking longer than 20 ms will be strongly influenced by the masking image (see supplementary information in ref. [8] for further details). We now propose a V1 neural model to describe visual processing of the target image that takes place over a 20 ms duration. Time delays experienced by a signal travel-



where the Gabor function [19] is gφ (r)



=



Rφ



=



g(r)



=



g(Rφ r),   cos φ − sin φ , sin φ cos φ     2 2π y + 0.25x2 cos y , exp − 2σ 2 λ



(2) (3) (4)



and depends on the spatial variance σ 2 , and spatial frequency λ. The Gabor function includes the important physiological characteristics of simple-cell receptive field structure [19]. The thresholding function H satisfies: H(x) = 1 if x ≥ κ, and H(x) = 0 if x < κ, and acts to sharpen V1 orientation tuning. The initial activity Iφ (r) is then modulated by long-range horizontal connections wφφ′ (r − r′ ), that link neural populations at r and φ, to populations at r′ and φ′ . The neural-population activity dynamics uφ (r, t) is then found by solving [20, 21]:   ∂ + 1 uφ (r, t) τ ∂t Z X = wφφ′ (r − r′ )S(uφ′ (r′ , t))dr′ + Iφ (r), (5) φ′



where S is the population spiking rate, S (u) =



1 , 1 + exp(−(u − θ)/σ ′ )



(6)



which is a sigmoid-shaped function with spiking-rate threshold θ and width σ ′ , and where τ is the time constant giving the duration of smoothed action potential spikes. We assume a value of τ ≈ 20 ms which accounts for mean synaptic and dendritic delays of V1 horizontal connections. We now derive an equilibrium solution of eq. (5) as follows. Setting the time derivative in eq. (5) to zero, and taking the limit σ ′ → 0 so that S reduces to a unit step function H satisfying: H(x) = 1 if x ≥ θ, and H(x) = 0 if x < θ, leads to XZ uφ (r) = wφφ′ (r − r′ )H(uφ′ (r′ ))dr′ + Iφ (r). (7) φ′



Since output from eq. (1) is binary-valued, setting θ so that all non-zero regions of input are above threshold means
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no subthreshold input is present in (7). Next, we physiologically constrain parameters in eq. (7) so that neural activity cannot reach threshold in regions of zero input: uφ (r, t) < θ where Iφ (r) = 0, which implies XZ (8) wφφ′ (r − r′ )H(uφ′ (r′ ))dr′ < θ, φ′



P R which is satisfied if φ′ wφφ′ (r)dr < θ. Provided this constraint holds we now have input-dominated activity: uφ (r, t) ≥ θ only where Iφ (r) ≥ θ. This allows us to replace uφ (r, t) with Iφ (r) in the argument of H with no change to the dynamics, making eq. (5) linear in uφ (r, t). The dynamics given by (5) then converges as exp (−t/τ ) to an equilibrium given by: XZ uφ (r) = wφφ′ (r − r′ )H(Iφ′ (r′ ))dr′ + Iφ (r), (9)
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x Fig. 2: Plot of function w(r) in eq. (10) showing its dependence on the angle 2ψ, and range r.



Next, after time τ the equilibrium given by eq. (9) is established, and we can apply eqs. (9)–(11) to yield the neural activity uφ (r) ≥ 1.5 shown in fig. 3. To test the constraint φ′ following from R (8) is satisfied we can approximate it Peq. using Fig. 2: w(r)dr ≈ 8×1×0.24×0.12 < θ = 0.98. φ —meaning that local feedback reduces to feedforward acNeural activity is modulated by horizontal connections so tivity within the V1 layer. In this case V1 neurons are that, on average, nearest-neighbor contour fragments reindriven directly by visual input, both locally (within their force each other through two-body interactions while disclassical receptive field) and nonlocally via horizontal contractor fragments do not. Most of the high neural activity nections from surrounding neurons. More generally, if is seen to be due to the the closed contour in fig. 1(a), subthreshold input was present in eq. (5) then local feedsuggesting it as the most salient feature in fig. 1. back might result in slower convergence to equilibrium. The contour detection task for an ensemble of images Long-range horizontal connections are predominantly exis generally more difficult than shown in fig. 1 due to citatory [9,10], and highly anisotropic—neurons are linked strong intermixing of contour and distractor fragments in most strongly to other neurons that lie in the direction of many images—there are no constraints on the relative potheir orientation preference [10]. We therefore assume: wφφ′ (r) ≥ 0, and decompose connections into orientation- sitions of contours and distractors and they often overlap. Although uφ (r) contains all the information availdependent and spatially-dependent parts as able from the V1 model, to show this representation is wφφ′ (r) = mφφ′ w(Rφ′ r). (10) sufficient for contour detection we need to find some functional of uφ (r) (called a feature vector [23]) which can For each orientation preference φ—given by applying Rφ be used to statistically discriminate between images in ω1 to r—the spatially-dependent part is given by w(r) ∈ and ω2 . The feature vector X[uφ (r)] = P R uφ (r)dr φ R {0, 1} shown in fig. 2: where 2ψ is the angular disper- with R = {x, y|uφ (r) ≥ θ + ∆θ}, corresponds to the tosion of connections about the orientation preference axis tal V1 neural activity at level θ + ∆θ or greater. In the (the x-axis in fig. 2), and r is the characteristic connection case of fig. 3, X will assign a large value to (a), and a range. The orientation-dependent part is: smaller value to (b). More generally, for an ensemble of  images its mean µ = hXi takes two different values µ1 ′ 1, if |φ (mod π) − φ | ≤ ∆φmax , mφφ′ = (11) and µ2 for ω1 and ω2 , respectively. A Bayes classifier 0, otherwise, [23] consisting of two Gaussian probability distributions where ∆φmax is chosen so that only populations with simi- p(X, ωi ): one centered at X = µ1 , and another at X = µ2 , lar orientation preferences are connected [9,10]. This form leads to a decision boundary where p(X, ω1 ) = p(X, ω2 ), of connectivity is also consistent with experimental studies shown as the vertical line in fig. 4(d). The Bayes decision rule states we should decide ω1 for values of X where on human perception of contours [22]. The V1 model comprising eqs. (1)–(4) and (9)–(11) is p(X, ω1 ) > p(X, ω2 ), otherwise decide ω2 . In fig. 4 we now used to assign saliency to the images in fig. 1. In show distributions for ω1 and ω2 for image sets containing order to allow horizontal connections to have long-range single closed contours and R single distractors. Using a feaeffects we do not break each 256 × 256-pixel image into ture vector X[I(r)] = I(r)dr outputting the total gray smaller “image patches” for processing, but rather we pro- value of each image yields the distributions in fig. 4(a). cess each image whole. The first step is finding Iφ (r) from Due to the statistical similarity of ω1 and ω2 these distrieqs. (1)–(4). To do this we discretize φ into K = 8 ele- butions are virtually identical and no decision boundary ments between 0 and π as φ = kπ/K for k = 0 to K −1. A can be drawn. In fig. 4(b) we apply the V1 model to nonzero Iφ (r) indicates a set of contour or distractor frag- each image, then use X[uφ (r)] to obtain the distributions ments that trigger a neural response corresponding to φ. shown. The ω1 and ω2 distributions are now distinct. In p-3
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Fig. 3: Neural activity from applying eqs. (1)–(4) and (9)–(11) to fig. 1. (a) uφ (r) ≥ 1.5 using fig. 1(a) for I(r). (b) uφ (r) ≥ 1.5 using fig. 1(b) for I(r). For 1×1 image dimensions, parameters are: σ = 0.004, λ = 0.02, κ = 0.016, θ = 0.98, r = 0.1, ψ = π/8, and ∆φmax = π/6.
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Fig. 4: Distributions for ω1 and ω2 . (a) Using X[I(r)] on raw images from ω1 (dark) and ω2 (light). (b) Using X[uφ (r)] after applying eqs. (1)–(4) and (9)–(11) to each image. (c) Parzen window estimate of distributions in (b) for ω1 (solid) and ω2 (dashed). Gaussian estimate of distributions in (b).
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figs. 4(c) and (d), the distributions in fig. 4(b) are estimated using Parzen-window (non-parametric) and Gaussian (parametric) methods [23]. Both decision boundaries lead to similar classification performance, so we use the Gaussian classifier in the following. We now consider a contour detection task where contour saliency is varied by changing the contour shape, as well as the number of distractors present. The model results are shown in fig. 5. Data points account for 3 different contour shapes (shown in top panel, fig. 5), and between 0 and 4 distractors in ω1 . Results converged after 400 images were used for each data point: the classifier was trained on 80 images from each image set, and tested on 120. For each data point the feature vector parameter ∆θ was found by maximizing classification performance on the training set, while ψ, r, and ∆φmax were found in the same way using only the first 2 data points for C1. The model is translation invariant and therefore insensitive to contour position. However, it is not completely scale invariant. There is a trade-off between specificity (having connections that are contour-specific) and invariance (having tolerance to contour size variation). In fig. 5, it is seen that model performance varies from very good at 94.2% for circular contours with no distractors, to just above chance at 52.1% for non-circular contours with 4 distractors. Performance generally decreases with increase in contour curvature, and increase in the number of distractors. This is in agreement with [12, 15], where one or two sudden changes in local curvature rapidly degraded contour visibility. Results in fig. 5 also qualitatively match experimental results in [12] for human perception of contours (see figs. 5 and 6 in [12]). In both cases performance decreases as shown in fig. 5 when contours become less circular, or as the level of background clutter increases. However, in [12] the task appears to be more difficult than ours and visual processing took 150 ms instead of our hypothesized 20 ms. We now propose a simple model framework that explains experimental results for human contour perception.
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Title The V1 model and connectivity is optimal for classification performance on circular contours. As contours become less circular, each contour fragment receives less reinforcement from its neighbors and neural activity over a contour decreases. Alternatively, as the number of distractors increases, there is a greater chance that contour and distractor fragments overlap so that both species are reinforced by neural interactions. In both cases contour saliency decreases and it becomes more difficult to distinguish contours from distractors. Model performance improves when contour fragments are reinforced over several iterations using a relaxation-type algorithm as in [18]. However, the existence of such an algorithm in the visual system is hard to justify [1], and the resulting speed of detection would be much slower. The rapid detection performance found here suggests low level object recognition (in this case contour detection) can take place much faster than has previously been realized. This hypothesis could be tested in human perception experiments by using easier contour detection tasks than those proposed in [11,12,15,22], combined with masking images as in [16] in order to measure the speed of detection.
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