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Unbiased homomorphic system and its application in reducing multiplicative noise D. Sen, M.N.S. Swamy and M.O. Ahmad Abstract: The problem of reducing the multiplicative noise corrupting a signal is discussed. A generalisation of the existing sampled function weighted order (SFWO) ﬁlter is proposed by relaxing the symmetry condition on the probability density function (PDF) of the noise. This generalised SFWO ﬁlter is then used within a homomorphic system to reduce the multiplicative noise. It is shown that the output from such a system is biased, and hence, a suitable bias compensation technique is suggested. An unbiased homomorphic system, whose design is based on the PDF of the corrupting multiplicative noise, is proposed to reduce the noise. Images generated by coherent imaging systems are always corrupted by speckle, a kind of multiplicative noise having a lognormal distribution. A ﬁlter called the mean median ﬁlter, to reduce additive white Gaussian noise, is ﬁrst proposed and then used within the unbiased homomorphic system to reduce the speckle in images. The effectiveness of the various proposed algorithms is demonstrated and compared with that of some of the existing schemes through extensive simulations.
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Introduction



Noise of a multiplicative nature is encountered in many applications such as coherent imaging, remote sensing and signal processing for communication systems. Filters to reduce speckle, which is a speciﬁc type of multiplicative noise, have been proposed by many investigators [1 – 7]. However, the reduction of a multiplicative noise of a general nature has been seldom considered. In most applications, the probability density function (PDF) of the noise is known or can easily be determined. Hence, it would be desirable to have a system, whose design is based on the PDF of the noise, for reducing the multiplicative noise. In this paper, the design of such a ﬁlter assuming the multiplicative noise to be stationary, white and uncorrelated to the uncorrupted original signal is proposed. The proposed ﬁlter belongs to the special class of nonlinear ﬁlters, namely, the homomorphic system [8, 9]. In a homomorphic system, the natural logarithm is used to transform the multiplicative nature of corruption into an additive one and then the resulting corrupted signal is processed by using a ﬁlter to reduce the additive white noise. An exponential function is then applied to the output of the ﬁlter. The use of a linear ﬁlter in the homomorphic system would not be effective when the additive noise has a non-Gaussian distribution, that is, the original multiplicative noise has a non-lognormal distribution. In such a case, the use of a nonlinear ﬁlter in the homomorphic system might prove to be effective. The sampled function weighted order (SFWO) ﬁlter proposed ¨ ten and de Figueiredo [10], which is a nonin the work of O linear ﬁlter and is easy to design, could be used as the ﬁlter # The Institution of Engineering and Technology 2006 IEE Proceedings online no. 20050289 doi:10.1049/ip-vis:20050289 Paper ﬁrst received 20th September 2005 and in revised form 7th March 2006 The authors are with the Department of Electrical and Computer Engineering, Concordia University, 1455, de Maisonneuve Blvd., West, Montreal, Quebec, Canada H3G 1M8 E-mail: [email protected] IEE Proc.-Vis. Image Signal Process., Vol. 153, No. 5, October 2006



to reduce the additive white noise, provided the PDF of the noise is symmetric. However, the additive noise obtained after the natural logarithm operation within the homomorphic system might not have a symmetric distribution. A generalisation of the SFWO ﬁlter is proposed by relaxing the condition of symmetric PDF of the additive noise. The generalised SFWO (GSFWO) ﬁlter is then used between the natural logarithm and the exponential functions of the homomorphic system in order to reduce noise of a multiplicative nature. It is shown that the output after the exponentiation of the homomorphic system would be biased and hence, a novel bias compensation technique is applied to the output to obtain the unbiased estimate. Coherent imaging systems are extensively used to capture images for various military, commercial and medicinal applications. Synthetic aperture radar (SAR), ultrasound and LASER imaging systems are a few prominent examples of coherent imaging systems. Images generated by such systems are corrupted by speckle, which is a type of multiplicative noise having lognormal distribution. The speckle present in such images hinder the process of understanding and classiﬁcation done by either a human interpreter or an automatic recognition system. Thus, despeckling (reduction of speckle) of images captured by various coherent imaging systems is quite important. There have been different image restoration approaches proposed in the literature to reduce speckle in images. One of the earliest ﬁlters to reduce speckle was suggested by Lee [6], wherein a linear approximation of the multiplicative noise model was used to obtain the ﬁlter. This ﬁlter was later found to be a particular case of the ﬁlter proposed by Kuan et al. [4], which is based on the minimum mean square error (MMSE) criterion and obtained by modelling the multiplicative noise corruption in the form P ¼ O þ (D 2 1)O, where D is the noise and O the uncorrupted signal. Frost et al. [5] have suggested a ﬁlter to reduce the speckle based on an adaptive estimation of the noise variance. An exponential weighting function based on the sample noise variance was applied to the samples within the ﬁlter window. Gamma ﬁlter, presented by 521



Gagnon and Jouan [1], is a maximum a posteriori estimator to reduce the speckle. It assumes that both the uncorrupted signal and the speckle noise have a gamma distribution. The PDF of the intensity of the speckle noise depends on the image formation process within the coherent imaging system. However, it can be shown that in most cases the intensity of the speckle approximately has a gamma distribution [11]. The lognormal distribution can also be assumed to be the PDF of the intensity of the speckle [1]. In this paper, we also consider the problem of reducing speckle using the unbiased homomorphic system, wherein the speckle is assumed to be white, stationary and uncorrelated to the uncorrupted signal, and has a lognormal distribution. In order to reduce the speckle, the unbiased homomorphic system uses a ﬁlter placed between the natural logarithm and the exponential functions to reduce an additive white Gaussian noise (AWGN). If the GSFWO ﬁlter-based unbiased homomorphic system is considered to reduce the speckle, it reduces to the sample mean ﬁlter-based homomorphic system followed by the bias compensation. The sample mean ﬁlter is optimal in both the MMSE sense and the maximum likelihood estimate (MLE) sense, when used to reduce an AWGN. However, this design makes an assumption, which may not always be true, that the uncorrupted signal to the ﬁlter is of constant amplitude within a ﬁlter window. For this reason, we propose a nonlinear ﬁlter, which is referred to as the mean median (MM) ﬁlter, to reduce the AWGN corrupting the signal to the ﬁlter. The output of the MM-ﬁlter is obtained by a combination of the sample mean and sample median estimates. Using the concept of asymptotic relative efﬁciency (ARE) [8], it is shown that a combination of the sample mean and sample median estimates performs better than the sample mean ﬁlter in reducing the AWGN, when the constant amplitude condition on the uncorrupted signal within a ﬁlter window is not met. Three novel criteria are provided to peform the combination. The proposed MM-ﬁlter is then used within the unbiased homomorphic system instead of the mean ﬁlter in order to reduce the speckle.



2.1



Derivation of the GSFWO ﬁlter



Now we propose a GSFWO ﬁlter to reduce the additive white noise by relaxing the symmetry condition on the PDF of the noise. This design extends the usability of the ﬁlter to applications where asymmetric PDF of the additive noise is encountered, for example, a homomorphic system. ¨ ten and Figueiredo [10], the classical problem of As in O estimating a constant amplitude signal L from the additively corrupted observed samples Y(i) within a ﬁlter window is considered YðiÞ ¼ L þ nðiÞ



where n(i) is assumed to be a zero-mean stationary white noise. It is also assumed that the uncorrupted signal L and the noise n are uncorrelated to each other. However, ¨ ten and Figueiredo [10], no unlike the design given by O assumption about the shape of the noise PDF is made. Equation (1) can be rewritten as



The structure of the proposed unbiased homomorphic system to reduce multiplicative noise is shown in Fig. 1. First, the input to the system is subjected to the natural logarithmic function to transform the multiplicative nature of the noise corruption into an additive one. Then the novel GSFWO ﬁlter (derived in Section 2.1), which is an orderstatistic ﬁlter, obtained by carrying out a generalisation of the SFWO ﬁlter is applied to reduce the additive noise. The coefﬁcients of the GSFWO ﬁlter are determined from the PDF of the multiplicative noise. Exponential function is then applied to the output from the GSFWO ﬁlter to get an estimate of the uncorrupted signal. This is followed by a novel bias compensation technique to obtain the unbiased estimate. The various parts of the proposed system is explained in detail over the next few sections.



ð2Þ



YðiÞ ¼ L þ svðiÞ



where s . 0 is the standard deviation of n(i) and with this normalisation, v(i) is a zero-mean unit-variance noise. Let the ﬁlter window be of size R  R. All the elements within that window, when put in an array in an ascending order of magnitude, can be expressed as Yð1Þ ðiÞ  Yð2Þ ðiÞ  Yð3Þ ðiÞ      YðrÞ ðiÞ;



r ¼ R2



The output of the GSFWO ﬁlter is given as Pr j¼1 hj Yð jÞ ðiÞ Pr VðiÞ ¼ j¼1 hj



ð3Þ



ð4Þ



where hj stands for the unnormalised coefﬁcients of the GSFWO ﬁlter, yet to be determined using this design. All the noise elements within the ﬁlter window are assumed to be independent identically distributed (i.i.d) random values and thus, the observed corrupted samples will also be i.i.d samples. For simplicity, dropping the index i, each element of the array can be represented as Yð jÞ ¼ L þ svð jÞ ;



2 Proposed unbiased homomorphic system for multiplicative noise reduction



ð1Þ



j ¼ 1; 2; 3; . . . ; r



ð5Þ



Note that the order in Y holds for v as well. Let Cjk ¼ E½vð jÞ vðkÞ   E½vð jÞ  E½vðkÞ ;



j; k ¼ 1; 2; 3; . . . ; r ð6Þ



be the elements of the covariance matrix of the ordered v, where E[.] represents the expected value. From (5), it is clear that the order in Y is the same as that in v. The MMSE criterion [8] is used here to determine the coefﬁcients of the GSFWO ﬁlter. The mean square error (MSE) between the corrupted signal Y and the recovered signal V can be expressed as E½ðV  LÞ2  ¼ E½V2   2E½VL þ E½L2 



ð7Þ



Substituting the expression for V from (4), we obtain Pr Pr ~ ð j;kÞ ; LÞ hj hk ðE½Y j¼1 2 Pk¼1 ð8Þ E½ðV  LÞ  ¼ r Pr j¼1 k¼1 hj hk



Fig. 1 Proposed GSFWO ﬁlter-based unbiased homomorphic system to reduce noise of a multiplicative nature 522
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where



or



~ ð j;kÞ ; L ¼ E½Yð jÞ YðkÞ   2E½LYð jÞ  E½LYðkÞ  þ E½L2  E½Y By simple algebraic manipulation, it can be shown that the result of minimising the MSE given by (8) yields the solution r X



hj Cjk ¼ 1



ð9Þ



" 2 # d fv ðvj Þ 1 Dl hj ¼ rfv ðvj Þ 1  jDl ðDlÞ2



where d2(.) is the second central difference. It is seen that when r ! 1 (asymptotic behaviour), Dl ! 0 and (1 2 jDl) ! 1. Taking the limit in (13) as Dl ! 0, we have



j¼1



lim hj ¼ rfv ðvÞ



and hence, the coefﬁcients of the GSFWO ﬁlter are given by hj ¼



r X



C jk



ð10Þ



k¼1



Here C jk represents the elements of the inverse covariance matrix of v. Let the standard PDF of the additive noise v be fv(v) and the cumulative distributive function (CDF) of v be represented by Fv(v). In order to obtain the values of the coefﬁcients given by (10), we now examine their asymptotic behaviour (r ! 1). As presented in the work of Mosteller [12], the samples of v, v( j) and v(k), given in (5) are asymptotically distributed (as r ! 1) according to the normal bivariate distribution with the covariance given by



lj ð1  lk Þ ; Cjk ¼ rfv ðvj Þfv ðvk Þ



1ijr



ð11Þ



where



lj ¼



j rþ1



and



vj ¼ Fv1 ðlj Þ



In (11), it is assumed that fv(v) is non-zero and that fv0 and 21 fv00 exist for F21 v (0) , v , Fv (1). As the covariance matrix is singular in nature, the well-known Moore Penrose equations [13, 14] are used to ﬁnd the elements of its pseudo-inverse and the matrix thus obtained is considered as the inverse covariance matrix. Thus, the elements of the inverse covariance matrix are derived as C jj ¼



2rfv2 ðvj Þ ; Dlð1  jDlÞ



C jk ¼



rfv ðvj Þfv ðvk Þ ; Dlð1  jDlÞ



1jr1



j; k ¼ 1; 2; . . . ; r  1; j j  kj ¼ 1 C rr ¼



ð12Þ



rfv2 ðvr Þ Dlð1  rDlÞ



C jk ’ 0;



for j j  kj . 1



where Dl ¼ 1/(r þ 1). Now, by substituting the expressions for inverse covariance matrix elements given by (12) into the expression for the coefﬁcients of the GSFWO ﬁlter given by (10), we obtain 2rfv2 ðvj Þ rfv ðvj Þfv ðvj1 Þ rfv ðvj Þfv ðvjþ1 Þ   hj ¼ Dlð1  jDlÞ Dlð1  jDlÞ Dlð1  jDlÞ   1 fv ðvj1 Þ  2fv ðvj Þ þ fv ðvjþ1 Þ ¼ rfv ðvj Þ Dl 1  jDl " 2 # 1 d fv ðvj Þ ¼ rfv ðvj Þ Dl 1  jDl IEE Proc.-Vis. Image Signal Process., Vol. 153, No. 5, October 2006



ð13Þ



Dl!0



d2 fv ðvÞ dl ¼ HðlÞ dl 2



ð14Þ



Now, let fv(v) ¼ ln( fv(v)). As l ¼ Fv(v), we obtain dl ¼ fv(v) dv. Thus, (14) reduces to HðlÞ ¼ rf00v ðvÞ dl;



0,l,1



ð15Þ



The multiplying term 2r, which is independent of l, gets cancelled when the coefﬁcients are normalised by putting them in the form given by (4). Hence, omitting this term, we obtain HðlÞ ¼ f00v ðvÞ dl;



0,l,1



ð16Þ



¨ ten and Figueiredo [10], Similar to the one proposed by O . we obtain the coefﬁcients h( ) as a special form of H(.) hðlÞ ¼ f00v ðvÞ;



0,l,1



ð17Þ



It should be noted that hj could be obtained from the expression of h(l) by sampling it at intervals of 1/ (n þ 1), for 0 , l , 1. Now, substituting the value of v from (11), we can write (17) as    j ; j ¼ 1; 2; 3; . . . ; r ð18Þ hj ¼ f00v Fv1 rþ1 Note that unlike the design of the SFWO ﬁlter, (18) gives the expression for the coefﬁcients of the GSFWO ﬁlter, without assuming the condition of symmetric PDF for the noise. Similar to the SFWO ﬁlter, the GSFWO ﬁlter has the following properties. 1. It is asymptotically efﬁcient (that is, it satisﬁes the Cramer – Rao lower bound [15]). 2. It can be designed with a simple methodology that does not require excessive computation as is the case with the design of L-ﬁlters. 3. Unlike in the classical L-ﬁlter design, it does not require a redesign when the data size changes. 2.2 Coefﬁcients of the GSFWO ﬁlter within the homomorphic system Noise corruption of a multiplicative nature in a digital signal can be interpreted as each sample of the uncorrupted original signal being multiplied by a random noise element. This noise corruption of a multiplicative nature is modelled either as CðiÞ ¼ Q þ Q  t ðiÞ or CðiÞ ¼ Q  t ðiÞ



ð19Þ



where t(i) is a multiplicative stationary white noise having a zero mean in the ﬁrst expression and unit mean in the second expression of (19), Q is the original signal that is assumed to be constant within a ﬁlter window, and C(i) the observed corrupted signal. It is also assumed that the 523



uncorrupted signal Q and the noise t are uncorrelated to each other. Both the expressions in (19) can be rewritten as CðiÞ ¼ Q  FðiÞ



ð20Þ



where F(i) is a unit-mean multiplicative white noise. The corrupted signal is passed through the homomorphic system described in Section 2 to reduce the multiplicative noise. The ﬁrst step in the homomorphic system is to take the natural logarithmic transform of the observed corrupted signal. Applying the natural logarithm to both sides of (20), we have ln CðiÞ ¼ ln Q þ ln FðiÞ



ð21Þ



YðiÞ ¼ L þ nðiÞ



ð22Þ



where n(i) is a random zero-mean stationary white noise and L ¼ ln Q þ m, m being the mean of ln F(i). As the multiplicative noise is white, the additive noise obtained after the nonlinear transform will remain white [16]. It is seen that (22) is the same as (1); to reduce the additive noise n(i), the GSFWO ﬁlter is applied. Once the additive noise has been reduced, the original signal can be estimated by applying the exponentiation operation followed by a bias compensation to nullify the shift m. Next, the coefﬁcients of the GSFWO ﬁlter within the homomorphic system for a given PDF of the multiplicative noise are derived. Let the standard PDF of the multiplicative noise F be fF(F) and the corresponding CDF FF(F). From (2) and (22), it is seen that the noise random variables v and F are related by sv ¼ ln(F), where F ¼ F21 F (l), 0 , l , 1. As the constant s does not affect the type of distribution of the random variables, without loss of generality, we assume s ¼ 1. Hence, we have v ¼ ln(F). The effect of the non-zero mean m of ln(F) is taken into account by an appropriate bias compensation as explained in Section 2.3. Now, from the relation between v and F, we can deduce the following 0,l,1



ð23Þ



The next task is to ﬁnd the relation between fv and fF , where fF ¼ ln( fF(F)). The relation between the PDFs is given by fv ðvÞ ¼ fF ðexpðvÞÞjJ j



We now show that the presence of a non-zero m makes the output after the exponentiation operation biased, and give a method to compensate for the bias. The output, denoted by ˆ , from the GSFWO ﬁlter within the homomorphic system L is given by ^ ¼ lnðQÞ ^ þm ^ L where rupted taking biased



Fv ðvÞ ¼ ln fv ðvÞ ¼ lnð fF ðexpðvÞÞ  expðvÞÞ ¼ FF ðexpðvÞÞ þ v



ð25Þ



Further from (25), one can obtain



f0v ðvÞ ¼ 1 þ f0F ðexpðvÞÞ  expðvÞ f00v ðvÞ ¼ f0F ðexpðvÞÞ  expðvÞ þ f00F ðexpðvÞÞ  expð2vÞ



ð28Þ



ˆ is the unbiased estimate of the original uncorQ ^ is the estimate of the shift. Now, signal and m ˆ , we obtain the the exponential of the estimate L estimate and it is expressed as ð29Þ



^ This It is seen that the output is biased by a factor exp(m). bias can be compensated as follows. Taking the expected value on both sides of (29), we obtain ^  expðmÞ ^ 0  ¼ E½Q ^ E½Q



ð30Þ



Now, by consistency theory of estimates [15], when the number of samples used for estimation tends to inﬁnity, we have ^ Q¼Q



ð31Þ



Taking the expected value on both sides of (31), we obtain ^ E½Q ¼ E½Q



ð32Þ



Further, as F is assumed to have unit mean, we have E½Q ¼ E½C



ð33Þ



Using (30), (32) and (33), a bias compensation constant j is deﬁned as ^ ¼ j ¼ expðmÞ



^ 0 E½Q E½C



ð34Þ



and the compensation is achieved as ^0 ^ ¼Q Q j



ð35Þ



ˆ 0 ) and the Thus, as both the biased recovered signal (Q observed signal (C) are available, the unbiased estimate ˆ ) can readily be obtained using (35). of the original signal (Q



ð24Þ



where J ¼ dF/dv is the Jacobian of the transformation v ¼ ln(F) [17]. Therefore



ð26Þ ð27Þ



Hence, from (18), (23), (26) and (27), it is clear that the coefﬁcients of the GSFWO ﬁlter within the homomorphic system can be obtained if fF(F), the PDF of the multiplicative noise, is known. At the end of the homomorphic system, the exponentiation operation is applied to obtain the estimate of the original signal. 524



Bias compensation



^ ¼ expðlnðQÞ ^ þ mÞ ^  expðmÞ ^ 0 ¼ exp L ^ ¼Q ^ Q



which can be rewritten as



Fv1 ðlÞ ¼ lnðFF1 ðlÞÞ;



2.3



3 Performance of the various ﬁlters in reducing multiplicative noise in images In this section, the performance of the proposed unbiased homomorphic system in reducing a multiplicative noise is compared with that of a few known ﬁlters. The ﬁlter considered for comparison with that of the proposed one are the ﬁlter proposed by Kuan et al. [18] and homomorphic systems based on the sample mean ﬁlter [19], sample median ﬁlter [20] and the edge-adaptive Wiener ﬁlter [18, 21]. Let us ﬁrst consider the proposed unbiased homomorphic system to reduce noise of a multiplicative nature. As mentioned in Section 2.2, the coefﬁcients of the GSFWO ﬁlter are derived based on the nature of the PDF of the multiplicative noise. Hence, different GSFWO ﬁlters are obtained depending on the type of multiplicative noise. Three different distributions of the multiplicative noise are considered, and the corresponding expressions for fF(F) are given below. IEE Proc.-Vis. Image Signal Process., Vol. 153, No. 5, October 2006



1. Gaussian distribution



0.16



fF ðFÞ ¼ ln fF ðFÞ ¼ K  F2



ð36Þ



2. Uniform distribution



0.12



fF ðFÞ ¼ ln fF ðFÞ ¼ ln K  Fa and



FF1 ðlÞ



0.14



¼ 2l  1



0.1



ð37Þ



0.06



3. Lognormal distribution



fF ðFÞ ¼ ln fF ðFÞ ¼ K  ðlnðFÞÞ2



0.08



ð38Þ



0.04



0.02



In the above equations, K represents a constant and in (37), a is assumed to be a very large integer [10]. For all the three cases, the corresponding coefﬁcients of the GSFWO ﬁlter can be obtained using (18) and (27). Fig. 2 shows the coefﬁcients of the GSFWO ﬁlter obtained using the method proposed in Section 2.2 for the three PDFs of the multiplicative noise given in (36 – 38). It is seen from Fig. 2c that the GSFWO ﬁlter reduces to a mean ﬁlter when the multiplicative noise has a lognormal distribution. As shown in Fig. 1, the GSFWO ﬁlters obtained for each of the multiplicative noise are then used within the unbiased homomorphic system to reduce the corresponding multiplicative noise. Fig. 3 shows the original ‘Pepper’ image, ‘Pepper’ image corrupted by a multiplicative Gaussian noise of variance 0.25 (normalised with respect to the maximum greyscale value of 255) and the images ﬁltered by the proposed system as well as the other ﬁlters considered for comparison. Fig. 4 gives the corresponding results when the image is corrupted by a noise with uniform distribution. The bias compensation proposed in this paper is also employed in other homomorphic systems that have been considered for the purpose of comparison to reduce multiplicative noise. The images given in Figs. 3h – j and 4h –j correspond to the images recovered by employing the proposed bias compensation technique in other existing homomorphic systems. From these ﬁgures, it can be seen that the proposed spatial domain unbiased homomorphic system using the GSFWO ﬁlter effectively reduces the multiplicative noise for all the different distributions considered. The ﬁlter proposed by Kuan et al. [18], which will henceforth be referred to as the Kuan ﬁlter, leaves behind a signiﬁcant amount of noise in comparison with the proposed system. Even though the performance of the homomorphic system employing the sample mean or sample median ﬁlter is quite good when the noise has a lognormal distribution, the proposed ﬁlter has an even better performance. However, when the noise has a Gaussian or a uniform distribution, the proposed system is clearly superior to the mean or median ﬁlter-based systems in removing the noise. The homomorphic system employing the edge-adaptive Wiener ﬁlter leaves behind a signiﬁcant amount of noise at the edges when the noise has a lognormal distribution, whereas the noise left behind is quite considerable not only at the edges but also in the homogeneous regions as compared to that in the images ﬁltered using the proposed system. Thus, on a qualitative basis, it may be concluded that the GSFWO ﬁlter-based unbiased homomorphic system gives the best results among all the ﬁlters considered for reducing multiplicative noise. Table 1 gives quantitative results obtained by the various ﬁlters in reducing multiplicative noise. The MSE between each recovered image and the original uncorrupted image is listed for the different kinds of multiplicative noise IEE Proc.-Vis. Image Signal Process., Vol. 153, No. 5, October 2006
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Fig. 2 Coefﬁcients of the GSFWO ﬁlter within the homomorphic system for multiplicative noise with different distributions a Filter coefﬁcients when noise PDF is Gaussian b Filter coefﬁcients when noise PDF is uniform c Filter coefﬁcients when noise PDF is lognormal



considered. The MSE is calculated as



MSE ¼



M X N 1 X ðI ði; jÞ  IO ði; jÞÞ2 MN i¼1 j¼1 R



ð39Þ 525



Fig. 3 Qualitative results using the ‘Pepper’ image showing the performance of the various ﬁlters in reducing multiplicative noise having Gaussian distribution a Original ‘Pepper’ image b Noisy image c Image recovered by the proposed GSFWO ﬁlter-based unbiased homomorphic system d Image recovered by the Kuan ﬁlter e Image recovered by the sample mean ﬁlter-based homomorphic system f Image recovered by the sample median ﬁlter-based homomorphic system g Image recovered by the edge-adaptive Wiener ﬁlter-based homomorphic system h Image recovered by the sample mean ﬁlter-based unbiased homomorphic system i Image recovered by the sample median ﬁlter-based unbiased homomorphic system j Image recovered by the edge-adaptive Wiener ﬁlter-based unbiased homomorphic system 526
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Fig. 4 Qualitative results using the ‘Pepper’ image showing the performance of the various ﬁlters in reducing multiplicative noise having uniform distribution a Original ‘Pepper’ image b Noisy image c Image recovered by the proposed GSFWO ﬁlter-based unbiased homomorphic system d Image recovered by the Kuan ﬁlter e Image recovered by the sample mean ﬁlter-based homomorphic system f Image recovered by the sample median ﬁlter-based homomorphic system g Image recovered by the edge-adaptive Wiener ﬁlter-based homomorphic system h Image recovered by the sample mean ﬁlter-based unbiased homomorphic system i Image recovered by the sample median ﬁlter-based unbiased homomorphic system j Image recovered by the edge-adaptive Wiener ﬁlter-based unbiased homomorphic system IEE Proc.-Vis. Image Signal Process., Vol. 153, No. 5, October 2006
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Table 1: MSE values obtained after employing the various ﬁlters to reduce the multiplicative noise in the ‘Pepper’ image Image



Noisy image Recovered by the



MSE Gaussian



Uniform



Lognormal



noise PDF



noise PDF



noise PDF



3159.8



3604.8



1917.1



226.54



289.4



326.67



proposed GSFWO ﬁlter-based unbiased homomorphic system Recovered by the Kuan



295.7



329.17



762.4



859.52



848.71



431.29



371.37



596.43



526.61



790.72



724.76



328.03



582.81



524.91



326.67



371.75



578.49



342.18



605.47



465.39



213.6



ﬁlter Recovered by the sample mean ﬁlter-based homomorphic system Recovered by the sample median ﬁlter-based homomorphic system Recovered by the edge-adaptive Wiener ﬁlter-based homomorphic system Recovered by the sample mean ﬁlter-based unbiased homomorphic system Recovered by the sample median ﬁlter-based unbiased homomorphic system Recovered by the edge-adaptive Wiener ﬁlter-based unbiased homomorphic system



where IO and IR are the original and recovered images of size M  N. Note that the MSE value given in the tables corresponding to the noisy image is obtained between the noisy image and the uncorrupted original image. It is evident from the table that the proposed system outperforms the others in reducing multiplicative noise having different distributions. This better performance of the proposed unbiased homomorphic system using GSFWO ﬁlter can be attributed to the fact that the coefﬁcients of the ﬁlter are derived based on the type of distribution of the noise. It can be observed from the table that the sample mean ﬁlter-based unbiased homomorphic system gives the same result as that of the proposed system when the noise is lognormally distributed. This should be the case as the GSFWO ﬁlter in the proposed system reduces to a sample mean ﬁlter for a multiplicative noise with lognormal distribution. However, for other types of noise considered, the proposed system gives a better performance. It can also be observed from the table that the edge-adaptive Wiener ﬁlter-based unbiased homomorphic system gives results better than the proposed system when the noise has a lognormal distribution, whereas the later outperforms the former in other cases. This is due to the fact that the Wiener ﬁlter used is adapted to the edges, and 528



hence does not blur the edges. It is also evident from the tables that the systems with the bias compensation give better results compared with those without the bias compensation. This demonstrates the importance of the proposed bias compensation technique in a homomorphic system.



4 Speckle corruption in coherent imaging systems Coherent imaging system receives signals as a coherent sum of various reﬂected waves. Speckle is generated due to the random interference between the returning coherent waves reﬂected from an irregular surface, and appears as strong dark and bright granulations in the image. This hinders both the manual and automatic image understanding capability. Speckle could be fully or partially developed depending on the scatterer number density [22]. A fully developed speckle has the characteristics of a random multiplicative noise and its intensity follows a negative exponential distribution [11]. In some of the coherent imaging system such as the SAR imaging systems, speckle reduction is done by multilook integration process, where incoherent averaging of signal frames, obtained from different segments of the signal frequency spectrum, is performed [2]. Thus, if L different segments of the signal spectrum are considered, an L-look image is said to be produced. In an L-look image, p the standard deviation of the noise decreases by a factor L, but the spatial resolution is degraded by a factor of L [2], which is also referred to as the equivalent number of looks (ENL). For a single-look image, the intensity of the speckle follows negative exponential distribution, similar to that of the fully developed speckle discussed earlier. But, as L ! 1, the speckle intensity tends to follow a Gaussian distribution [11]. This is because of the fact that the addition of a large number of independent random variables produces a Gaussian distributed random variable, irrespective of the individual distributions. However, it can be shown that the speckle intensity approximately follows a gamma distribution in a multi-look image, when 1 , L , 1 [1, 2, 11]. The mean-to-standard deviation ratio of a such a distribution satisﬁes the relation   pﬃﬃﬃ mean ¼ L; a constant ð40Þ standard deviation It should be noted that the standard deviation used in (40) is normalised with respect to largest greyscale value of 255 and the ENL L  1. It has been found that the logtransformed noise obtained by applying the logarithmic transformation to the signal corrupted by fully developed speckle is very close to the Gaussian distribution [22 –24]. This approximation can even be considered in the case of partially developed speckle [22, 24]. Therefore the lognormal distribution, which is easy to handle statistically, can be used to approximate the shape of the PDF of the intensity of the speckle, as the logarithmic transformation of a lognormally distributed random variable results in a Gaussian distributed random variable. In case of multilook images, as stated in the work of Gagnon and Jouan [1], using either the gamma distribution or the lognormal distribution to model the speckle does not result in a signiﬁcant difference in the ﬁlter performance. Multilook integration process, which is sometimes carried out in coherent imaging systems before the ﬁnal image is formed, usually results in minimal reduction in the speckle. Hence, it is necessary to apply an image restoration process to the IEE Proc.-Vis. Image Signal Process., Vol. 153, No. 5, October 2006



image signal after it is formed by the coherent imaging system. The methods, discussed in this paper, to reduce the speckle in images are all examples of the image restoration process. 5 Proposed unbiased homomorphic system to reduce speckle The speckle noise corruption is modelled as a s ¼ b s  hs



ð41Þ



where as is the observed corrupted signal, bs is the original uncorrupted signal and hs is the unit-mean multiplicative white noise with a lognormal distribution (speckle). The problem is to get an estimate b^ s of bs from the observed signal as . The proposed unbiased homomorphic system, shown in Fig. 5, uses the natural logarithm to transform the multiplicative lognormal noise into an additive Gaussian one and then processes the resulting corrupted signal using a novel MM-ﬁlter (derived in Section 5.1). The MM-ﬁlter uses a suitable combination of the sample mean and sample median estimates to get the ﬁltered output. An exponential function is then applied to the output of this ﬁlter. Finally, the bias compensation technique proposed in Section 2.3 is employed. 5.1



MM ﬁlter



As mentioned earlier, when a homomorphic system is employed to reduce the speckle, it utilises a ﬁlter to reduce the AWGN present after the natural logarithm operation is carried out. The sample mean ﬁlter, which is optimal in both the MMSE sense [25] and the MLE sense [8], can be used to reduce the AWGN. The GSFWO ﬁlter (introduced in Section 2.1), whose design is based on the MMSE criterion, yields the sample mean ﬁlter when the additive noise is white Gaussian. This ﬁlter is designed with the assumption that the uncorrupted signal is of constant amplitude within a ﬁlter window. This assumption may not always be true and may result in blurring the edges when used on images. Edge-adaptive Wiener ﬁlter [21], a popular ﬁlter used to reduce AWGN in images, does the ﬁltering based on the local sample variance and the estimated variance of noise. It essentially does sample mean ﬁltering at the homogeneous regions of the image, with no ﬁltering at the heterogeneous regions. Hence, a signiﬁcant amount of noise might remain at the edges in an image recovered using the edge-adaptive Wiener ﬁlter. As the information in a greyscale image is given by spatial variation of the intensity, edges are the key to the understanding of an image. Thus, a ﬁlter which leaves noise at the edges in an image might not be desirable. The sample median ﬁlter is known for its edge preserving property when applied on an image and is optimal in the MMSE sense when the additive noise has a Laplacian distribution [8]. It is also an unbiased consistent estimator of a signal corrupted by an additive noise having a Gaussian distribution, but is not the minimum variance unbiased (MVU) estimator [15]. The sample mean ﬁlter is the



MVU estimator when the noise has a Gaussian distribution and hence, has a better noise reduction capability. Thus, a judicious combination of the sample mean and sample median estimates might provide a better noise reduction as well as a better preservation of the edges while reducing AWGN in images. Consider an image signal and let the ﬁlter window be currently over a part of the image that contains an edge. Let the original signal have two different amplitudes within the ﬁlter window, say, x1 and x2 . Then, we can express the corrupted signal within the ﬁlter window as yðiÞ ¼ ½x1  x2  þ nðiÞ



ð42Þ



where [x1  x2] stands for either x1 or x2 depending on the value of i. Therefore PDFð yÞ ¼ PDFð½x1  x2 Þ  PDFðnÞ



ð43Þ



where the index i has been dropped for simplicity. In (43), PDF(.) represents the PDF of the associated random variable and  stands for convolution. The PDF of n is Gaussian with a zero mean, as n is assumed to be an AWGN. The PDF of n is given by  2 1 n ð44Þ fn ðnÞ ¼ pﬃﬃﬃﬃﬃﬃ exp 2s2 2ps After carrying out the convolution operation in (43), we obtain the PDF of y to be   H ðy  x1 Þ2 fy ðyÞ ¼ pﬃﬃﬃﬃﬃﬃ exp 2s2 2p s   1H ðy  x2 Þ2 þ pﬃﬃﬃﬃﬃﬃ exp ð45Þ 2 s2 2p s where H gives the weight of the impulse corresponding to x1 . Hence, 1 2 H will be the weight of the impulse corresponding to x2 , as the total area under any PDF curve is unity. The process of noise reduction can also be portrayed as the estimation of the location or the mean of the PDF of the random variable y [8]. The ARE [8], which is a tool to compare the efﬁciency of estimates in estimating the location of any distribution (say f ) will be used to show that a combination of the sample mean and sample median estimates could be a better estimator of a signal corrupted by Gaussian noise than the sample mean ﬁlter alone, when the constant amplitude assumption of the uncorrupted signal within a ﬁlter window is not met. The ARE is given by [8] ARE ¼



V ðE1 ; f Þ V ðE2 ; f Þ



ð46Þ



where V(k, f ) stands for the asymptotic variance [8] corresponding to the estimator k, f being the PDF and E1 and E2 are the estimators, whose performances are to be compared. In our case, f is the PDF of the observed corrupted signal, and the quantities E1 and E2 , are respectively, the sample mean and sample median estimates. In order to use ARE,
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the estimators should be asymptotically normal. Fortunately, both the sample mean and the sample median estimates are asymptotically normal [8] and thus, ARE can be used for the analysis of the results. The ARE corresponding to the sample mean and median estimates will henceforth be denoted by AREMM . The value of AREMM is 0.6367, when the PDF f has a zero-mean unitvariance Gaussian distribution [8], whereas AREMM is calculated to be equal to 2 [26], when f has a zero-mean unit-variance Laplacian distribution. The sample mean (sample median) estimate corresponds to the MLE or the MVU estimate, if the observed signal has a Gaussian (Laplacian) distribution [8, 15]. A value of AREMM less than unity indicates that the sample mean ﬁltering provides a better estimate of the location of the PDF of the observed corrupted signal than the sample median one, whereas a value greater than unity implies that the sample median ﬁlter would give a better estimate. Thus, if it is found that AREMM corresponding to the distribution in (45) can have any value above or below unity, it essentially indicates that a combination of the sample mean and sample median estimates would perform better than a sample mean estimate alone in the AWGN reduction. In (45), without loss of generality, we can shift the fy( y) by 2(x1 þ x2)/2 giving     H ðy  aÞ2 1H ðy þ aÞ2 ﬃﬃﬃﬃﬃﬃ ﬃﬃﬃﬃﬃﬃ p p þ exp exp fy ðyÞ ¼ 2s 2 2s2 2p s 2ps where a ¼ (x1 2 x2)/2. Again, without loss of generality, we assume the standard deviation s to be unity. Then, we have     H ðy  aÞ2 1H ðy þ aÞ2 þ pﬃﬃﬃﬃﬃﬃ exp fy ðyÞ ¼ pﬃﬃﬃﬃﬃﬃ exp 2 2 2p 2p ð47Þ Now, we proceed to determine AREMM for the PDF in (47), that is, for f ¼ fy( y). As given by Pitas and Venetsanopoulis [8], we have Ð IFðmeanÞ2 dF V ðmean; f Þ AREMM ¼ ¼Ð ð48Þ V ðmedian; f Þ IFðmedianÞ2 dF where IF stands for inﬂuence function deﬁned for a particular estimate and for a given distribution, and F is the CDF corresponding to f. Using the deﬁnitions of IF [8], the expressions of IF for the sample mean and the sample median estimates are derived as follows IFðmeanÞ ¼ y IFðmedianÞ ¼



ð49Þ



signðy  QÞ 2f ðQÞ



ð50Þ



where Q is a constant given by Q¼F



1



  1 2



ð51Þ



Using (49) and (50) and after some simple mathematical manipulations, we obtain ð IFðmeanÞ2 dF ¼ 1 þ a2 ð52Þ ð
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IFðmedianÞ2 dF ¼



1 4f 2 ðQÞ



ð53Þ



Substituting (52) and (53) in (48), we have AREMM ¼



V ðmean; f Þ ¼ ð1 þ a2 Þ4f 2 ðQÞ V ðmedian; f Þ



ð54Þ



The quantities Q and a may range from 21 to 1, whereas the value of H has the range 0 , H , 1, depending on the amplitude of the elements within the ﬁlter window. The value of CDF at y ¼ Q is obtained by integrating the PDF fy( y) in (47) as given below   ðQ 1 ð y  aÞ2 ﬃﬃﬃﬃﬃﬃ p FðQÞ ¼ H exp dy 2 2p 1   ðQ 1 ð y þ aÞ2 pﬃﬃﬃﬃﬃﬃ exp þ ð1  HÞ dy 2 2p 1  2 ð Qa 1 y1 pﬃﬃﬃﬃﬃﬃ exp ¼H dy1 2 2p 1  2 ð Qþa 1 y2 pﬃﬃﬃﬃﬃﬃ exp dy2 þ ð1  HÞ 2 2p 1     1 1 ¼ H erf ðQ  aÞ þ þ ð1  HÞ erf ðQ þ aÞ þ 2 2 1 ¼ þ H½erf ðQ  aÞ þ ð1  HÞ½erf ðQ þ aÞ 2



ð55Þ



In order to ﬁnd the value of Q, F(Q) ¼ (1/2) from (51) is used in (55), which yields H½erf ðQ  aÞ þ ð1  HÞ½erf ðQ þ aÞ ¼ 0



ð56Þ



When a ¼ 0 the distribution is Gaussian and the above equation reduces to H½erf ðQÞ þ ð1  HÞ½erf ðQÞ ¼ 0 erf ðQÞ ¼ 0 This gives the value of Q to be zero. Now, from (47), it is evident that when a ¼ 0, fy( y) becomes a Gaussian distribution. Thus, when Q ¼ 0 and a ¼ 0 are substituted in (54), the value of 0.6367 is obtained for AREMM , as expected for a Gaussian PDF. When there is an edge within the ﬁlter window, that is, the associated PDF is of the form given in (47), we show that AREMM can have any value greater than or less than unity. Let the edge present be such that one-half of the number of elements in the ﬁlter window has an amplitude of x1 and the rest an amplitude of x2 . In this case, the value of H ¼ 0.5. Using the fact that erf(2g) ¼ 2erf(g), from (56), we obtain a value of Q ¼ 0, when H ¼ 0.5. Substituting the values H ¼ 0.5 and y ¼ Q ¼ 0 in (47), we obtain  2 1 a ﬃﬃﬃﬃﬃﬃ p fy ð0Þ ¼ ¼ f ðQÞ ð57Þ exp 2 2p Substituting (57) in (54), we have AREMM ¼



2 ð1 þ a2 Þ expða2 Þ p



ð58Þ



From (58), it can be easily shown that the value of AREMM is less than unity with the maximum value of 0.6367 for the case when H ¼ 0.5 and for any value of a. Now, let us consider another possible case, when a ¼ 2 and H ¼ 0.7. By substituting these values of a and H in (56), we obtain Q ¼ 1.6. Then, by substituting the value of y ¼ Q ¼ 1.6 IEE Proc.-Vis. Image Signal Process., Vol. 153, No. 5, October 2006



in (47), we have 0:64656 fy ð1:6Þ ¼ pﬃﬃﬃﬃﬃﬃ ¼ f ðQÞ 2p



ð59Þ



Thus, (59) and (54) yield AREMM ¼ 1:33



ð60Þ



Hence, AREMM can have values above or below unity, if an edge is present within the ﬁlter window, that is, when the signal within the ﬁlter window cannot be considered to be constant. Accordingly, a judicious combination of the sample median and the sample mean estimates might give an asymptotic variance, whose value is less than that when either of the two estimates are used individually. Thus, we can conclude that the sample mean estimate is the MLE or the MVU estimate of an image corrupted by AWGN, only when no edge or no spatial variation is present within the ﬁlter window. A judicious combination of the sample mean and sample median estimates could perform better in reducing the noise in image without blurring the edges. This combination ﬁlter will henceforth be referred to as the MM-ﬁlter. An attractive feature of this MM-ﬁlter, is that it is a smoothly trimmed ﬁlter [27], which applies a soft thresholding on the samples during the ﬁltering process, and thus would not totally reject or accept any sample in the ﬁlter window. 5.2 Criteria to combine the sample mean and sample median estimates In this subsection, three criteria are presented for combining the mean and median estimates to remove AWGN. The ﬁrst two are based on an unbiased weighting of the sample median and the sample mean estimates. The third is based on a modiﬁcation to the edge-adaptive Wiener ﬁlter equations. The ﬁrst two criteria can be expressed as follows. Let g represent the coefﬁcients of the MM-ﬁlter. It can be expressed as



g¼



agmean þ bgmedian aþb



Criterion 1: Let us recall that the sample mean ﬁlter has a better noise reduction capability, whereas the sample median ﬁlter is known for its edge preserving capability. Thus, intuitively, the weightage should be assigned such that when the noise content is high, the sample mean ﬁltering dominates, whereas the sample median ﬁltering would dominate if the noise is less. Hence, a possible choice for the weights is and



b¼



1 1 s2
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Criterion 2:



s2 a¼s  2 sI 2







 2 1 s and b ¼ 1  I s2 s2



This criterion takes into account the amount of edge content in the original image, which is represented by the standard deviation sI . Criterion 3: In this criterion, a minor modiﬁcation is carried out in the edge-adaptive Wiener ﬁlter equations [21], such that the sample mean ﬁlter dominates in the smooth areas and the sample median ﬁlter in the edge areas of the image in contrast to the traditional edgeadaptive Wiener ﬁlter, wherein no ﬁltering is performed in the edge areas. Let a be the signal corrupted by noise and b be the original uncorrupted signal. The additive noise model is given by a¼bþh where h is the zero-mean AWGN noise. Let b^ be the recovered signal. The ﬁlter equation of the traditional edge adaptive Wiener ﬁlter [21] is given as ! s2x;y  v2 ^ yÞ ¼ m þ bðx;  ðaðx; yÞ  mÞ s2x;y



ð61Þ



where gmean represents the coefﬁcients of the sample mean estimator, gmedian those of the sample median estimator and a and b are the weights used to obtain the coefﬁcients of the MM-ﬁlter. Let s be the standard deviation of the Gaussian noise. This standard deviation is estimated over the given image using the median of absolute deviations (MAD) formula given by s0 ¼ 1.483 MAD [19]. Let sI0 be the standard deviation of the observed corrupted image. The standard deviations s0 and sI0 are normalised with respect to the maximum greyscale value of 255 to obtain the normalised variances s and sI , respectively.



a ¼ s2



It can be seen that as s2, the variance of the noise, increases, the weightage given to the coefﬁcients of the sample mean ﬁlter (sample median ﬁlter) increases (decreases). It can be shown that the sample mean ﬁlter dominates over the median ﬁlter as long as s2 . 0.618, otherwise the sample median ﬁlter takes precedent. As L, the ENL of a coherently generated image, cannot be less than unity, it can be shown that s2  0.693, from the relation between the variances of the lognormal distribution and the transformed Gaussian distribution. It is evident from the weights that this criterion does not take into account the amount of edge details present in the image. Thus, incorporating the edge content of the image by modifying the weights, a second criterion of combining the sample mean and sample median estimates is proposed below.



ð62Þ



where



m¼



1 Mw N w



X



aðn1 ; n2 Þ



n1 ;n2 [Lx;y



and



s2x;y ¼



X 1 ða2 ðn1 ; n2 Þ  m2 Þ Mw Nw n ;n [L 1



2



x;y



In the above equations, Lx,y represents all the pixel positions within the ﬁlter window of size Mw  Nw with the centre at (x, y) and v is the variance of the corrupting noise h. We add an extra term to the right side of (62) in order to ﬁnd the esti^ such that noise reduction takes place at the edges mate b, without a signiﬁcant blurring effect. The MM-ﬁlter estimate obtained by modifying (62) is given as ! ! s2x;y  v2 ^ yÞ ¼ ð1  r Þ m þ bðx; ðaðx; yÞ  mÞ x;y s2x;y þ rx;y med½R



ð63Þ 531



where med[R] stands for the median value among the elements of an array R given by R ¼ ½ðaðn1 ; n2 Þ  mÞ



8ðn1 ; n2 Þ [ Lx;y



In the above, rx,y ¼ [(s2x;yg 2 v2 )/(s2x,y)], with the notation [Zg ] signifying the normalisation of the value of x;y Z ¼ [(s2 2 v 2)/s2] at the position (x, y) by maximum value among the values of Z for all the pixel positions within the ﬁlter window Lx,y.



5.3 Performance of the MM-ﬁlter in reducing AWGN in images In this subsection, the qualitative and quantitative performance of the MM-ﬁlter in reducing AWGN from corrupted images are presented. The performance of the MM-ﬁlter is compared with that of the sample mean ﬁlter [19] and the edge-adaptive Wiener ﬁlter [21]. Recall that the design of the GSFWO ﬁlter for AWGN reduction yields the sample mean ﬁlter. The quantitative results are presented using a ﬁgure of merit (FOM) as given by Abdou and Pratt [28] and the MSE between the desired response



Fig. 6 Qualitative performance of the various ﬁlters in reducing AWGN of variance 0.025 (normalised) in the ‘Crowd’ image a Original ‘Crowd’ image b Image corrupted by Gaussian noise of variance 0.025 (normalised) c Image recovered using the sample mean ﬁlter d Image recovered using the edge-adaptive Wiener ﬁlter e Image recovered using the MM-ﬁlter (Criterion 1) f Image recovered using the MM-ﬁlter (Criterion 2) g Image recovered using the MM-ﬁlter (Criterion 3) 532
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and the actual output. The FOM is calculated [28] as NA X 1 1  100 maxðNA ; NB Þ i¼1 1 þ nd 2 ðiÞ



EPð%Þ ¼



among the three proposed MM-ﬁlters when it comes to edge preservation. From Table 2, it is again seen that among the three criteria for the MM-ﬁlter, Criterion 3 provides the best balance between the MSE and the FOM values. The quantitative results of the proposed MM-ﬁlter suggest that the MM-ﬁlter provides a good balance between noise reduction and edge preservation.



ð64Þ



In the above expression, the subscripts A and B refer to two images representing the edge maps (binary images where ‘1’ represents an edge pixel and ‘0’ represents a non-edge pixel) of the desired response and the actual response, NA and NB are the numbers of edge pixels in the edge maps A and B, respectively, n is an arbitrary penalty parameter for the offset edge pixels, which is chosen equal to 10 as in [28], and d is given by



6 Performance of the various ﬁlters in reducing speckle in images In this section, a comparative study of the performance of some of the existing ﬁlters and the proposed system is carried out. Both the quantitative and qualitative results are presented. The ﬁlters considered for comparison are the Lee ﬁlter (LF) [6], the ﬁlter proposed by Kuan et al. (KF) [4], the ﬁlter proposed by Frost et al. (FF) [5], Gamma ﬁlter (GF) [7], the homomorphic system employing an edge-adaptive Wiener ﬁlter (HAWF) [21], and the proposed MM-ﬁlter-based unbiased homomorphic system, with the MM-ﬁlter obtained using Criterion 1 (HMMFC1), Criterion 2 (HMMFC2) and Criterion 3 (HMMFC3), respectively. Figs. 7 and 8 give the qualitative results of the various schemes in reducing speckle from images. Fig. 7 shows the performance of the various ﬁlters on images in which the uncorrupted signal is combined with the speckle noise by performing pixel-wise multiplication, whereas Fig. 8 shows the corresponding results on images generated from coherent imaging systems already having speckle. The MSE and the FOM described in Section 5.3, are used to present the quantitative results in Table 3. Analysis of the complexity of speckle reduction ﬁlters is of crucial importance, as most of these ﬁlters are required to operate in an on-board or a real-time system [29]. A study of the complexity of the ﬁlters is provided in Table 4. Each of the existing ﬁlters mentioned above and the proposed ﬁlter are implemented using MATLAB in windows operating system on a machine with 2.5 GHz processor. The time taken to process an image of size 512  512 is obtained. The numbers of additions, multiplications, comparisons and other operations are used as the criterion to measure the complexity. The operation of the square root is implemented using the well-known Newton iterative method, and that of the exponentiation and natural logarithm implemented using the Taylor series expansion. It is evident from Figs. 7 and 8 that the proposed system not only reduces noise effectively but also avoids blurring at the edge areas. The LF, KF and GF leave behind signiﬁcant amounts of noise at both the homogeneous and the edge



dðiÞ ¼ IðiÞ  J ðiÞ where I and J are one-dimensional arrays obtained, respectively, from the two-dimensional arrays A and B as follows I ¼ ½Aðm0; n0 Þ



8Aðm0; n0 Þ ¼ 1



J ¼ ½Bðm0; n0 Þ



8Aðm0; n0 Þ ¼ 1



where m0 ¼ 0; 1; 2; . . . ; M n0 ¼ 0; 1; 2; . . . ; N and M  N is the size of the images. The lengths of the arrays F and G are equal to the number of edge pixels NA in the edge map A. The FOM R assumes values 0–100%, with R ¼ 100% achieved when the desired image and the actual image are the same. The MSE is calculated using the expression given in (39). Note that the MSE and the FOM values corresponding to a noise corrupted image are obtained using the uncorrupted original image and the noise corrupted image. A smaller MSE signiﬁes a better noise reduction property, whereas a larger FOM signiﬁes a better edge preservation feature. The MM-ﬁlters obtained by using all the three proposed combining criteria are considered. To illustrate the qualitative performance, the original ‘Crowd’ image is ﬁrst synthetically corrupted by adding white Gaussian noise. Then, image recovery is carried out to reduce the AWGN using the proposed ﬁlter and the two of the existing ﬁlters considered. In Fig. 6, the ‘Crowd’ image is corrupted by a Gaussian noise of variance 0.025 (normalised with respect to maximum greyscale value of 255). It is evident that the mean ﬁlter smooths out the edges, whereas the edge-adaptive Wiener ﬁlter does no ﬁltering at the edges leaving behind noise. As can be seen from the qualitative results, the proposed MM-ﬁlter, using any one of the three criteria, performs better in balancing the edge preservation and noise reduction. The MM-ﬁlter based on Criterion 3 is the best



Table 2: MSE, FOM and the time taken to process an image of size 512 3 512 for the various ﬁlters in reducing AWGN in the ‘Crowd’ image



Noise



For noise



For images recovered by



corrupted



Sample mean



Edge-adaptive



MM-ﬁlter



MM-ﬁlter



images
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Wiener ﬁlter
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(Criterion 3)



MSE



MSE



MSE



MSE



MSE



FOM %



MSE



FOM %



FOM %



FOM %



MM-ﬁlter FOM %
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45.227
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Fig. 7 Qualitative performance of the various ﬁlters in reducing speckle in the ‘Pepper’ image a b c d e f g h i j



Original ‘Pepper’ image Image corrupted by speckle (ENL ¼ 20) Image recovered by the Lee ﬁlter Image recovered by the Kuan ﬁlter Image recovered by the Frost ﬁlter Image recovered by the Gamma ﬁlter Image recovered by the edge-adaptive Wiener ﬁlter-based homomorphic system Image recovered by the MM-ﬁlter (Criterion 1) based unbiased homomorphic system Image recovered by the MM-ﬁlter (Criterion 2) based unbiased homomorphic system Image recovered by the MM-ﬁlter (Criterion 3) based unbiased homomorphic system
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regions of the image, whereas the FF results in a signiﬁcant amount of blurring. Although the HAWF performs satisfactorily with respect to noise reduction in homogeneous regions, it leaves behind noise at the edges. From Table 3 it is evident that the proposed system, employing the MM-ﬁlters based on the three combining criteria, performs considerably better than the others. From Table 4, it is evident that the HMMFC1 and HMMFC2 are the fastest among the schemes considered and have low complexity, whereas the HMMFC1 has a moderate complexity.



Among the existing ﬁlters, the LF, KF and HAWF have low complexity and the GF a moderate complexity. One very important drawback of the FF, as seen from Table 4, is that it has a large complexity. It is important to note that most of the computation in the proposed unbiased homomorphic systems is taken up by the quick sorting function which on an average uses 35 comparisons. The processing time can be considerably reduced by implementing the ﬁlter on a processor, using a parallel sorting scheme such as shear sorting [30].



Fig. 8 Qualitative performance of the various ﬁlters in reducing speckle in an unprocessed image obtained from earth resource satellite SAR system a b c d e f g h i



Image taken by a SAR system corrupted by speckle Image recovered by the Lee ﬁlter Image recovered by the Kuan ﬁlter Image recovered by the Frost ﬁlter Image recovered by the Gamma ﬁlter Image recovered by the edge-adaptive Wiener ﬁlter-based homomorphic system Image recovered by the MM-ﬁlter (Criterion 1) based unbiased homomorphic system Image recovered by the MM-ﬁlter (Criterion 2) based unbiased homomorphic system Image recovered by the MM-ﬁlter (Criterion 3) based unbiased homomorphic system
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Table 3: MSE and FOM for the various ﬁlters in reducing speckle in the ‘Pepper’ image Noise variance



ENL



For noise corrupted



For images recovered by



images



LF



MSE 0.05



20



0.1



10



609.18 1006.3



FOM % 18.748 11.412



KF



MSE 549.06



FOM % 24.674



MSE



FOM %



504.65



25.129



1377.1



15.125



1164.2



14.99



0.3



3.33



2200.7



3.5021



1725.6



11.877



1169.7



11.254



0.5



2



3184.7



1.0199



2034



11.29



1201.7



10.055



1



1



5359.7



0.0953



2167.1



9.6855



1244.8



8.4565



For images recovered by FF



GF



MSE



FOM %



HAWF



MSE



FOM %



MSE



FOM %



0.05



20



128.45



26.347



141.97



50.012



0.1



10



163.67



23.368



181.45



41.302



143.16



41.102



402.94



27.177



720.95



21.554



0.3



3.33



308.55



13.792



322.86



25.482



0.5



2



447.18



12.203



497.56



22.419



1



1



824.3



11.511



977.11



14.858



94.269



45.474



1934.7



14.227



For images recovered by HMMFC1 MSE



HMMFC2 FOM %



MSE



HMMFC3 FOM %



MSE



FOM %



0.05



20



64.73



58.53



65.9



58.56



209.28



29.543



0.1



10



95.032



52.722



96.139



52.545



228.24



28.631



0.3



3.33



229.16



31.258



227.95



31.392



304.03



21.562



0.5



2



370.44



17.69



373.07



19.232



400.79



18.162



1



1



709.65



713.16



7.044



804.67



13.419



7.017



Table 4: Complexity of the various ﬁlters in reducing speckle in terms of the time taken to process an image of size 512 3 512 and the number of computations per input sample Filter



Time taken (in seconds)



Number of



Number of



Number of



Other operations,



Complexity,



to process a



multiplications,



additions,



comparisons,



o



(m þ a þ c þ o)



512  512 image



m



a



c



LF



’46



16



78



1



1 square root



96



KF



’47



19



79



1



1 square root



100



FF



’1150



708



148



0



25 square roots & 25 exp



906



HAWF



’10



7



100



2



1 exp & 1 ln



111



GF



’60



21



79



4



3 square roots



107



HMMFC1



’7



30



26



35



1 exp & 1 ln



93



HMMFC2



’7



30



28



35



1 exp & 1 ln



95



HMMFC3



’17



11



101



35



1 exp & 1 ln



145



7



Conclusion



Multiplicative noise corrupting a signal makes the easily implementable linear systems not suitable for the reduction of such a noise. Nonlinear systems, especially homomorphic systems where a suitable ﬁlter is used between the natural logarithm function and the exponential function, have the potential of dealing with this problem more effectively. The primary contribution of this paper has been the development of an order statistics-based unbiased homomorphic system to reduce multiplicative noise. First, the SFWO ﬁlter has been generalised by relaxing the symmetry condition on the PDF of the noise. Then, this GSFWO ﬁlter, whose design is based on the PDF of 536



the multiplicative noise, has been used within a homomorphic system to reduce the multiplicative noise. It has been shown that the output from such a homomorphic system is biased, and hence, a suitable bias compensation technique has been proposed. The qualitative and quantitative performance of the proposed system in reducing the multiplicative noise have been studied and compared with that of some of the other existing schemes. The proposed system has been found to perform better than the others irrespective of the nature of the PDF of the multiplicative noise. The problem of reducing speckle, which is a particular type of multiplicative noise, has been considered next. An unbiased homomorphic system to reduce speckle in images has been proposed. The speckle has been assumed IEE Proc.-Vis. Image Signal Process., Vol. 153, No. 5, October 2006



to be a white noise with a lognormal distribution. Hence, the application of the natural logarithm function on the speckle transforms it into an AWGN. A new ﬁlter called the MM ﬁlter has been proposed to reduce the AWGN in images. The estimation of the original signal by the MM-ﬁlter, obtained by a suitable combination of the mean and median estimates, has been carried out. It has been shown that this combination MM-ﬁlter provides a better estimate than the MMSE optimal mean ﬁlter, when the original signal to the ﬁlter is not constant within the ﬁlter window. Three criteria have been proposed to combine the mean and median estimates judiciously. Quantitative and qualitative performance of the MM-ﬁlter in reducing the AWGN have been studied and compared with those of the mean ﬁlter and the edge-adaptive Wiener ﬁlter. The MM-ﬁlter has then been used within the unbiased homomorphic system instead of the GSFWO ﬁlter to reduce the speckle. The performance of the proposed system to reduce the speckle have been analysed and compared with that of some of the existing schemes. It has been found that the proposed system performs better than the others in terms of the noise reduction capability and the processing time. 8
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