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Genome-wide association studies (GWAS) have become increasingly popular recently and contributed to the discovery of many susceptibility variants. However, a large proportion of the heritability still remained unexplained. This observation raises queries regarding the ability of GWAS to uncover the genetic basis of complex diseases. In this study, we propose a simple and fast statistical framework to estimate the total heritability explained by all true susceptibility variants in a GWAS. It is expected that many true risk variants will not be detected in a GWAS due to limited power. The proposed framework aims at recovering the ‘‘hidden’’ heritability. Importantly, only the summary z-statistics are required as input and no raw genotype data are needed. The strategy is to recover the true effect sizes from the observed z-statistics. The methodology does not rely on any distributional assumptions of the effect sizes of variants. Both binary and quantitative traits can be handled and covariates may be included. Population-based or family-based designs are allowed as long as the summary statistics are available. Simulations were conducted and showed satisfactory performance of the proposed approach. Application to real data (Crohn’s disease, HDL, LDL, and triglycerides) reveals that at least around 10–20% of variance in liability or phenotype can be explained by GWAS panels. This translates to around 10–40% of the total heritability for the studied traits. Genet. Epidemiol. 2011. r 2011 Wiley-Liss, Inc. Key words: association study; genetic architecture; common variants Additional Supporting Information may be found in the online version of the article. Contract grant sponsor: Hong Kong Research Grants Council General Research Fund; Contract grant numbers: HKU 766906M; HKU 774707M; Contract grant sponsor: University of Hong Kong Strategic Research Theme of Genomics. Correspondence to: Pak C. Sham, Department of Psychiatry, 10/F Laboratory Block, LKS Faculty of Medicine, University of Hong Kong, Pokfulam, Hong Kong SAR, China. E-mail: [email protected] Received 12 August 2010; Revised 5 April 2011; Accepted 14 April 2011 Published online in Wiley Online Library (wileyonlinelibrary.com). DOI: 10.1002/gepi.20593



INTRODUCTION In the past few years genome-wide association studies (GWAS) have become increasingly popular and the approach has identified robust associations of many common genetic variants with more than 80 diseases [Manolio et al., 2008]. However, it has also been noted that the established common variants from GWAS generally account only for a small proportion of the total heritability [Manolio et al., 2009]. For example, more than 40 loci have been identified for height, but they explain only less than 5% of the variance in total [Visscher, 2008]. The problem of ‘‘missing heritability’’ has raised a lot of discussions and it has been postulated that, for example, rare variants and structural variations may be responsible for some of the ‘‘missing heritability’’ [Manolio et al., 2009]. The phenomenon of missing heritability urges one to question the ability of GWAS to uncover the genetic basis of diseases. It is natural to ask: what is the maximum heritability (i.e. variance in underlying liability or phenotype) that can be explained by all true susceptibility variants in a GWAS? To put it in another way, assume the sample size is unlimited. We will thus be able to detect all the disease susceptibility r 2011 Wiley-Liss, Inc.



variants regardless of how small their effects are. What will be the total heritability explained by then? The above issue is rarely addressed, with the exceptions of a study by the International Schizophrenia Consortium (ISC) [The International Schizophrenia Consortium, 2009] and another very recent study by Yang et al. [2010] published at the time when this paper is submitted. In the ISC study, the authors performed a GWAS on schizophrenia, and proposed a ‘‘polygenic score’’ analysis based on the loci associated at different P-value thresholds, up to P 5 0.5. The score analysis was performed on a pruned set of markers in approximate linkage equilibrium. The score was constructed based on the discovery sample and applied to the target sample to see if the score could significantly predict the disease status. Using males and females as discovery and target samples, they observed the score from the discovery sample was significantly associated with the outcome in the target sample, and the effect was more prominent for higher P-value thresholds up to 0.5. The total proportion of variance explained by all risk alleles was then estimated by simulations. Briefly, they repeated the entire process above but on simulated discovery and target samples under different genetic models. They determined which genetic models are
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broadly consistent with the real data results and averaged the variance explained implied by these consistent models. In the another interesting study by Yang et al. [2010], the authors made use of GWAS data set on height to estimate the total variance explained by all the SNPs on the GWAS panel. A linear model was fit to the data and the total variance explained was computed by a restricted maximum likelihood (REML) approach. It was shown that the approach could be implemented by another model that measures the genomic relationship between individuals using genotyped SNPs. In this study, we propose a simple analytic framework to estimate the total variance in liability explained (Vg) by all risk alleles in GWAS. Our approach only requires summary statistics instead of raw data and is free of distributional assumptions. Both binary and quantitative traits can be handled by the proposed framework. As in the ISC study, we work on a pruned set of markers that are approximately independent, as this prevents inflation of the sum of Vg by redundant association signals arising from LD. The estimated total Vg from the pruned markers (Vpruned) will actually be smaller than the total Vg from the entire GWAS panel (Vgwas), due to attenuation of LD between the marker and the causal alleles (assuming that the pruning is adequate). Similarly, Vgwas is smaller than the total additive genetic variance (Vall) derived from the corresponding causal alleles that may be not be present on the GWAS panel. In symbol, we have VprunedrVgwasrVall. As GWAS panels are mainly designed to capture common variants (MAF45% or 1%), it is likely that Vall also mainly reflect the contribution of common variants. As in the ISC study, the proposed methodology directly estimates Vpruned, but also serves as a conservative estimator of the variance explained by all true susceptibility variants in a GWAS (Vgwas) or more broadly, the variance explained by corresponding causal variants in the genome (Vall). It is clear that many true risk variants will not be detected in a GWAS since the power is not adequate to pick them out. In addition, the significance threshold in GWAS is usually set to be very stringent to guard against multiple testing, making the detection of significant variants even more difficult. As a result, the SNPs declared as significant in GWAS only represent the tip of the iceberg. The proposed approaches essentially recover the total ‘‘hidden’’ heritability in GWAS. It should be noted that we only capture the total additive variance and interactions are not considered. Our approach is tested by simulations and applied to quantitative and binary disease traits.



contribution of the majority of variants having smaller effect sizes. Therefore, we have considered an alternative strategy to tackle the problem. Essentially, our methodology is based on assessing empirically how much the observed distribution of z-statistics differs from what is expected when all SNPs are null. Figure 1 shows the histogram of the z-statistics of 83,088 SNPs obtained after pruning from Crohn’s disease data set. A similar figure was shown in Efron [2009]. The blue line represents the theoretical null distribution N(0,1). The centre of the histogram is fitted reasonably well by the theoretical null, but the heavy tails suggest the presence of some nonnull SNPs that are associated with the disease. Our aim is to find out the total variance explained by all the nonnull SNPs. It is useful to consider the following model for our problem. Denoting the observed z-statistic by z, we have zjd  Nðd; 1Þ; where d 5 0 for null variants and is nonzero (can be positive or negative) for the truly associated variants. Suppose d has a prior density of g(d), the marginal density of z can be expressed by Z 1 Z 1 fðzÞ ¼ fðzjdÞgðdÞ dd ¼ jðz  dÞgðdÞ dd; 1 1 pﬃﬃﬃﬃﬃﬃ where jðzÞ ¼ ð1= 2pÞexpðz2 =2Þ is the standard normal density. Define   fðzÞ cðzÞ ¼ log : jðzÞ By the properties of exponential families, Efron [2009] showed that Efdjzg ¼ c0 ðzÞ: As noted by Efron [2009], an equivalent formula was established by Brown [1971]: Efdjzg ¼ z1



f 0 ðzÞ : fðzÞ



METHODS We formulated the problem as recovering the ‘‘true’’ z-statistic (i.e. the z-statistic one would obtain if there were no random noise; reflecting the actual effect size) from a set of observed z-statistics. The z-statistics can then be converted to variance explained. A straightforward approach to obtain unbiased z-statistics without winner’s curse is to consider the replication effect sizes alone. For instance, in a recent study by Park et al. [2010], the authors considered the effect sizes of the genome-wide significant SNPs from replication studies and estimated the total heritability explained if we can discover all loci within the range of effect sizes observed in current GWAS. The main drawback of this approach is that we have to discard the Genet. Epidemiol.



Fig. 1. Histogram of the z-statistics of 83,088 SNPs obtained after pruning from the Crohn’s disease data set. The blue line represents the theoretical null distribution N(0,1).
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This formula corrects the observed effect size to the true effect size. Large effect sizes are usually shrunken by the formula, for example see Efron [2009]. In the supplementary methods we explained why these two formulas are equivalent. Denoting the function for converting z to Vg by x, the final expected sum of Vg may be calculated by X Total Vg ¼ xfc0 ðzi Þg: ð1Þ i



For continuous traits, every z-value could be converted to Vg given the sample size using a simple formula as derived from the ANOVA table of regression. The corrected variance explained can be estimated by Vg ¼



½EðdjzÞ2 : n  21½EðdjzÞ2



Note that the above applies only in the absence of covariates and will change if additional covariates are included. For binary outcomes, the z-values can also be converted to Vg. Note that z 5 b/SE, assuming SE is known (can be directly derived from OR and z- or P-values), the corrected b can be estimated by E(d|z) multiplied by the SE. The corrected b can be converted to OR by exp(b), and together with the risk allele frequency we can obtain the corrected Vg. The method of deriving Vg from allele frequency, odds ratio and prevalence is described elsewhere [So et al., 2011]. Briefly, we assume the liability threshold model and for a locus each genotype will have a different mean liability but the same threshold. Genotypes conferring higher disease risk have higher mean liabilities. The variance in liability explained is then evaluated. If SE is unknown, since similar levels of E(d|z) correspond to similar levels of Vg regardless of the risk allele frequency (see Table S1 for examples), E(d|z) can be converted to Vg assuming a fixed allele frequency (set at 0.5 in this study). We mainly consider the use of z-statistics in this paper. Efron [2009] suggests transformation of t-statistics to a normal scale first. However, GWAS usually involve thousands of subjects and the t distribution for a large sample size should be very close to normal. Hence, we have not performed this transformation in our real data examples.



ESTIMATION OF f(z) We tried two approaches for the estimation of f(z). One is the kernel density estimate. Consider a sample of observations X1 ; X2 . . . Xn whose density is to be estimated. The kernel density estimate with kernel K is given by   n X x  Xi ^fðxÞ ¼ 1 ; K nh i¼1 h where h is the bandwidth or smoothing parameter. A Gaussian kernel was used. The procedure was performed using the R function ‘‘density,’’ with the default1 settings. The bandwidth was chosen by h ¼ 0:9 An 5 where A 5 min(standard deviation, interquartile range/1.34) The other is a density estimate based on Poisson regression of binned z-value counts, as implemented in the R program locfdr. This approach to density estimation was described in detail in previous works by Efron and Tibshirani [Efron, 2004; Efron and Tibshirani, 1996]. Briefly,
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the z-values were divided into K equal intervals. Suppose the kth interval has mid-point xk and the number of z-values falling into this interval is sk. The expectation of the counts sk, denoted by lk, is nearly proportional to the density estimate f(xk) lk / fðxk Þ: If the z-values are independent, the counts can be regarded as independent Poisson variates, sk  Poiðlk Þ: One can model log(lk) as a jth degree polynomial function of xk (the mid-point z-values), yielding a Poisson regression model 0 1 X fðxk Þ ¼ exp@ bj xjk A: j



Other types of functions other than the polynomial can also be used. The default of locfdr uses a natural spline function for regression modeling and we employed this default in this study.



ALTERNATIVE APPROACH BY EVALUATING THE EXPECTED EFFECT SIZE CONDITIONED ON H 1 Another approach is to consider each SNP in two separate scenarios: under the null hypothesis (H0) and the alternative (H1). Efron [2009] showed that the expected effect size given H1 (i.e. d6¼0) is Eðdjz; H1 Þ ¼ E1 ðdjzÞ ¼



EðdjzÞ EðdjzÞ ¼ ; PrðH1 Þ 1  fdrðzÞ



where fdr is the local false discovery rate [Efron et al., 2001]. The expected Vg for each SNP is the weighted average of the Vg under the null and alternative hypotheses, PrðH0 Þ  01 PrðH1 Þ  xfE1 ðdjzÞg, where x is a function for conversion of z-statistics to Vg. The total Vg is hence X Total Vg ¼ PrðH1 ÞxfE1 ðdjzi Þg: ð2Þ i



Estimates of Pr(H0) and Pr(H1) can be obtained from the local fdr of each SNP. In practice, some of the local fdr estimates are very close to 1, and hence 1-fdr will be very close to 0. These very low estimates of 1-fdr in the denominator will result in very large estimates of E1(d|z). These large estimates might not be justified because the fdr estimates are subject to variability, particularly under modest sample sizes. To avoid the influences of unstable estimates of E1(d|z), we set an fdr threshold and only consider SNPs with fdro0.95. In addition, as recommended by Efron [2004], we used the ‘‘empirical null’’ (instead of the theoretical null) when computing the fdr. The empirical null was estimated by the central matching method (as we found the method produced smaller SD than the alternative maximum likelihood fitting approach from the program output). All the methods we used to estimate f(z) allow the empirical distribution to be nonsymmetrical. However, the results may be more stable by assuming symmetry. To achieve this effect, we simply re-assign the z-statistics to be positive or negative randomly and repeat the procedure for 100 times. The resulting estimates of the Genet. Epidemiol.
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Vg sum are then averaged. This minimizes the fluctuation of results due to arbitrary assignment of the signs of z-values. This procedure was applied to sums of Vg estimated by the kernel density approach, which has the best performance in our simulations (see results).



MIXTURE MODEL ASSUMING A LAPLACE PRIOR (EBAYESTHRES) We also considered another methodology proposed by Johnstone and Silverman [2004]. The approach is based on a mixture model assuming a Laplace prior. Only a brief outline of the approach will be given and readers may refer to the original paper for further details. We assume that the ‘‘true effects’’ d have the following prior distribution given by the mixture fprior ðdÞ ¼ ð1  wÞI0 ðdÞ1wgðdÞ; where I0(d) is a delta-function at 0, w is the mixing weight, and g(d) is the prior density of d. w can be interpreted as the probability of being nonnull, i.e. Pr(di6¼0). As justified in the original paper [Johnstone and Silverman, 2004], we may assume that g(d) is a Laplace density with scale parameter a40 ga ðdÞ ¼ 12 a expðajdjÞ: The mixing weight w and the scale parameter a can be estimated by marginal maximum likelihood. Let us denote the convolution of the density ga and the standard normal density by ga. Then w and a are estimated via maximizing the likelihood function X lða; wÞ ¼ log½ð1  wÞ  ðXi Þ1wga ðXi Þ; i



where Xi represents the observed data (i.e. the ith z-statistic). After estimating all unknown parameters, one can now find the posterior distribution of d given X 5 x. We considered two measures of the posterior distribution, the median and the mean. Interestingly, the median function shows the ‘‘thresholding property,’’ i.e. there exists a threshold t such that the median equals 0 if and only if |x|ot. All calculations were performed by the R package ‘‘EbayesThresh’’ [Johnstone and Silverman, 2005].



SIMULATIONS Simulations were performed to assess the performance of the proposed approach. We assumed a gamma distribution of the true effect sizes and set the shape and scale parameters such that the total variance explained roughly equals 0.1, 0.2, or 0.3 (the actual total Vg are 0.101, 0.191, and 0.295, respectively). The actual distribution of effect size will not affect the expected sum of Vg, although the variance may be affected. We assumed that 100,000 independent SNPs were genotyped in each scenario and 99.5% were set to be null. Therefore, the mean Vg were 0.02, 0.04, and 0.06% respectively, which were realistically very low considering the small effect size and Vg we have observed for most established susceptibility variants. The known susceptibility variants are those that can be detected with the current sample sizes and the effects of the ‘‘hidden’’ variants are likely to be much smaller. We simulated z-statistics following the distribution N(d,1), where d is the true effect size that may be zero or not. d for Genet. Epidemiol.



the nonnull markers are derived from the corresponding level of Vg. Both continuous and binary traits were simulated. In the case of continuous traits, we simulated three sample sizes (5,000, 10,000, and 20,000) and three levels of Vg. Two hundred replications were performed. For binary traits, we considered different sample sizes (number of cases 5 number of controls 5 3,500, 5,000, or 7,000) and prevalences (0.001, 0.01, and 0.05). Fifty replications were performed (since analysis of binary traits is moreconsuming). A larger effect size is needed to achieve the same level of variance explained for a lower prevalence. In total, six methods were studied, including methods that estimate f(z) by kernel density or regression, those that consider the effect size given H1 or not and two approaches based on mixture models. Although the main focus of the simulations was to investigate if the proposed methods can recover the total Vg of all risk alleles, we also performed smaller scale simulations to test if the methods would erroneously report large total Vg even if there are no risk variants, due to random noise. This may be regarded as a ‘‘negative control’’ experiment. We again simulated z-statistics for 100,000 independent markers, but all are null. We considered continuous traits with sample sizes 5,000, 10,000, and 20,000. We also conducted simulation in a real genotype data set of 2,514 Chinese subjects typed by the Illumina Human610-Quad BeadChip [So et al., 2010], mainly to investigate the effect of pruning in practice. As wholegenome simulations are rather computationally intensive, we performed smaller scale simulations on 2 chromosomes (chr 1 and 2). On each chromosome, we randomly selected 50 SNPs (at least 3 milliom bp away from each others) as quantitative trait loci (QTLs). Their minor alleles were set as the risk alleles and each allele was assumed to have equal effect. Given the minor allele frequencies and total heritability (set at 10 and 20%) explained by these QTL, each subject was assigned a continuous trait values under the polygenic model and normal distribution [Zhivotovsky and Feldman, 1992]. A detailed description of the method is given in the supplementary materials. This data set was then pruned to remove highly correlated SNPs with the command ‘‘--indep-pairwise 100 25 0.25’’ (r2threshold of 0.25, 100-SNP sliding windows and proceeding by 25 SNPs in each step) in PLINK, which is the same command we have used for application to real disease data sets. Note that the pruning is blind to the association test results. There were 8,185 and 8,625 SNPs left after pruning on chr 1 and 2, respectively and test statistics were computed in the pruned data set for estimation of the total heritability explained. The simulation procedure was repeated 500 times.



RESULTS The root mean squared errors (RMSE) of different estimators in simulations were shown in Tables I and II. A boxplot of different estimators for a binary outcome (true sum of Vg 5 0.101) is shown in Figure 2. Other boxplots of different estimators are shown in Figures S1–S4. Tables III and IV showed the bias of various estimators. Tables S2 and S3 provided detailed results on the SD of estimators while Table S4 showed the performance of different estimators
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TABLE I. Root mean squared error of different estimators (binary outcome) Sum of Vg 0.101



Sample size



K



Kernel



Kernel. H1



Poisson



Poisson. H1



Laplace. median



Laplace. mean



3,500



0.001 0.01 0.05 0.001 0.01 0.05 0.001 0.01 0.05 0.001 0.01 0.05 0.001 0.01 0.05 0.001 0.01 0.05 0.001 0.01 0.05 0.001 0.01 0.05 0.001 0.01 0.05



0.017 0.024 0.045 0.012 0.018 0.026 0.011 0.014 0.019 0.036 0.049 0.049 0.030 0.038 0.050 0.023 0.032 0.041 0.054 0.075 0.093 0.040 0.058 0.079 0.025 0.045 0.062



0.034 0.034 0.044 0.027 0.032 0.035 0.023 0.035 0.030 0.043 0.043 0.068 0.038 0.045 0.049 0.029 0.028 0.047 0.031 0.052 0.080 0.019 0.036 0.058 0.016 0.024 0.040



0.051 0.065 0.074 0.040 0.054 0.067 0.031 0.043 0.057 0.082 0.115 0.142 0.057 0.089 0.121 0.037 0.065 0.096 0.097 0.148 0.198 0.065 0.107 0.157 0.040 0.075 0.117



0.020 0.041 0.057 0.019 0.024 0.045 0.026 0.020 0.028 0.034 0.054 0.093 0.036 0.035 0.062 0.064 0.033 0.037 0.040 0.059 0.105 0.045 0.044 0.064 0.054 0.037 0.049



0.067 0.082 0.093 0.054 0.070 0.084 0.042 0.058 0.074 0.102 0.139 0.167 0.074 0.109 0.144 0.051 0.082 0.117 0.118 0.177 0.232 0.080 0.130 0.187 0.053 0.091 0.142



0.064 0.079 0.090 0.052 0.068 0.081 0.041 0.056 0.071 0.097 0.132 0.160 0.071 0.104 0.137 0.050 0.079 0.112 0.113 0.168 0.220 0.077 0.124 0.177 0.052 0.087 0.135



5,000



7,000



0.191



3,500



5,000



7,000



0.295



3,500



5,000



7,000



K, prevalence. Sample size 3,500 for instance refers to 3,500 cases and an equal number of controls. Bolded numbers represent the estimator with the lowest RMSE in each scenario (i.e. each row). Vg, variance explained; Kernel, kernel density estimator (unconditional); Kernel. H1, kernel density estimator conditional on H1; Poisson, Poisson regression estimator; Poisson. H1, Poisson regression estimator conditional on H1; Laplace.median, median of the posterior distribution assuming Laplace prior; Laplace.mean, mean of the posterior distribution assuming Laplace prior. Please refer to the main text for detailed descriptions.



TABLE II. RMSE of different estimators (continuous outcome) Sum of Vg 0.101



0.191



0.295



Sample size



Kernel



Kernel. H1



Poisson



Poisson. H1



Laplace. median



Laplace. mean



5,000 10,000 20,000 5,000 10,000 20,000 5,000 10,000 20,000



0.107 0.030 0.015 0.052 0.050 0.036 0.080 0.086 0.053



0.057 0.037 0.026 0.102 0.054 0.032 0.137 0.071 0.037



0.079 0.071 0.052 0.158 0.132 0.081 0.238 0.176 0.095



0.066 0.052 0.021 0.123 0.078 0.034 0.168 0.080 0.050



0.098 0.089 0.067 0.185 0.156 0.101 0.275 0.208 0.117



0.096 0.086 0.065 0.179 0.149 0.097 0.264 0.197 0.112



Bolded numbers represent the estimator with the lowest RMSE in each scenario. Please refer to the legends under Table I for the meaning of abbreviations. RMSE, root mean squared error.



when all markers are null. Note that for the unconditional estimator, the effect size is not conditioned on H1 or H0 [Equation (1)]. The opposite is true for the conditional estimator [Equation (2)]. Overall, the nonparametric kernel estimator using Equation (1) and (2) performed best in terms of RMSE when the true total Vg is nonzero. In the ‘‘negative control’’ experiment, the unconditional kernel estimator produced inflated estimates of total Vg when all markers are null. All other methods returned total Vg that



were close to zero. When the sample size increases, the bias (from zero) decreases. The observation suggests that the unconditional kernel estimator is less capable of differentiating random noise under a complete null scenario, but the problem can be alleviated by considering the conditional effect sizes under H1. The results from the unconditional kernel estimator could still be useful provided it is interpreted in concert with the other estimators. (For example, if all other estimators show total Vg close to Genet. Epidemiol.
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Fig. 2. Boxplots of different estimators for binary outcome. The true sum of variance explained is 0.101. N refers to the sample size, for instance N 5 3,500 refers to 3,500 cases and 3,500 controls. The horizontal line represents the true total variance explained. Numbers 1 to 6 represent the six estimators investigated, in the same order as listed in Table I. 1, kernel density estimator (unconditional); 2, kernel density estimator conditional on H1; 3, Poisson regression estimator; 4, Poisson regression estimator conditional on H1; 5, median of the posterior distribution assuming Laplace prior; 6, mean of the posterior distribution assuming Laplace prior. Please refer to the main text for detailed descriptions.



zero, then the total Vg is likely to be close to zero despite higher values predicted by the unconditional estimator.) However, we expect that for most complex traits, the total Vg explained by GWAS is very unlikely to be zero or close to zero. In 33 of 36 simulation scenarios, the best method (with lowest RMSE) belongs to the two kernel density estimators. The unconditional kernel estimator performs better with smaller sum of Vg while the conditional one performs better with larger sum of Vg. Regarding the bias, all methods are prone to downward bias in most cases, but the bias is most severe for the unconditional Poisson regression estimator (method 3) and the two using mixture models. The relatively large bias of these three estimators raises their RMSE despite having low variance. The kernel density estimators (conditional and unconditional) in general also have a slight downward bias, especially when the actual sum of Vg is higher, but the bias is modest overall. When the true sum of Vg is 10%, the bias Genet. Epidemiol.



from the kernel density approach is very small in most cases. When the sum of Vg increases to 20 and 30%, the results become slightly downward biased with larger bias observed at 30%. The results are however still acceptable, not being too distant from the true values. The bias tends to decrease when the sample size is increased. For instance, at the largest sample size (no. of cases 5 no. of controls 5 N 5 7,000 for binary trait; sample size 5 20,000 for continuous trait), the kernel estimators conditioned on H1 are almost unbiased (Tables III and IV). For binary outcomes, the performance is also better when the prevalence is set lower. This is expected since the effect sizes are larger in these scenarios. Hence, having the largest sample size (N 5 7,000) and lowest prevalence (K 5 0.001) constitutes the ‘‘most favorable’’ testing scenario. In this scenario, it is remarkable that the kernel estimator conditioned on H1 gives virtually unbiased results in these cases no matter the true total Vg is 0.1, 0.2, or 0.3 (bias o2.53  104 in the latter 2 cases), suggesting that the estimator might be asymptotically unbiased (Table III).
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TABLE III. Bias of different estimators (binary outcome) Sum of Vg 0.101



Sample size



K



Kernel



Kernel. H1



Poisson



Poisson. H1



Laplace. median



Laplace. mean



3,500



0.001 0.01 0.05 0.001 0.01 0.05 0.001 0.01 0.05 0.001 0.01 0.05 0.001 0.01 0.05 0.001 0.01 0.05 0.001 0.01 0.05 0.001 0.01 0.05 0.001 0.01 0.05



0.001 0.005 0.031 0.003 4.73E04 0.008 0.007 0.002 2.84E05 0.032 0.042 0.037 0.027 0.033 0.042 0.022 0.028 0.035 0.052 0.072 0.088 0.039 0.056 0.075 0.023 0.043 0.060



0.008 0.011 0.027 0.007 0.005 0.017 0.006 0.010 0.003 0.008 0.023 0.053 0.001 0.010 0.030 3.86E05 0.004 0.013 0.021 0.033 0.054 0.011 0.024 0.034 2.53E04 0.012 0.028



0.051 0.065 0.073 0.040 0.054 0.067 0.030 0.043 0.057 0.082 0.115 0.142 0.057 0.088 0.120 0.037 0.064 0.095 0.097 0.148 0.198 0.064 0.106 0.157 0.039 0.074 0.117



0.017 0.039 0.055 0.008 0.021 0.043 1.84E04 0.009 0.025 0.022 0.051 0.090 4.99E04 0.025 0.059 0.034 0.009 0.031 0.024 0.053 0.100 0.012 0.032 0.059 0.038 0.003 0.038



0.067 0.082 0.093 0.054 0.070 0.084 0.042 0.058 0.073 0.101 0.139 0.167 0.073 0.109 0.144 0.051 0.082 0.117 0.118 0.177 0.231 0.080 0.129 0.187 0.053 0.090 0.141



0.064 0.079 0.090 0.052 0.067 0.081 0.041 0.056 0.071 0.097 0.132 0.160 0.071 0.104 0.137 0.049 0.078 0.111 0.113 0.168 0.219 0.077 0.124 0.177 0.051 0.087 0.135



5,000



7,000



0.191



3,500



5,000



7,000



0.295



3,500



5,000



7,000



K, prevalence. Bolded numbers represent the estimator with the lowest bias in each scenario. Please refer to the legends under Table I for the meaning of abbreviations.



TABLE IV. Bias of different estimators (continuous outcome) Sum of Vg 0.101



0.191



0.295



Sample size



Kernel



Kernel. H1



Poisson



Poisson. H1



Laplace. median



Laplace. mean



5,000 10,000 20,000 5,000 10,000 20,000 5,000 10,000 20,000



0.096 0.016 0.003 0.016 0.042 0.032 0.064 0.082 0.051



0.033 0.024 0.003 0.074 0.042 0.010 0.092 0.044 0.015



0.078 0.070 0.051 0.157 0.132 0.081 0.237 0.175 0.095



0.062 0.050 0.017 0.119 0.076 0.022 0.164 0.075 0.015



0.098 0.088 0.067 0.184 0.156 0.101 0.275 0.207 0.116



0.096 0.086 0.064 0.179 0.148 0.096 0.264 0.197 0.111



Bolded numbers represent the estimator with the lowest bias in each scenario. Please refer to the legends under Table I for the meaning of abbreviations.



Concerning the variance, methods 3, 5, and 6 produce the most stable estimates. The conditional estimators (Equation (2)) are more variable than the unconditional counterparts (Equation (1)), which is expected since Equation (1) requires more complex manipulations. We also observed that increase in sample sizes results in better overall performance in terms of RMSE, which may be attributed to reductions in both variance and bias. Note that most of the approaches presented above are nonparametric, although the last mixture approach does assume a Laplace density for the prior. This choice, however, is mainly based on favorable statistical properties (see the original paper) rather than knowledge of the distribution of effect sizes.



We have also conducted simulations based on a real GWAS data set, mainly to investigate the effect of pruning in practice. Figure 3 shows the boxplots of the estimates of total heritability explained in 500 simulated data sets. As shown in the figure, the estimation of the unconditional approach is more accurate and stable than the alternative approach conditioned on H1. This may be related to the presence of residual correlations between the pruned SNPs. The correlations might increase the variability of the local fdr estimates that are required for the conditional approach [Efron, 2010]. Note that the conditional approach itself produces less stable estimates due to the more complex evaluations involved, and the dependency among SNPs may further degrade its performance. Genet. Epidemiol.
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TABLE V. Application to real disease examples Trait



Crohn



HDL



LDL



TG



Kernel Kernel. H1 Kernel (random sign) Kernel. H1 (random sign) Poisson Poisson. H1 Laplace. median Laplace. mean h2 Prop of h2 (Kernel) Prop of h2 (Kernel. H1)



0.198 0.160 0.198 0.251 0.140 0.147 0.031 0.113 0.550 0.290 0.359



0.120 0.151 0.123 0.214 0.055 0.081 0.036 0.040 0.360 0.419 0.333



0.112 0.082 0.120 0.145 0.035 0.052 0.025 0.026 0.630 0.130 0.177



0.126 0.090 0.115 0.097 0.032 0.041 0.021 0.023 0.370 0.244 0.341



h2 , heritability; Crohn, Crohn’s disease; HDL, high-density lipoprotein; LDL, low-density lipoprotein; TG, triglycerides; Prop, proportion. The rows in bold represent the estimators showing the best overall performance (in terms of RMSE) in simulations. The heritability estimate for Crohn’s disease was based on Sofaer [1993] and the estimates for HDL, LDL, and TG were based on Abney et al. [2001]. Random sign refers to sum of Vg estimated by randomly assigning z-values to be positive or negative (see main text for details).



Fig. 3. Boxplots of the estimated sum of heritability explained in the simulated data sets. The simulations were based on a real GWAS data set of Chinese subjects. We randomly assigned 50 susceptibility loci in the full data set and the sum of heritability explained was estimated in the pruned data set. Vg10, VgC10, Vg20, and VgC20 denote the estimates by the unconditional approach and the alternative approach conditioned on H1 when the preset total heritabilites were 10 and 20%, respectively. Panels (A) and (B) refer to the simulation on chromosomes 1 and 2, respectively.



For the unconditional estimator, the pruning of SNPs (using the described parameters) does not substantially affect the accuracy of estimation. For instance, on chr 1 the median estimates of total heritability were 12.4 and 17.0%, which were very close to the preset values of 10 and 20%. The results on chr 2 were similar (estimated heritabilites at 12.8 and 17.2%).



APPLICATION TO REAL DATA We applied the methodology to a few quantitative and disease traits. We estimated the total possible variance explained for Crohn’s disease [Barrett et al., 2008] and lipid levels [Kathiresan et al., 2009], which include high-density lipoprotein (HDL), low-density lipoprotein (LDL), and triglycerides (TG) (http://www.sph.umich.edu/csg/abecasis/ public/lipids2008/). For Crohn’s disease, since SE estimates are unavailable, E(d|z) are directly converted to Vg assuming a fixed allele frequency of 0.5. The prevalence was taken to be 0.006 [Loftus et al., 2007]. Only the summary test statistics are required for evaluating the maximum Vg achievable by GWAS. To prevent redundant signals of associations to inflate the total Vg, genome-wide set of SNPs were LD-pruned (based on an r2 threshold of 0.25, 100-SNP sliding windows and proceeding by 25 SNPs in each step; similar Genet. Epidemiol.



settings were employed in the ISC study). Around 100,000 SNPs remained after pruning. Because we do not have the raw data, pruning was based on the LD pattern of the HapMap CEU sample. Table V lists the estimated maximum sum of Vg captured by GWAS for the studied traits. The heritability estimate for Crohn’s disease was based on Sofaer [1993] and the estimates for HDL, LDL, and TG were based on Abney et al. [2001]. The total Vg from all true risk alleles were estimated to be generally around 10–40% of the total heritability, based on results of the kernel estimators. Since the figures are derived from an LD-pruned marker set, the results may be interpreted as conservative estimates of the total Vg achievable from the corresponding casual variations in the genome Vall. From our simulations, the pruning procedure does not seem to affect Vgwas (i.e. estimate of the total heritability explained by all GWAS markers), particularly if the unconditional estimator is used. It is however very difficult to quantify precisely the reduction in Vg due to incomplete LD with the casual variants, because LD patterns are variable across the genome and the location of the true causal variants are not known. In Yang et al.’s study [2010], the authors tried to correct for incomplete LD between SNPs and the causal variants by a simulation-based approach (using the observed genotype data). The assumption was that the LD among genotyped SNPs closely resembles the LD between causal variants and the SNPs. However, as stated in the paper, the causal variants and the observed SNPs are likely to share different properties, hence the LD among SNPs only serves as a rough guide to the LD between causal variants and SNPs. It should be noted that since we do not know about the features of most casual variants (e.g. their locations, frequencies, LD with GWAS SNPs etc.), correction for incomplete LD needs to rely on certain assumptions and remains a very difficult problem. The results suggest that a certain proportion of Vg could be derived from GWAS, or more broadly speaking from common variants. However, the results also do not preclude the contribution from rare variants.



Total Heritability Explained by GWAS



DISCUSSION We tackle the problem of ‘‘hidden’’ heritability in GWAS from a different perspective, compared to the two other similar studies which employed simulations [The International Schizophrenia Consortium, 2009] or fitted linear models [Yang et al., 2010]. A distinct feature of our proposed methodology is that only summary statistics instead of raw data are required to estimate the total variance explained. Only z-statistics are required as input for continuous outcomes. For binary traits, the basic inputs required are the z-statistics and disease prevalence. It is desirable to have data on the OR (or SE) and MAF for each SNP, but they are not essential. Raw genotype data are required for both the simulation-based and model fitting approaches for estimating total Vg. Compared to the other approaches, our methodology is simple, computationally fast (takes a few seconds for quantitative traits and about a few minutes for binary traits) and easy to implement. Since we only require the summary z-statistics, the statistical framework is very flexible. One can work with covariates (e.g. principal components that adjust for population stratification) as long as they are controlled for in the regression model. One can also deal with populationbased studies or family-based studies once the test statistics have been obtained by appropriate association analyses. Both binary and quantitative traits can be handled under the proposed framework. The method can also be applied to results from meta-analyses. Besides, our methodology is nonparametric and the distribution of the effect sizes of susceptibility variants needs not be specified in advance. It should be noted that the effect size distribution is unimportant in affecting the expected Vg, but this may not be true for its variance, as the accuracy of the density estimate f(z) may vary for different effect size distributions. Compared to simulation methods, an analytic approach obviates the need to specify a large variety of genetic models and perform extensive testing on different parameters. Moreover, the ISC simulation approach requires picking out simulated models that are broadly ‘‘consistent’’ with real data results. Nevertheless, there are no objective criteria to justify ‘‘consistency’’ and subjective judgment is required. In the ISC paper [The International Schizophrenia Consortium, 2009], the authors started from 560 models and finally pick out only 7 that are broadly consistent with the real data. The low chance of finding matching models is understandable as the number of possible genetic models is almost infinite. In summary, the available methodologies attack the problem of hidden heritability in GWAS from very different angles, and further simulation studies may be needed to compare the accuracy of these methodologies. In this study, we have not evaluated the confidence intervals (CI) and standard errors (SE) of the total Vg estimates. If the raw data are available, this could be achieved by nonparametric bootstrap [Efron, 1979]. Subjects are re-sampled with replacement and the test statistics and total Vg are recalculated in each run. Analytic ways to obtain CI and SE are more difficult, and is a topic for further studies. It may be of interest to apply the proposed methodology to other traits, particularly on large GWAS studies and meta-analyses. It should be noted that although a certain proportion of Vg are likely to be ‘‘hidden’’ in GWAS, they are likely to be of increasingly small effect sizes that require much larger
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sample sizes to detect. Whether it is more cost-effective to pursue larger scales of GWAS or look for other types of variations (e.g. rare variants via sequencing) is still a much debatable question. To conclude, in this study we have provided a statistical framework to assess the level of ‘‘hidden’’ heritability in a GWAS, providing insight into the genetic architecture of complex diseases and the capacity of GWAS to decipher the genetic basis of diseases. We hope that the results will shed light on the relative contribution of common variants for complex diseases, a topic that has attracted a lot of attention these days. R programs to implement the proposed methodology will be available at http://sites.google.com/site/honcheongso/ software/total-Vg.
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