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UNIPOTENT FLOWS AND ISOTROPIC QUADRATIC FORMS IN POSITIVE CHARACTERISTIC A. MOHAMMADI



Abstract. The analogous statement to Oppenheim conjecture over a local field of positive characteristic is proved.



1. Introduction Let Q be a real non-degenerate indefinite quadratic form in n variables. Further assume Q is not proportional to a form with rational coefficients . It was conjectured by Oppenheim in [O31] that if n ≥ 5 then for any ε > 0 there is x ∈ Zn − {0} such that |Q(x)| < ε. Later on in 1946 Davenport stated the conjecture for n ≥ 3 (see [DH46]). However the conjecture even in the case n ≥ 3 is usually referred to as Oppenheim conjecture. Note that if the conjecture is proved for n0 then it holds for n > n0 . Hence it is enough to show this for n = 3. Note also that the conclusion of the theorem is false for n = 2. Using methods of analytic number theory the aforementioned conjecture was verified for n ≥ 21 and also for diagonal forms in five variables (see [DH46, DR59]). The Oppenheim conjecture in its full generality was finally settled affirmatively by G. A. Margulis in [Mar86]. Margulis actually proved a reformulation of this conjecture, in terms of closure of orbits of certain subgroup of SL3 (R) on the space of unimodular lattices. This reformulation (as is well known by now) is due to M. S. Raghunathan and indeed is a special case of Raghunathan’s conjecture on the closure of orbits of unipotent groups. S. G. Dani and G. A. Margulis applied the same sort of ideas as in Margulis’s proof of Oppenheim conjecture to get partial result in the direction of Raghunathan’s conjecture (see [DM89, DM90]). Raghunathan’s orbit closure conjecture was proved by M. Ratner in a series of path breaking papers ( [R90a, R90a, R91, R92]). Ratner actually proved S. G. Dani’s measure rigidity conjecture (some times referred to as Raghunathan’s measure rigidity conjecture) and derived the orbit closure from that. Both measure rigidity conjecture and the Oppenheim conjecture can be formulated over other local fields as well. Indeed A. Borel and G. Prasad in [BP92], following the same strategy as in Margulis’s proof of Oppenheim conjecture, proved the analogous statement in the S-arithmetic setting. The measure rigidity and orbit closure in the case of product of real and p-adic algebaric groups were also proved by G. A. Margulis and G. Tomanov [MT94] and independently by M. Ratner [R95]. Date: Draft. 1
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In this paper we prove the analogous statement to Oppenheim conjecture in positive characteristic case. More precisely let K be a global function field of characteristic p 6= 2. Let ν be a place of K and let O be the ring of ν-integers in K. Let Kν = Fq ((θ−1 )), where q is a power of p. With o = Fq [[θ−1 ]] the valuation ring of Kν . We have Theorem 1.1. Let Q be a non-degenerate isotropic quadratic form over Kν in n ≥ 3 variables and assume that Q is not a scalar multiple of a form whose coefficients are in K. Then for any ε > 0 there exists x ∈ O n − {0} such that |Q(x)| < ε. As in the real case, if the theorem 1.1 holds for n0 then it holds for n ≥ n0 so it is enough to show this for n = 3. Note also that the conclusion of the theorem is false for n = 2, just as we remarked earlier in the real case. Our proof follows closely the same stream line as Margulis’s original proof of the Oppenheim conjecture. The main difficulties in carrying out his proof occur in the case CharK = 3. Indeed it was communicated to us by K. Mallahi Karai [M06] that he has a proof in the case CharK > 3. In section 2 we state the corresponding theorem on the closure of orbits of certain groups. After that the rest of the paper will be devoted to proving theorem 2.1. We will recall some general properties from topological dynamics in section 3. In section 4 we will use the polynomial like behavior of the action of unipotent groups on the space of lattices to construct a “polynomial like” map. This construction is essential to our proof. It is worth mentioning that this kind of constructions was used in Margulis’s original proof of Oppenheim conjecture and is a cornerstone in Ratner proof of measure rigidity conjecture. The proof of theorem 2.1 then will be completed in section 5. Acknowledgements. We would like to thank Professor G. A. Margulis for suggesting the problem and many helpful conversation. 2. Theorem 1.1 and flows on homogeneous spaces We observed earlier that we need to prove the theorem in the case n = 3. Let G = SL3 (Kν ) and Γ = SL3 (O). We let Ω be the space of free O-modules of determinant one in Kν3 . The space G/Γ can be naturally identified with Ω in the usual way. For any y = gΓ ∈ Ω = G/Γ we let Gy = {h ∈ G| hy = y} = gΓg −1 be the stabilizer of y in G. For any µ ∈ Kν − {0} let us denote by Hµ the subgroup of G consisting of elements which preserve the form Qµ (x) = 2x1 x3 − µx22 . More generaly for any quadratic form Q on Kν3 , let HQ be the subgroup of G consisting of elements which preserve the form Q. We have Theorem 2.1. If x ∈ G/Γ such that Hµ x is compact then Hµ x = Hµ x. The reduction of theorem 1.1 to theorem 2.1 is a well-known fact. This was first observed by M. S. Raghunathan in the real case as we mentioned earlier. We will reproduce the argument in our case. First recall that for any closed subgroup P ⊂ G and any y ∈ G/Γ. The quotient space P/P ∩ Gy and the orbit P y are homeomorphic if P y is closed. Consequently we have P/P ∩ Gy is compact if and only if P y is compact.
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Let Q be an indefinite non-degenerate quadratic form in 3 variables, as in the statement of theorem 1.1. It is easy to see that there exists gQ ∈ G and µQ ∈ −1 Kν − {0} such that HµQ = gQ HQ gQ . Assume that the assertion of theorem 1.1 does not hold thus there exits ε > 0 such that |Q(x)| > ε for any x ∈ O 3 − {0}. An application of Mahler’s compactness criterion now says that HQ O 3 is relatively compact which means HµQ gQ Γ is relatively compact. Let y = gQ Γ by theorem 2.1 above we have HµQ y is compact hence HQ /HQ ∩ Γ is compact. Consequently HQ ∩ Γ is a lattice in HQ . In view of Borel’s density theorem we have HQ ∩ Γ is Zariski dense in HQ . This says HQ is defined over K (see [B91, chapter AG]) and hence Q is a scalar multiple of a form with coefficients in a purely inseparable extension of K. However Q has coefficients in Kν thus Q is scalar multiple of a form with coefficients in K which is a contradiction. 3. Minimal sets Let G be an arbitrary second countable locally compact group and let Ω be a homogeneous space for G. For any closed subgroup F ⊂ G. Let NG (F ) be the normalizer of F in G. Definition 3.1. Let F be a closed subgroup of G and Y be a closed F -invariant subset of Ω. The subset Y is called F -minimal if it does not contain any proper closed F -invariant subset i.e F y is dense for any y ∈ Y. Note that it is a conseqence of Zorn’s lemma that any compact F -invariant subset of Ω contains a compact F -minimal subset. Let F be a closed subgroup of G and Y a closed F -minimal subset of Ω. If g ∈ NG (F ) such that gY ∩ Y 6= ∅ then gY = Y. Lemma 3.2. Let F ⊂ P and F ⊂ P 0 be closed subgroups of G and let Y and Y 0 be closed subsets of Ω and let M ⊂ G. Suppose that (a) P Y = Y and P 0 Y 0 = Y 0 , (b) mY ∩ Y 0 6= ∅ for any m ∈ M, (c) Y is a compact F -minimal subset. Then hY ⊂ Y 0 for any h ∈ NG (F ) ∩ P 0 M P . Proof. Define S = {g ∈ G| gY ∩ Y 0 6= ∅} note that S is closed and P 0 M P ⊂ S. Thus we have P 0 M P ⊂ S. Choose h ∈ NG (F ) ∩ P 0 M P as in the statement of the lemma then we have hy = y 0 for some y ∈ Y and y 0 ∈ Y 0 . If we use the fact that F h = hF we get F hy = hF y ⊂ Y 0 , however Y is F -minimal hence we have hY ⊂ Y 0 .  Corollary 3.3. If P = P 0 and Y = Y 0 in lemma 3.2 then hY = Y, for every h ∈ NG (F ) ∩ P M P . The following is a standard fact from topological dynamics about minimal sets. We recall the proof for the sake of completeness. Lemma 3.4. Let F be a closed subgroup of G and let y ∈ Ω be such that F y is a compact F -minimal subset of Ω but F/F ∩ Gy is not compact (i.e F y is not
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compact). Then the closure of the subset {g ∈ G − F | gy ∈ F y} contains the identity. Proof. We argue by contradiction. Assume the conclusion of the lemma does not hold, so we can find a relatively compact neighborhood of the identity, U say, such that F y ∩ U y = (F ∩ U )y. Let us represent F = ∪n≥1 Kn where Kn ⊂ Kn+1 are compact subsets of F . Recall that F y is not compact thus for any n ≥ 1 we can find zn ∈ F y such that Kn zn ∩ (F ∩ U )y = ∅. Hence we have Kn zn ∩ U y = ∅ since Kn zn ⊂ F y. Let Ψ = ∪n Kn zn . In view of our previous observation we get that the closure of Ψ does not contain y. However if we replace {zn } by a subsequence, if necessary, we may and will assume zn → z ∈ Y. Note now that Y is F -minimal and that F z ⊂ Ψ thus y ∈ Ψ, which is a contradiction.  4. Some preliminary statements As before we let Hµ be the group of isometries of the isotropic quadratic form Qµ (x) = 2x1 x3 − µx22 . If µ = 1 then we let H = H1 . We prove theorem 2.1 in the case µ = 1. The proof for arbitrary µ is identical and will not be repeated. Let us fix some notations to be used through out the paper. Hence let H = H1 and define     t 0 0 1 t t2 /2 t  d(t) =  0 1 0  , v1 (t) =  0 1 −1 0 0 t 0 0 1   1 0 t v2 (t) =  0 1 0  0 0 1 Let D(t) = {d(t) | t ∈ Kν× }, V1 = {v1 (t) | t ∈ Kν } and V2 = {v2 (t) | t ∈ Kν }, more generally if f : Kν → Kν is a polynomial map we define the subset V2 (f ) = {v2 (f (t)) | t ∈ Kν } of V2 . Let      1 a b V = V1 · V2 =  0 1 a  | a, b ∈ Kν   0 0 1 Note that DV is the normalizer of V1 in G and that DV1 is the intersection of H with the group of upper triangular matrices. Let W + (resp. W − ) be the set of strictly upper triangular (resp. lower triangular) matrices in G, and also let B + (resp. B − ) be the set of upper triangular (resp. lower triangular) matrices in G. For any subgroup A of W + which is normalized by d(θ3 ) we let Ak = d(θ)k W + (o)d(θ)−k ∩A. The full diagonal group will be denoted by T. We let L = B − W1 be a rational crosssection for V1 in G where     1 0 a  W1 =  0 1 b  | a, b ∈ Kν .   0 0 1 Let V1− , W1− , V2− denote the transposes of V1 , W1 , V2 respectively. Let x ∈ Ω be such that Hx is compact, however Hx 6= Hx. Let X be a compact H-minimal subset of Hx and further let Y ⊂ X be a compact V1 -minimal subset.
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Lemma 4.1. Let y ∈ Ω be such that Dy is relatively compact in Ω. Then W ∩Gy = {e} and therefore U/U ∩ Gy is not compact for any non-compact subgroup U of W. Proof. This is a consequence of the following two facts. (i) W + = {g ∈ G| d(t)n g d(t)−n → e if |t| < 1} (ii) If γ ∈ Gy , γ 6= e and {dn } is a sequence in G such that dn γd−1 n → e then the set {dn y} is not relatively compact in Ω.  The following is a consequence of lemma 4.1 and is needed for our construction in lemma 4.4. Lemma 4.2. The closure of {g ∈ G − DV | gY ∩ Y 6= ∅} contains e. Proof. Note first that since DV = NG (V1 ) and Y is V1 -minimal we have gY = Y if g ∈ DV and gY ∩ Y 6= ∅. Thus we have S = {g ∈ DV | gY ∩ Y 6= ∅} = {g ∈ DV | gY = Y } Which says S is a closed subgroup of G and indeed V1 ⊂ S. Assume now that the contrary to the lemma holds. Since Y is S-minimal and compact, in view of lemma 3.4 we get S/S ∩ Gy is compact. In particular Λ = S ∩ Gy is a lattice in S. Since V1 ⊂ S and V1 is normal in DV we may write S = (S ∩ DV2 )V1 . Let S2 = S ∩ DV2 . We show that π(Λ) is discrete where π : S → S/V1 is the natural projection. Since Λ is co-compact this will show that Λ ∩ V1 is a lattice in V1 . Note however that Dy ⊂ X is relatively compact, hence by lemma 4.1 above we have Gy ∩ W = {e}. This is a contradiction and the lemma will be concluded. Hence we need to show π(Λ) is discrete. To see this note that DV (o) has a neighborhood of identity which is a pro-p group. We call this neighborhood DVp and let S2p = S2 ∩ DVp . We will show that π(Λ) ∩ π(S2p ) = {e}. Assume the contrary then there is λ ∈ Λ such that e 6= π(λ) ∈ π(S2p ). Note that V1 has a filtration, say {V1n }, by pro-p groups which are all normalized by S2p . Hence λ ∈ S2p V1n for some n which is pro-p group. The group generated by λ however is in Λ hence it is discrete, hence it is a finite p-group. Write λ = dv2 v1 , where dv2 ∈ DV2 and v1 ∈ V1 note also that d = d(t) and thanks to lemma 4.1 we have t 6= 1. This contradicts the fact that order of λ is a power of p. Thus we have π(Λ) is discrete and the proof is complete.  We now recall the following definition from [MT94]. The following definition is a generalization for polynomial maps and is the best suited replacement when one deals with quasi-affine spaces. Definition 4.3. (cf. [MT94, Definition 5.3]) (i) Let E be a Kν -algebraic group, F a Kν -algebraic subgroup of E(Kν ) and M a Kν -algebraic variety. A Kν -rational map f : M(Kν ) → E(Kν ) is called
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F -quasiregular if the map from M(Kν ) to V given by x 7→ ρ(f (x)p) is Kν regular for every Kν -rational representation ρ : E → GL(V) and every point p ∈ V(Kν ) such that ρ(F )p = p. (ii) If E = E(Kν ) and W ⊂ E is a split unipotent subgroup then a map φ : W → E is called strongly W -quasiregular if there exist (a) a sequence gn ∈ E such that gn → e. (b) a sequence {αn : W → W } of Kν -regular maps. (c) a sequence {βn : W → W } of Kν -rational maps. (d) a Zariski open nonempty subset X ⊂ W such that φ(u) = limn→∞ αn (u)gn βn (u) and the convergence is uniform on the compact subsets of X Note that if φ is strongly W -quasiregular then it indeed is W -quasiregular. Let ρ : E → GL(Φ) be a Kν -rational representation and let p ∈ Φ be a W -fixed vector. For any u ∈ X we have ρ(φ(u))p = lim ρ(αn (u)gn )p. n→∞



Identify W with an affine space, as we may, thanks to the fact W is split. The sequence {ψn : W → Φ, u 7→ ρ(αn (u)gn )p} is a sequence of polynomial maps of bounded degree and also the family is uniformly bounded on compact sets so it converges to a polynomial map with coefficients in Kν . This says φ is W -quasiregular. The following is an important application of the polynomial like behavior of the action of V1 on Ω. Actually later on we will need it for some other subgroup which share similar features with V1 i.e split unipotent algebraic subgroups of G. The proof in the more general setting is the same as it is clear from the proof given here. Lemma 4.4. Let {gn } ⊂ G − DV be such that gn → e. Then NG (V1 ) ∩ V1 {gn }V1 contains the image of a non-constant strongly V1 -quasiregular map. Proof. Let {gn } ⊂ G − DV be such that gn → e. We define the following rational morphisms φ˜n : V1 → L and ωn : V1 → V1 such that v1 (t)gn = φ˜n (t)ωn (t) holds for all v1 (t) in a Zariski open dense subset of V1 . A theorem of Chevalley says that we can find a Kν -rational representation ρ : G → GL(Φ) and q ∈ Φ such that V1 = {g ∈ G| ρ(g)q = q} hence NG (V1 ) = {g ∈ G| ρ(V1 )ρ(g)q = ρ(g)q} Let B(v) ⊂ ρ(G)q be a bounded neighborhood of q in V. Our assumptions on {gn } guarantee that, there is a sequence of positive integers {r(n)} with r(n) → ∞ such that V1r(n) gn q 6⊂ B(q) and V1k gn q ⊂ B(q) for all k < r(n), where V1n = {v1 (t) | t ∈ Kν and |t| < qn } For any n ∈ N let αn : V1 → V1 be the conjugation by d(θ3 )r(n) . Define the Kν -rational maps φn by φn = φ˜n ◦ αn : V1 → L. Let φ0n = ρL ◦ φn : V1 → Φ We have φ0n (t) = αn (v1 (t))gn q, thus φ0n : V1 → Φ is a Kν -regular map. This is to say {φ0n } as is a set of Kν -polynomial maps of bounded degree. Using the definition
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of φ0n we have {φ0n } is uniformly bounded family of polynomials of bounded degree, thus passing to a subsequence, which we will still show it by φ0n , we may assume there is a polynomial map φ0 : V1 → Φ such that φ0 (t) = lim φ0n (t) for every t ∈ Kν n→∞



Note that φ0 (e) = q as gn → e and that φ0 is non-constant since gn 6∈ NG (V1 ). As L is a rational cross-section for G/V1 , we have L gets mapped onto a Zariski open dense subset M of Zariski closure of ρ(G)q and that q ∈ M . Hence we can define a Kν -rational map φ : V1 → L by 0 φ = ρ−1 L ◦φ



The construction above gives φ(e) = e and φ is non-constant. We now show; the map φ satisfies the conditions of the lemma i.e. (i) φ is strongly V1 -quasiregular (ii) Im(φ) ⊂ NG (V1 ). Note that by above construction we have if v1 (t) ∈ φ0−1 (M ) then φ(t) = lim φn (t) n→∞



and the convergence above is uniform on the compact set of φ0−1 (M ). We have φn (t) = αn (v1 (t))gn βn (t) where βn (t) = ωn (αn (v1 (t)))−1 Above says for v1 (t) ∈ φ0−1 (M ) we can write φ(t) = lim αn (v1 (t))gn βn (t), n→∞



this establishes (i). To prove (ii) above recall that NG (V1 ) = {g ∈ G| V1 ρ(g)q = ρ(g)q}. We remarked in (i) above that φ(t) = limn→∞ αn (v1 (t))gn βn (t). Let v1 (s) ∈ V1 be an arbitrary element we need to show v1 (s)ρ(φ(t))q = ρ(φ(t))q. Note that ρ(v1 (s)αn (v1 (t))gn )q = ρ(αn (αn−1 (v1 (s))t)gn )q The result is immediate now if we note that αn−1 (v1 (s)) → e as n → ∞. This finishes the proof of (ii) and of the lemma.  Remark 4.5. Let the notations be as in lemma 4.4. The above construction and observations say, Im(φ) 6⊂ KV1 for any compact subset K ⊂ G. For later use we need to explicitly determine these polynomials. Let   a1n a2n a3n gn =  b1n b2n b3n  c1n c2n c3n Then we have 



2



a1n + b1n t + c1n t2  v1 (t)gn = b1n + c1n t c1n



2



a2n + b2n t + c2n t2 b2n + c2n t c2n



2  a3n + b3n t + c3n t2  b3n + c3n t c3n
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Write αn (v1 (t))gn βn (t) = σn (t)ϑn (t) where σn : V1 → B − and ϑn : V1 → W1 are Kν -rational morphisms. That is  n    σ11 (t) 0 0 1 0 ϑn13 (t) n n  and ϑn (t) =  0 1 ϑn23 (t)  (t) σ22 (t) 0 σn (t) =  σ21 n n n σ31 (t) σ32 (t) σ33 (t) 0 0 1 Note that our construction above says φ(t) ∈ L ∩ NG (V1 ) = DV2 so all we need n from above are the maps {σ11 (t)} and {ϑn13 (t)} which are easily calculated. Let 3r(n) αn (t) = θ t. Then 2



2



n (†) σ11 (t) = a1n + b1n αn (t) + c1n αn2(t) = a1n + b01n t + c001n t2 2



1 (αn (t))gn )11 −((v1 (αn (t))gn )12 ) (‡) ϑn13 (t) = 2(v1 (αn (t))gn )13 (v = ((v1 (αn (t))gn )11 )2 is a degree 4 polynomial.



ϑ0n (t) (σn (t))2 ,



where ϑ0n



Passing to a limit we have  φ(t) = d(σ(t)) v2 (ϑ0 (t)) = d(σ(t)) v2



ϑ(t) σ(t)2







where σ(t) is a polynomial of degree at most 2 and ϑ(t) is a polynomial of degree at most 4. Moreover d(σ(0)) = v2 (ϑ0 (0)) = e Let the notations and conventions be as before. Recall in particular that x ∈ G/Γ such that Hx is compact but Hx 6= Hx, and X ⊂ Hx is an H-minimal set and Y ⊂ X is V1 -minimal. Proposition 4.6. At least one of the following holds (i) σ(t) above is a non-constant polynomial. (ii) V2 y ⊂ Hx for some y ∈ Hx. (iii) There exists y ∈ Hx and f a polynomial whose derivative is non-constant such that V2 (f )y ⊂ Hx. (iv) Y is V2 (f )-invariant, where f (t) = at3 for some a ∈ Kν − {0}. Proof. Using lemma 4.2 above we can find {gn } ⊂ G \ DV such that gn → e and that gn Y ∩ Y 6= ∅. Applying lemma 3.3 with P = F = V1 , Y = Y and M = {gn } one has hY = Y for every h ∈ NG (V1 ) ∩ V1 M V1 . Note that we are in the situation of lemma 4.4, using that lemma and the calculation after loc. cit. we have there are polynomials σ(t) of degree at most  2 and  ϑ(t) of degree at most 4 such that φ(t)Y = Y, where φ(t) = d(σ(t)) v2



ϑ(t) σ(t)2



. We may assume σ(t) is a constant



polynomial else (i) above holds and there is nothing to show. Note that as we remarked earlier this is to say σ(t) = 1 for all t ∈ Kν . Thus φ(t) = V2 (ϑ(t)). There are 3 possibilities for ϑ0 (t), the derivative of the polynomial ϑ(t); (a) ϑ0 (t) is a non-constant polynomial. If this happens we are in case (iii) of the proposition and there is nothing to show. (b) ϑ0 (t) = 0 for all t ∈ Kν . Note that the degree of ϑ(t) is at most 4 hence this can happen only if CharK = 3 (recall that CharK 6= 2) and as ϑ(0) = 0 this says ϑ(t) = at3 , for some nonzero a ∈ Kν , which means case (iv) of the proposition holds.
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(c) ϑ0 (t) is constant but it is not zero. This in view of the same considerations as in (b) guarantees ϑ(t) = at3 + bt where a, b ∈ Kν and at least one of them is nonzero. The only case that is remained to consider is when both a and b are nonzero unless either (ii) or (iv) above holds. Thus suppose this is the case, then there is a neighborhood, o0 say, of the origin such that ϑ : o0 → o0 is a diffeomorphism. This follows either by a direct calculation or by appealing to inverse function theorem (e.g. the neighborhood θ−1 o works here). Let z ∈ Y then d(θ)n V2 (o0 )z is in X for any n ∈ N as X is H-invariant. We have d(θ)n V2 (o0 )z = d(θ)n V2 (o0 )d(θ)−n d(θ)n z = V2n d(θ)n z Let zn = d(θ)n z as X is compact there is y ∈ X such that zn → y. Note also that V2 = ∪n≥1 V2n i.e V2n ⊂ V2(n+1) is an exhaustion of V2 by compact sets. Thus V2 y ⊂ X. This shows we are in case (ii) above.  5. Proof of theorem 2.1 We fix relatively compact neighborhoods B+ and B− of e in W + and W − , respectively with the property that B+ ⊂ d(θ)B+ d(θ)−1 and B− ⊂ d(θ)−1 B− d(θ). We define a cofinal system of neghibourhoods of the identity in W + and W − . This −n − n + −n B d(θ)n respectively. and B− is done by setting B+ n = d(θ) n = d(θ) B d(θ) ± ± Define ` : W → Z ∪ {−∞}, by + + (i) `+ (x) = k iff x ∈ B+ k \ Bk−1 and ` (e) = −∞, − − − (ii) ` (x) = k iff x ∈ Bk \ Bk−1 and `− (e) = −∞.



Note that it follows from standard facts in algebraic group theory that W − T W + is Zariski open dense subset of G which contains e. An immediate consequence is that, in a small neighborhood of the identity we have g = W − (g)T (g)W (g) = V1− (g)W1− (g)T (g)W1 (g)V1 (g) where V1− (g) ∈ V1− , W1− (g) ∈ W1− , T (g) ∈ T, V1 (g) ∈ V1 , W1 (g) ∈ W1 , W − (g) = V1− (g)W1− (g) and W (g) = W1 (g)V1 (g). The following proposition reduces the proof of theorem 2.1 to the “inseparable” case. The existence of the inseparable case in some sense is the main difference with the proof in the characteristic zero case. Proposition 5.1. Theorem 2.1 holds if one of the following holds (a) CharK > 3 (b) at least one of the alternatives (i), (ii) or (iii) in proposition 4.6 holds. Proof. Note that if CharK > 3 then case (iv) of proposition 4.6 above is contained in case (iii) of that proposition. Thus we need to show theorem 2.1 holds if (b) above holds.
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(i) in proposition 4.6 holds. That is Y is invariant under   ϑ(t) R = hd(σ(t)) v2 | for all t ∈ Kν such that σ(t) 6= 0i σ(t)2 and we have σ(t) is a non-constant polynomial. Since Hx is not closed, for any y ∈ Y we have the closure of the subset M = {g ∈ G−H| gy ∈ Hx} contains the identity. Otherwise we have Hy is compact in view of lemma 3.4 and y ∈ Hx if e 6∈ M , which say Hx is closed and we get a contradiction. Apply lemma 3.2 with Y 0 = Hx, Y = Y, P 0 = H, F = V1 and P = V1 . Hence for any h ∈ NG (V1 ) ∩ HM V1 we have hY ⊂ Hx. Pick gn ∈ M such that gn → e. Let us first assume {gn } 6⊂ G − HV2 . Note that as we are allowed to multiply these from left by H we may assume either gn ∈ B + or `W − (gn ) − `V − (gn ) is bounded 1 1 from below. We now apply the construction of lemma 4.4 with {gn } which satisfy one of these two properties and {gn } 6⊂ HV2 and get the non-constant strongly V1 -quasiregular map φ1 . An easy calculation in the first case and proposition 6.7 of [MT94] in the second case will guarantee that Im(φ1 ) ⊂ W. In view of this and the fact NG (V1 ) = DV, we have the inclusion Im(φ1 ) ⊂ V2 , i.e. φ1 (s) = v2 (ϑ1 (s)). And for any s ∈ Kν we have v2 (ϑ1 (s))Y ⊂ X. Define the polynomial fu (t) = ϑ1 (s)σ 2 (t) − ϑ(t), where u = v2 (ϑ1 (s)). Since ϑ1 (s) and σ(t) are non-constant polynomials and deg(σ(t)) ≤ 2, we can find u0 = φ1 (s0 ) such that both fu0 and also its derivative fu0 0 are nonzero polynomials. We now turn to the case {gn } ⊂ HV2 . Thus there are infinitely many elements vn = v2 (tn ) ∈ V2 such that vn y ∈ Hx, so again we may find u0 = vk such that fu0 and fu0 0 are both non-constant polynomials. Let now M = {u0 } defined above, in either cases, and let Y 0 = Hx, Y = Y, P 0 = H, F = V1 and P = hR, V1 i, the closed group generated by R and V1 . According to lemma 3.2 we have hY ⊂ Hx for any h ∈ NG (V1 ) ∩ HM P . Note that for any t one has  −1  ϑ(t) d(σ(t)) u0 d(σ(t)) v2 = v2 (fu0 (t)) ∈ HM P σ(t)2 Thus we have v2 (fu0 (t))Y ⊂ Hx for any t ∈ Kν . Hence in view of our assumptions on fu0 we are reduced to the case (iii) of proposition 4.6. (iii) in proposition 4.6 holds. That is V2 (f )y ⊂ Hx, for some y ∈ G/Γ where both f (t) and f 0 (t) are non-constant polynomials. Let us observe the following property of polynomial. If f : Kν → Kν is a polynomial map such that f 0 (t) is not constant then for any n ∈ N there exists sn , which is linear in n, such that if |s| ≥ sn then on + f (s) ⊂ Im(f ), where on = θn · o. We have V2 (f )y ⊂ Hx where y = L ∈ Ω is a lattice in Kν3 . Since Hx is compact, Q(V2 (f )L \ {0}) is separated from zero. Let w ∈ Kν3 we have     w1 w1 + f (t)w3  w2 v2 (f (t))w = v2 (f (t))  w2  =  w3 w3 We now have Q(v2 (f (t))w) = 2f (t)w32 + Q(w).
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As L is a lattice in Kν3 there is some natural number k > 0 such that for any w ∈ Kν3 , we can find y ∈ L ∩ Bk (w) where Bk (w) is the ball of radius qk about w. Let n be large enough such that following holds; If |s| > |sn | is as above, and hence on + f (s) ⊂ Im(f ), and w ∈ Kν3 is such that Q(w) = f (s), further we assume 2w32 w ∈ A where A = {w ∈ Kν3 | q4k ≤ |w3 | ≤ q6k , w2 = 0} With these assumptions now we have Q(u) ∈ on + f (s) ⊂ Im(f ) 2u23 for any u ∈ Bk (w). Let y ∈ L ∩ Bk (w), note that k was chosen so that such y exists. Thus Q(y) = f (t0 ) for some t0 . But this, in light of our previous calculation, 2y 2 3



gives 0 ∈ Q(V2 (f )L \ {0}) which contradicts compactness of Hx. We are done with case (iii) of proposition 4.6. Case (ii) follows just as in case (iii) even simpler. All one needs to do is to take t0 = Q(y) , where y ∈ L such that y3 6= 0. The proof is complete. 2y 2 3



 Characteristic of K equals 3. From now on we assume CharK = 3 as, thanks to proposition 5.1, there is nothing to prove otherwise. We keep all the assumptions (3) and the notations as before. Let us fix some further notation. Define Kν = 3 {k | k ∈ Kν }. This is a subfield of Kν and Kν is a purely inseparable extension of (3) Kν . For any nonzero element a ∈ Kν we will let V2a = V2 (f ) where f (t) = at3 . The subgroups V2a and V1 V2a are closed subgroups of V. They are actually unipotent (3) algebraic groups if we change our base field to Kν . We will not need to use the notion of Weil restriction of scalars here as all our calculations will be down to earth. For any nonzero a ∈ Kν let us denote by V a = V1 V2a . Define also     1 0 x  W1b,c =  0 1 y  | x ∈ bKν(3) + cKν(3) , y ∈ Kν   0 0 1 (3)



where {a, b, c} is a basis for Kν over Kν



Lemma 4.2 shows we can find {gn } ⊂ G − DV such that gn → e and that gn Y ∩ Y 6= ∅. We construct the V1 -quasiregular map φ from above using these {gn }. The calculations following lemma 4.4 show   ϑ(t) φ(t) = d(σ(t)) v2 (∗) σ(t)2 Furthermore thanks to propositions 4.6 and 5.1 we have σ is constant map and ϑ(t) = at3 for some a 6= 0. We also have V1 V2a Y = Y. We extend this to a basis (3) (3) {a, b, c} for Kν over Kν with the property that b, c, b + c 6∈ Kν .
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We apply lemma 3.3 one more time with M = {gn } the same sequence as above, P = V a and F = V1 . Hence hY = Y for all h ∈ NG (V1 ) ∩ P M P . Write as before   a1n a2n a3n gn =  b1n b2n b3n  c1n c2n c3n Observe that NG (V a ) ⊂ NG (V1 , V a ) = DV Hence v a (t, s)gn (V a ) ⊂ G/V a is a non-constant polynomial maps of bounded degree (3) into some affine space over Kν . Let B be some relatively compact neighborhood a a of the coset V in G/V . Choose ra (n) such that Vraa (n) gn V 6⊂ B but Vka gn V ⊂ B a for all k < ra (n). Let αna be the conjugation by d(θ3 )r (n) , and σna : V a → B − , ϑan : V a → W1b,c and ϑn : V a → W1 Kν -rational morphisms defined by αn (v a (t, s))gn βna (t, s) = σna (t, s)ϑan (t, s) and αn (v a (t, s))gn βn (t, s) = σn (t, s)ϑn (t, s) where βna (t, s) ∈ V1 V2a and βn (t, s) ∈ V1 . In coordinates we have  n  σ11 (t, s) 0 0 n n  (t, s) σ22 (t, s) 0 σna (t, s) =  σ21 n n n σ31 (t, s) σ32 (t, s) σ33 (t, s)     1 0 ϑan 1 0 ϑn13 (t, s) 13 (t, s)  and ϑn (t, s) =  0 1 ϑn23 (t, s)  ϑan (t, s) =  0 1 ϑan 23 (t, s) 0 0 1 0 0 1 Define φan (t, s) = αn (v a (t, s))gn βna (t, s) = σna (t, s)ϑan (t, s) Note that this construction fits into the same frame work as in lemma 4.4, thus as in the proof of loc. cit. we may pass to the limit and then we will have a non-constant strongly V a -quasiregular map φa (t, s) which also satisfies Im(φa ) ⊂ NG (V a ) ⊂ DV. a For any k ∈ Kν let αna (k) = θ3r (n) k, one sees (αa (t))2 +(αa (as3 ))2



0



00



a n = a1n +b1n t+c1na t (†a ) (σna )11 (t, s) = a1n +b1n αna (t)+c1n n 2 a a ϑn (t,s) (‡a ) ϑan 13 (t, s) = (σ a (t,s))3 , where ϑn (t, s) is a polynomial.



2



+2as3 2



n



After passing to the limit then we have φa (t, s) = d(σ a (t, s)) v2







ϑa (t, s) (σ a (t, s))3







Let us recall from (‡) that we have ϑn13 (t) =



2(v1 (αn (t))gn )13 (v1 (αn (t))gn )11 − ((v1 (αn (t))gn )12 )2 ϑ0n (t) = 2 ((v1 (αn (t))gn )11 ) (σn (t))2



are pre-limit functions for the construction of φ(t) in V1 M V1 , similarly we have (t,s) a ϑn13 (t, s) = (σϑn0n(t,s)) 2 . If we set t = αn (t) and (t, s) = αn (t, s) respectively we may write ϑ0n (t) = A0n + A1n t + A3n t2 + A03n t2 /2 + A4n t3 /2 + A4n (t2 /2)2 ϑ0n (t, s) = A0n + A1n t + A3n t2 + A03n (t2 /2 + as3 ) + A4n t(t2 + as3 ) + A4n (t2 /2 + as3 )2
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a



13



00



a Note that ϑn (t, s) is obtained by writing ϑ0n (t, s)(a1n + b1n t + c1na (t2 /2 + as3 )) in (3) (3) coordinates {a, b, c} and looking at bKν + cKν component.



We also are assuming that in (∗) above σ(t) is a constant polynomial and ϑ(t) = at3 for some a 6= 0 (else the proof is complete by proposition 5.1). In view of this and the (3) above formulas and the fact that b, c 6∈ Kν we may and will take the neighborhood a a B(V ) such that r (n) ≤ r(n). This says σ a (t, s) is a constant polynomial that is φa (t) = v2 (ϑa (t, s)). Furthermore if we write t = ata + btb + ctc then there are P (3) (3) (3) a0 ∈ bKν + cKν not zero, and λ• ∈ Kν with  λ• t is nontrivial for • = b, c such that ϑa (t, s) = κ1 (a0 s3 ) + κ2 (b(λab ta + λbb tb + λcb tc )s3 + c(λac ta + λbc tb + λcc tc )s3 ) (3)



where κi ∈ Kν holds



and at least one of them is nonzero. Hence one of the following (3)



(3)



(1) Im(ϑa ) is bKν + cKν , that is κ2 6= 0. (3) (2) Im(ϑa ) = a0 Kν Recall now from lemma 3.3 which we also noted earlier that Y is invariant under Im(φa ). First assume (1) above happens then as V2 = V2a V2b V2c we have Y is invariant under V2 . Thus we are in case (ii) of proposition 4.6 and hence done thanks to proposition 5.1. Therefore we are left with the case (2) above. We have Y is now invariant under 0 0 V aa = V1 V2a V2a and is indeed V1 minimal. One goes through the construction 0 above one further time. Note that NG (V aa ) ⊂ DV hence {gn } chosen above can 0 be used. We apply lemma 3.3 with M = {gn } the above sequence, P = V aa and F = V1 . In view of that lemma we have h ∈ NG (V1 ) ∩ P M P then hY = Y. We use the notations as above with the obvious modification e.g. φa there is replaced by 0 φaa in here. If one carries out the same calculations and observations as above one 0 can take raa (n) ≤ ra (n) ≤ r(n) hence 0



0



φaa (t, s, r) = v2 (ϑaa (t, s, r)) Notice further that we are in case (2) above which says α2 = 0 and ϑa (t, s) = a0 s3 (there is no harm in replacing α1 by 1 as α1 6= 0.) This term is the limit of the 0 00 a pre-limit terms a1n A03n (as3 ) in ϑ0n (t, s)(a1n + b1n t + c1na (t2 /2 + as3 )). (3)



Now extend {a, a0 } to a basis {a, a0 , a00 } for Kν over Kν and further assume 0 a00 6∈ Kν3 . The polynomial ϑaa (t, s, r) as above can be expressed as 0



00



0



00



κ01 (a00 s3 ) + κ02 (a00 r3 ) + κ03 a00 ((λas ta + λas ta0 + λas ta00 )s3 + (λar ta + λar ta0 + λar ta00 )r3 ) P (3) where as before κ0i ∈ Kν and at least one of them is nonzero and  λ• t are 00 nontrivial expressions as above. Thus we finally get Y is invariant under V2a , and 0 00 (3) as {a, a0 , a00 } is a basis for Kν over Kν we have V2 = V2a V2a V2a . Hence V2 Y = Y so we are in case (ii) of proposition 4.6 again and an application of proposition 5.1 finishes the proof in this case as well. The proof of theorem 2.1 is complete.
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