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This dissertation investigates two fundamental problems in computer vision, image labeling and image segmentation. We approach these problems from the viewpoints of MAP inference in planar MRFs and correlation clustering on planar graphs. This dissertation introduces two algorithms for MAP inference in planar MRFs. The first algorithm is concerned exclusively with MAP inference in binary planar MRFs while the second is concerned with MAP inference in non-binary planar MRFs. The first algorithm relies on relaxing a binary planar MRF to a planar cycle covering graph (PCCG) upon which MAP inference is tractable. The second algorithm (PSP) is designed for non-binary problems and is fundamentally a cutting plane algorithm which includes violated cycle constraints in large batches. This dissertation also introduces algorithms for image segmentation and hierarchical image segmentation. Our image segmentation algorithm (PlanarCC) treats image segmentation as a planar correlation clustering problem. PlanarCC applies dual decomposition in a novel way by implementing a cutting plane approach within dual optimization. Our hierarchical image segmentation algorithm (HPlanarCC) frames hierarchical image segmentation as an optimization problem then uses methods simixii



lar to PlanarCC to optimize the objective. All of our approaches provide guarantees on the e↵ectiveness of inference in the form of upper and lower bounds on the MAP energy.
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Chapter 1 Introduction



1.1



Overview



Computer vision seeks to enhance the ability machines to do useful work in our society. Current research e↵orts in computer vision have focused on producing machines capable of challenging tasks such as: object detection, object tracking, image segmentation, and image labeling. The discrete pairwise Markov random field (which we denote as MRF) is a mathematical framework underlying many approaches to these problems. In this introduction we first introduce the MRF as a mathematical object then discuss its application to computer vision.



1.2



Discrete Pairwise Markov Random Fields



In this section we formalize our discussion of MRFs. MRFs are used to specify a joint probability distribution over a large numbers of variables. A MRF is specified by an undirected graph where there is one node per variable and edges denote explicit 1



relationships between variables. Each variable takes on one of several discrete values called a state. A choice of states for all variables in a MRF is called a configuration. A configuration is denoted X and is indexed by i; k and ij; kl. We use Xi;k = 1 to indicate that variable Xi takes on state k. We use Xij;kl = 1 to indicate that variables Xi and Xj take on states k and l respectively. Observe that X represents an over-complete representation as Xij;kl must be consistent with Xi;k and Xj;l . We formalize the requirement of consistency below.



[Xi;k = 1, Xj;l = 1]



Xij;kl = 1.



(1.1)



The joint distribution over configurations is specified by a real valued parameter vector ✓. For every index of X there is an associated index of ✓. Parameters over one variable are called unary parameters while parameters over two variables are called pairwise parameters. We describe the probability of a configuration X given ✓ below.



P (X|✓) =



⌦ 1 exp( ✓ij;kl Xij;kl Z(✓) ij;kl



Z(✓) =



⌦ X



exp(



⌦



⌦



✓i;k Xi;k )



(1.2)



✓i;k Xi;k )



(1.3)



i;k



⌦



✓ij;kl Xij;kl



ij;kl



i;k



We describe a normalization constant, Z(✓) called the partition function in Eq. 1.3. The inclusion of



1 Z(✓)



in Eq. 1.2 ensures that the sum over all configurations X of



P (X|✓) is 1. The graph structure of a MRF is described precisely by ✓. The existence of a non-zero ✓ij;kl for some [k, l] indicates an explicit relationship between a given pair of variables Xi and Xj . Probability is often specified in MRFs in terms of energy. Energy is simply the negative log of probability minus the log partition function. Notice that lower energy



2



corresponds to higher probability given partition function Z(✓). We use E(X, ✓) to describe the energy function over ✓ and X. The energy function E(X, ✓) provides the energy of any configuration X given ✓. We describe E(X, ✓) formally below.



E(X, ✓) =



⌦



✓ij;kl Xij;kl +



ij;kl



⌦



✓i;k Xi;k



(1.4)



i;k



There are many ✓ that implement the same energy function. To demonstrate this consider the following two sets of parameters ✓1 , ✓2 .



1 ✓i;0 =0



1 ✓i;1 =0



1 ✓j;0 =0



1 ✓j;1 =0



1 1 1 1 ✓ij;00 = 0 ✓ij;01 = 2 ✓ij;10 = 1 ✓ij;11 =1



2 ✓i;0 =0



2 ✓i;1 =0



2 ✓j;0 =0



2 ✓j;1 =1



2 2 2 2 ✓ij;00 = 0 ✓ij;01 = 1 ✓ij;10 = 1 ✓ij;11 =0



Notice that for all configurations X; E(X, ✓1 ) = E(X, ✓2 ). For binary MRFs the Ising parameterization of ✓ is often used instead of the representation in Eq. 1.4. We describe the energy function of a binary MRF using the Ising parameterization below.



E(X, ✓) =



⌦ ij



✓ij (Xi ✏= Xj ) +



⌦



✓i Xi



(1.5)



i



We use Xi = 1 to indicate that variable Xi takes on state 1 with ✓i being the corresponding parameter. We use (Xi ✏= Xj ) to indicate that variables Xi and Xj take on opposite states with ✓ij being the corresponding parameter. It should be noted that ✓ij (Xi ✏= Xj ) corresponds to the multiplication of ✓ij and (Xi ✏= Xj ). One can also write Xi as (Xi ✏= 0) if it is desirable to have both sets of terms in the energy function be of the same form. If ✓i = 0 for each index i then ✓ is said to describe a 3



symmetric energy function. This is because X and 1



X have the same energy for all



configurations X. The process of mapping a set of parameters to their corresponding Ising parameterization is discussed in Appendix A of this dissertation.



1.2.1



Tasks of MRFs



Two primary tasks are demanded of MRFs. The first is marginal inference which is determining the probability of a given subset of the variables taking on a given set of states. The second is MAP inference which is the focus in this dissertation. MAP refers to maximum a posteriori and the MAP configuration is the most likely setting of all variables in the MRF. The MAP configuration is the configuration X that minimizes the objective in Eq. 1.4. The energy of the MAP configuration is called the MAP energy. The process of finding the MAP configuration is called MAP inference. The objective function for MAP inference is defined below.



min E(X, ✓) = min X



X



⌦ ij;kl



✓ij;kl Xij;kl +



⌦



✓i;k Xi;k



(1.6)



i;k



MAP inference has been studied from a variety of viewpoints. A wide literature on the MAP inference exists in classical AI including branch and bound methods. Statistical physics approaches such as simulated annealing [13] and iterated conditional modes [12] have been applied widely especially in the older literature. Recently the algorithms community has contributed a great deal of mathematical sophistication and applied its work to particular classes of parameters. A class of parameters is defined by graph structure, and the number of states per variable, amongst other properties. Two classes of parameters that are often used in computer vision are tree structured, and binary sub-modular parameters. There is no single method for MAP inference in MRFs. The class of parameters can contribute to 4



the difficulty of MAP inference. Given that the parameters of a MRF are in particular class some MAP inference algorithms tend to do well or can even be guaranteed to do well while others tend to do poorly or can not even be applied. Some classes of parameters tend to make MAP inference easier while other classes of parameters make MAP inference far more difficult. MAP inference in MRFs with unrestricted parameters is NP Hard [41].



1.3



Challenges in MAP Inference



To illustrate MAP inference and the challenges it brings we consider a simple MAP inference algorithm from statistical physics called iterated conditional modes (ICM). ICM consists of an iteration in which a single variable Xi is chosen from the set of all variables. The state of variable Xi is then altered so as to minimize the objective in Eq. 1.6. This is repeated until convergence and is formalized below in Algorithm 1. ICM can get stuck in local optima. We illustrate the problem of local optima in Algorithm 1 Iterated Conditional Modes X random configuration while NOT CONVERGED do Pick random variable Xi Choose a state for Xi so as to minimize E(X, ✓) keeping Xj fixed ⇣[j ✏= i] end while with a simple binary MRF consisting of two variables X1 and X2 whose parameters ✓ are defined below. ✓1;0 = 0



✓1;1 = 0



✓2;0 = 0



✓2;1 = 0



✓12;00 = 1



✓12;01 = 2



✓12;10 = 2



✓12;11 = 0



Suppose a MRF defined by ✓ has been assigned the configuration X which is defined as follows; X1;0 = 1 and X2;0 = 1. Notice that the objective can not be decreased by 5



altering either X1 or X2 alone but only by altering them together. A problem related to that of local optima is the inability to know if a given configuration is a global optima or a local optima. Some classes of algorithms such as those based on search or LP relaxations provide lower bounds on the MAP energy in addition to a configuration. If the lower bound and the energy of a configuration are equal then that configuration is guaranteed to be a MAP configuration. However if there is no lower bound then there is no way of certifying that a given configuration is a MAP configuration.



1.4



MRFs for Image Labeling



MRFs in computer vision are often used to provide semantic labels to pixels in images. Semantic labels can be foreground, background, animal, plant, car, etc depending on the application. Often the space of labels consists of two values (e.g. foreground and background). Labeling problems in which the label space is of cardinality two are called binary labeling problems. An assignment of a semantic label to every pixel in an image is a labeling. In this context a labeling is denoted as X and each pixel i has a variable associated with it Xi . The labels of pixels in this domain correspond to states of variables in the MRF. Pixels are given labels corresponding to the semantic label they are associated with. We use Xi;k = 1 to indicate that pixel i is associated with semantic label k. Additionally some pairs of pixels ij have a variable associated with them Xij . The labels of pairs of pixels are described by Xij;kl where Xij;kl = 1 indicates that pixels i and j take on labels k and l respectively. Fig. 1.1 describes a labeling of pixels in an image in which pixels can be assigned to be foreground and background. Finding



6



Figure 1.1: (Left): Image to be provided a foreground versus background labeling. (Right): Labeling of image is displayed. Red pixels correspond to the foreground of the image while black pixels correspond to background of the image. the optimal labeling can be framed as MAP inference. Parameters ✓ in image labeling problems can be described as follows. The unary parameter ✓i;k provides an energy for pixel i to be associated with label k. Unary parameters ✓i;k tend to be derived from the image statistics in the local neighborhood of a given pixel i. For example if the color of pixel i is blue ✓i;water would be small while ✓i;fire would be large. The pairwise parameter ✓ij;kl provides an energy for pixels i and j to be associated with labels k and l respectively. Pairwise parameters can be derived from local color information but are more often derived from the likelihood of co-occurrence of labels. Consider two adjacent pixels ij and two pairs of labels [water,water],[fire,water]. Since water pixels are likely to co-occur ✓ij;water,water would be small. However fire and water are not likely to co-occur so ✓ij;fire,water would be large.



1.4.1



Dimensionality Reduction via Super-Pixels



Super-pixels [31] are created by grouping pixels in approximately the same area that have similar color into a common region. Reasoning over super-pixels often replaces reasoning over pixels in many modern computer vision tasks. Reasoning over superpixels instead of pixels serves two key purposes. First is to decrease computational 7



Figure 1.2: Illustration of a super-pixels derived from gP b owt ucm [4]. (Left) original image. (Right) super-pixels generated with di↵erent degrees of coarseness. Each super-pixel is given a random color. complexity of vision algorithms by choosing to reason over thousands of super-pixels rather than millions of pixels. The second is to facilitate the use of image statistics derived over regions instead of pixels which can provide richer information. Superpixels are formed via a large variety of methods such as SLIC [1], turbo-pixels [29], and most famously normalized cuts [39]. The creation of super-pixels is not a topic discussed in this dissertation but Chapters 5 and 6 rely on them heavily. The concept of a super-pixel is illustrated in Fig. 1.2.



1.4.2



Image Segmentation



In addition to image labeling this dissertation considers image segmentation problems. Image segmentation is the task of grouping pixels or super-pixels into meaningful regions. A segmentation of pixels/super-pixels into regions is denoted X and is indexed by e where Xe indicates that the pixels/super-pixels connected by edge e are in different regions. When a pair of pixels/super-pixels connected by an edge e are placed in separate regions the edge e is said to be ’cut’.
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Parameters ✓ for such MRFs can be determined using the strength of edges between adjacent super-pixels or di↵erences of the image statistics between super-pixels. One mechanism to compute ✓e would be based on the di↵erence in the mean color of the two super-pixels. Consider two adjacent super-pixels i and j connected by edge e. If super-pixels i and j have similar mean color then ✓e would be positive so that they would be encouraged to be in the same region, while if they have dissimilar mean color then ✓e would be negative so that they would be discouraged from being in the same region. Another powerful mechanism to determine ✓ is the global probability of boundary (gP b)[30] [6]. gP b provides an estimate of the probability that two adjacent pixels are part of the same region. gP b comes from a sophisticated linear classifier which uses local image statistics near a given pair of pixels. In super-pixel graphs the gP b between adjacent super-pixels is the mean of the gP b values between pixels along the boundary. The mean gP b value along the boundary of the pair of super-pixels connected by edge e is denoted gP be . We now describe parameters ✓e given gP be .



✓e = Le log(



1



gP be ). gP be



(1.7)



We use Le to refer to the length of the boundary in the image between the two super-pixels connected by edge e. Scaling by Le provides increased importance to edges corresponding to longer boundaries. Computing the segmentation that is most consistent with the parameters is framed as MAP inference below.



min



X2CC



⌦



✓e Xe



(1.8)



e



The constraint X



CC in the objective requires that X must refer to a partition of



pixels/super-pixels into regions. The objective in Eq. 1.8 is the correlation clustering
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Figure segment into regions. (Middle): b image(Middle): corresponding Figure1.3: 1: (Left): (Top): Image Imagetowhich is desired to segment into gP regions. toGPB (Left) image. Warm colored to large gP b while image corresponding to edges (Top)correspond image. Warm colored edges cool havecolored strongedges desire to betocut while colored edges have strong desire notinto to be cut (to be correspond small gPcool b. (Right): Grouping of super-pixels regions computed uncut). (Bottom): Grouping super-pixels into on regions by SVCC by the PlanarCC algorithm (seeofChapter 5) based inputcomputed from (Middle) image. algorithm based on input from (Middle) image objective [6]. Fig. 1.3 illustrates the mapping of an image to an image describing other methods tend to rely on the similarity each data point has with one or the gP models. b betweenOne super-pixels andoffinally to a segmentation. Fig. correlation 1.4 provides an more special case correlation clustering is planar clustering. visualization In planar correlation clustering connections between data points alternative of segmentation onthe a di↵erent image. form a planar graph. In our planar correlation clustering model each super-pixel has an a⇥nity with each of its neighbors. Positive a⇥nities between a pair of super-pixels implies a preference place the pair in the same region. Negative a⇥nities imply a preference to place the pair of super-pixels in separate regions. Small magnitudes in thein a⇥nity imply indifference while large magnitudes im1.5 Planarity Computer Vision ply strong desire. A⇥nities in this model are only between pairs of adjacent super-pixels which will provide for the application of planarity. Potentials are provided by the GPB which provides the probability of boundary between pairs MRFs applied in the domain of computer vision are often planar. In planar MRFs of super-pixels. One important task in correlation clustering is to find the partition which is most consistent the a⇥nities provided. This is called thea way the graph of connections betweenwith variables can be drawn in the plane in such ground state partition or the optimal partition and is formally described in secsotion that no This lines problem cross. Anisexample a graph is non-planar is a fullyisconnected 1.3. NP hardof(19) and that its e⇥cient approximation the topic of this paper. graph over five variables. In1.2 imageCorrelation labeling planarity results fromVs theother underlying assumptionMethods that conditioned Clustering Clustering There are many approaches to grouping super-pixelsofinto regions. A key ichalon the labels of the neighboring pixels/super-pixels pixel/super-pixel the label lenge for all methods is determining the number of groups. Correlation clusterofing pixel/super-pixel i is thearea labels of the pixels/super-pixels methods however areindependent fortunate inofthis as the number of groups is notin the a user defined parameter but instead is implicitly as a function of the a⇥nities. remainder of the The of which pixels/super-pixels neighbors To illustrate thisimage. consider thechoice following extreme examples. If all are a⇥nities are of a positive than the optimal partition willsize) put then all ofbecomes super-pixels in oneThe region. If given pixel/super-pixels (neighborhood relevant. assumption all a⇥nities are negative each super-pixels will be put in its own region in the optimal partition. that a given pixel/super-pixel interacts only with adjacent pixels/super-pixels is a



crudeToapproximation is common the vision literaturethe but it results in MRFs take advantagethat of the a⇥nitiesinproviding implicitly number of clusters, an optimal or near optimal partition is required and thus an effective apthat are planar. In the domain of segmentation planarity results from the assumption proximation algorithm is needed. In this chapter we introduce a new algorithm 2
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Figure 1.4: (Top): Image to be segmented. (Bottom) Segmentation of (Top) into regions. The color of each pixel corresponds to the mean of the pixels in a given region.
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that image statistics derived from the boundary of two pixels/super-pixels are of primary importance to segmentation. Therefore non-zero parameters need only exist between pairs of adjacent pixels/super-pixels. In this dissertation we will introduce MAP inference algorithms specially designed for planar MRFs. The work in Chapter 3 concerns MAP inference on a binary planar MRF and was originally published in [51]. The work in Chapter 4 concerns MAP inference on a planar MRF and was originally published in [53]. The work in Chapter 5 concerns MAP inference for correlation clustering on a planar graph and was published concurrently in [52]. The work in Chapter 6 concerns extensions of methods from Chapter 5 to hierarchical correlation clustering in planar graphs.
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Chapter 2 Dual Decomposition and LP Relaxations



2.1



Overview



In this chapter we discuss a meta-approach for optimization called dual decomposition that is often applied for MAP inference in MRFs. To this end we first explore the various classes of MRF for which MAP inference is tractable. Second we introduce and derive dual decomposition for MAP inference. Finally we discuss the relationship between dual decomposition and linear programming.



2.2



Tractable MRF Overview



While MAP inference in MRFs is NP hard in general there are a few classes of ✓ upon which MAP inference is tractable. Three important classes of MRF upon which MAP inference is tractable in the domain of computer vision are: binary sub-modular 13



MRFs, tree structured MRFs, and planar binary symmetric MRFs. In this section we introduce each class, describe the expressive power of the class, and mention how MAP inference is done for MRFs in that class.



2.2.1



Tree Structured MRFs



Expressive Power of Tree Structured MRFs



If the topology of the MRF is a tree (the edges in the MRF form an acyclic graph) MAP inference can be done efficiently, via dynamic programming. The class of tree structured MRFs are however a very restrictive class of MRFs. They can not express the cyclic dependencies that are common in computer vision. In tree structured MRFs the parameters over pairs of variables are unrestricted and the variables need not be binary.



MAP Inference via Dynamic Programming



MAP inference in tree structured MRFs can be done via dynamic programmings very efficiently, in time O(s2 N ) where N is the number of variables, and s is the maximum number of states per variable. Often s is small and thus the time complexity of MAP inference is dominated by linear growth in N .



Junction Trees



Dynamic programming can be applied to non-tree structured MRFs via the junction tree algorithm[20]. The junction tree algorithm groups variables into groups called cliques which in turn form a tree. Dynamic programming can then be applied to 14



Figure 2.1: (Top) A 2 by N grid structured MRF. (Bottom) A junction tree for the MRF in (Top). Blue boxes describe cliques of variables. Dynamic programming can be used to compute the MAP configuration in this representation of the MRF in (Top). determine the optimal state for each clique where the state of a clique provides states of all variables in that clique. Consider a 2 by N grid structured MRF. This MRF is not tree structured and thus MAP inference can not be done via dynamic programming. However if we treated some 2 by 1 groups of variables as cliques then we would have a 1 by N tree structured MRF upon which MAP inference can be done via dynamic programming. This is illustrated in Fig. 2.1. MAP inference can now be done using dynamic programming in O((s2 )2 N ) time where s2 is the maximum number of possible states for each clique. When the number of variables in each clique in the junction tree becomes large then the efficiency of dynamic programming quickly degrades. It should be noted that for planar graphs the maximum clique size in the optimal junction tree scales O( N ) where N is the number of variables in the graph [18].



2.2.2



Binary Sub-Modular MRFs



Expressive Power of Binary Sub-modular MRFs



MRFs which are binary and whose parameters meet a property called sub-modularity can have their MAP configuration computed exactly in polynomial time. Sub-modularity 15



requires that ✓ij ⌥ 0 ⇣ij (we use the Ising parameterization here, refer to section 1.2 for discussion). This constraint on ✓ij can be understood as forbidding a preference for pairs of variables to take on opposite states. Sub-modular parameters can only encourage pairs of variables to take on the same state.



MAP Inference via Graph Cuts



MAP inference in binary sub-modular MRFs is tractable via a reduction to a graph cut problem [16]. Solving the graph cut problem is a min-cut max flow calculation. In binary sub-modular MRFs the time complexity of MAP inference is O(N 2 log N ) using min-cut max flow algorithms where N is the number of variables in the MRF [16]. However for binary sub-modular MRFs that are planar the time complexity for MAP inference is O(N log N ) using the approach of [35].



2.2.3



Planar Binary Symmetric MRFs



Expressive Power of Planar Binary Symmetric MRFs



The class of planar binary symmetric (PBS) MRFs is another class of MRF on which MAP inference can be done in polynomial time. PBS MRFs are also the foundation of this dissertation. Unlike the class of sub-modular MRFs, PBS MRFs can encourage disagreement between variables and unlike tree structured MRFs they can describe the rich cyclic graph structures found in computer vision. Membership in the class of PBS MRFs is defined by the following properties. First the MRF is planar and binary. Second that ✓i = 0 for all indices i (using the Ising parameterization) meaning that variables can not be encouraged or discouraged from taking on a particular state. Notice that in PBS MRFs the energy function is symmetric meaning E(X, ✓) = 16



Figure 2.2: The graph of a MRF and its corresponding matching graph. Red nodes refer to variables in the MRF with black lines indicating the existence of parameters over pairs of variables. Orange nodes refer to nodes in the matching graph. Green lines refer to edges in the matching graph that correspond to edges in the MRF. Purple lines refer to edges in the matching graph which do not correspond to edges in the MRF. E(1



X, ✓) for all configurations X.



MAP Inference via Minimum Cost Perfect Matching



MAP inference on a PBS MRF can be done via a reduction to minimum cost (weight) perfect matching (MCPM) which takes O(N 3/2 log N ) time where N is the number of variables [40]. We use MCPM to refer to the reduction as well as the solution to the reduction. The reduction to MCPM applied to a MRF with graph structure G begins with the construction the matching graph which is the dual graph of G. Create one node Nef in the matching graph for eth edge on f th face of G. For each pair of nodes on a given face Ne1 f ,Ne2 f connect the two with an edge of weight zero. Each edge in G is associated with a pair nodes in the matching graph. For each such pair connect the two with an edge Dij with weight



✓ij . A graph G and its corresponding



matching graph is displayed in Fig. 2.2. A matching M defines a subset of edges in the matching graph such that each node in the matching graph is incident with exactly one edge (the edge is identified as matched). Each matching is associated 17



with an energy which is the sum of the weights of the matched edges. A MCPM is a matching which minimizes the sum of the matched edges. We describe a MCPM M ⇤ given parameters ✓ below. M ⇤ = arg min M



⌦



✓ij (Mij )



(2.1)



ij



We index M ⇤ using ij where Mij⇤ = 1 indicates that Dij is matched while Mij⇤ = 0 indicates that Dij is unmatched. Notice that M ⇤ is indexed by pairs of connected variables in G. Each matching is associated with a configuration X of the MRF (and the symmetric configuration 1 X which has the same energy as X). Each MCPM is associated with a MAP configuration of the MRF. For a matching M the index Mij defines the value of the statement Xi ✏= Xj . If Mij = 0 then Xi ✏= Xj otherwise Xi = Xj . The energy of a matching is directly related to the energy of the corresponding configurations. The energy of a matching is simply the sum of the weights of all edges minus the weights of the matched edges. Notice that the energy of a matching is equivalent to the sum of the parameters over pairs of variables which take on opposite states in the corresponding configurations. We now relate the energy of a matching M to the energy of the corresponding configuration X of the MRF. ⌦



✓ij (1



Mij ) =



ij



⌦ ij



✓ij (Xi ✏= Xj )



(2.2)



To decode the configuration X corresponding to M choose an arbitrary variable Xi and set Xi = 0. For all Xj connected to Xi in G set Xj = Xi if and only if Mij = 1 otherwise set Xj = 1



Xi . Next choose each variable Xj that is a neighbor of Xi and



has a neighbor whose state has not been decoded, set i = j and repeat the above. A mapping between matchings and configurations is visualized in Fig. 2.3.
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Figure 2.3: Two pair of perfect matchings and corresponding configurations. Dotted lines indicate un-matched edges while solid lines indicate matched edges. The state of variables in the configurations is indicated by color.
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2.3



Dual Decomposition



When parameters are not of a tractable form, MAP inference can be approached via dual decomposition [28] [14] [46] [45] [10] [47]. Dual decomposition approaches break an intractable MAP inference problem into multiple tractable MAP inference sub-problems. MAP inference is done on each of the sub-problems independently. Dual decomposition methods then encourage sub-problems to take on a common configuration. Dual decomposition is derived and discussed in detail below. Consider the MAP inference objective that is rewritten below. E ⇤ (✓) = min X



⌦



✓ij;kl Xij;kl +



ij;kl



⌦



✓i;k Xi;k



(2.3)



i;k



We refer to the MAP energy given parameters ✓ as E ⇤ (✓). We now rewrite MAP inference in Eq. 2.3 as MAP inference over a set of sub-problems whose parameters sum to those of the original objective. E ⇤ (✓) = min X



⌦



s ij;kl



⌦⌦ s



s ij;kl Xij;kl



+



ij;kl



⌦



s i;k Xi;k



(2.4)



i;k



= ✓ij;kl



s



⌦



s i;k



= ✓i;k



s



Sub-problems are indexed by s with



s



referring to the parameters of the sth sub-



problem. The set of parameters across sub-problems is denoted {



s



}.



¯ We We now discuss E ⇤ (✓) as a sum of separate minimizations over {X s } and X. use {X s } to describe a set of configurations, of which there is one for each subproblem. Configurations for sub-problems are indexed by s with X s denoting the ¯ to restrict each X s to take on a configuration for the s’th sub-problem. We use X 20



¯ as an auxiliary variable that is not restricted common configuration. We define X to be a configuration though since it has to equal each X s it is restricted to be a configuration indirectly. We formalize E ⇤ (✓) using separate minimizations over {X s } ¯ below. and X E ⇤ (✓) = mins



¯ X,{X } s ,8s ¯ X=X



⌦⌦ s



s s ij;kl Xij;kl



+



ij;kl



⌦



s s i;k Xi;k



(2.5)



i;k



We now write the constraint that each sub-problem take on a common configuration using a Lagrangian. We also separate the minX s and minX¯ allowing for independent solutions to each sub-problem. The Lagrangian formulation uses Lagrange multipliers ¯ We to enforce the constraint that each X s takes on the same configuration as X. denote the set of Lagrange multipliers as u where u is indexed by [s, i; k] and [s, ij; kl]. The collection of all Lagrange multipliers is denoted {us }. We write E ⇤ (✓) using the Lagrangian formulation below. E ⇤ (✓) = min max s} ¯ X,{X



+



⌦



u



⌦⌦ s



s s ij;kl Xij;kl



+



ij;kl



s usij;kl (Xij;kl



⌦



s s i;k Xi;k



(2.6)



i;k



¯ ij;kl ) + X



ij;kl



⌦



s usi;k (Xi;k



s ¯ i;k X )



i;k



We now describe a lower bound on E ⇤ (✓) denoted E({us }) that is a function of {us }. This lower bound comes from writing the right hand side of Eq. 2.6 as a function of {us }. The maximum of E({us }) is denoted E({us⇤ }) and formalized below. E ⇤ (✓) ⌥ E({us⇤ }) ⌦ ⌦ E({us⇤ }) = max min ( s u



+ min ¯ X



⌦⌦ s



ij;kl



s



X



(2.7) s ij;kl



s + usij;kl )Xij;kl +



ij;kl



¯ ij;kl + ( usij;kl )X



⌦ i;k



⌦



¯ i;k ( usi;k )X



i;k
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(



s i;k



s + usi;k )Xi;k



(2.8)



We now introduce constraints on {us } that are necessary for E({us }) to be bounded. ⌦ s



⌦ s



usij;kl = 0 ⇣[ij; kl]



(2.9)



usi;k = 0 ⇣[i; k]



(2.10)



¯ correspond to a configuration or have non Notice that there is no restriction that X infinite values in Eq. 2.8. Suppose there exists a pair of variables and states ij; kl such that



usij;kl ✏= 0. We use v to describe



s



¯ results in X ¯ ij;kl = over X consequence of non-zero non-zero indices of



s



s



usij;kl . Given v, the minimization



¯ ij;kl = if v > 0, and X s



usij;kl is E({us⇤ }) =



if v < 0. Notice that the . The same e↵ect applies for



usi;k .



¯ no longer a↵ects the When the restrictions in Eq. 2.9-2.10 are obeyed the value of X objective and thus its corresponding terms can be removed from the objective. We now group {us } with { s ✓i;k = s ✓ij;kl =



s i;k



s



} into {✓s } for convenience.



+ usi;k



s ij;kl



(2.11)



+ usij;kl



(2.12)



Next we rewrite Eq. 2.9-2.10 to operate on {✓s }. ⌦



s ✓ij;kl = ✓ij;kl



s



⌦ s



s ✓i;k = ✓i;k



⇣[ij; kl]



(2.13)



⇣[i; k]



(2.14)



Sets of parameters {✓s } that obey the constraints described by Eq. 2.13-2.14 are called re-parameterizations. The set of re-parameterizations given ✓ and the structure of the sub-problems is denoted {✓s }



R(✓). We now rewrite E({us⇤ }) in terms of {✓s }
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where E({✓s⇤ }) corresponds to the maximum of the lower bound. E(✓⇤ ) ⌥ E({✓s⇤ }) E({✓s⇤ }) =



max s



{✓ }2R(✓)



(2.15) ⌦ s



min s X



⌦



s s ✓ij;kl Xij;kl +



ij;kl



⌦



s s ✓i;k Xi;k



(2.16)



i;k



We use E({✓s }) to describe the energy corresponding to the re-parameterization {✓s }. To describe the energy of a re-parameterization {✓s } and a set of configurations {X s } we use E({X s }, {✓s }). We define E({X s }, {✓s }) formally as i;k



2.4



s



ij;kl



s s ✓ij;kl Xij;kl +



s s ✓i;k Xi;k .



MAP Inference in Sub-Problems



Dual decomposition methods rely on MAP inference in each sub-problem. Thus MAP inference in each sub-problem must be tractable. One simple approach to produce tractable sub-problems is to enforce that each sub-problem be tree structured. In Fig. 2.4 we display the set of tree structured sub-problems for a given MRF. Recall that MAP inference in tree structured MRFs can be done via dynamic programming. A tree structured sub-problem has a predefined tree structure which is enforced by a restriction on the values of the parameters. Consider one of the tree structured sub-problems in Fig. 2.4. Unary parameters in this sub-problem are unrestricted as are pairwise parameters for pairs of variables that are connected by an edge in the tree. The parameters for pairs of variables that are not connected by an edge in the tree are forced to have zero value. A reader interested in the decomposition of a MRF into tree structured sub-problems can explore it further in [47]. Dual decomposition does not require that each sub-problem contain all variables. Subproblems often consist of just a few variables [45]. Fig. 2.5 shows a decomposition of 23



Figure 2.4: (Left) A MRF consisting of a cycle of four variables. (Right) Four tree structured sub-problems corresponding to the MRF in (Left).



Figure 2.5: (Left) A MRF consisting of a cycle of four variables. (Right) The MRF in (Left) is decomposed into four single edge sub-problems. The pairwise parameters of a given sub-problem must be zero for pairs of variables not included in that subproblem. The unary parameters associated with variables not present in a given sub-problem must be zero. a cycle of four variables into four sub-problems each containing one edge of the cycle.



2.5



Concavity of E({✓s})



In the following section we analyze E({✓s }) and establish that it is concave. To establish this we note that E({✓s }) is the lower envelope of the set of functions of the form E({X}, {✓s }), ⇣{X}. Given {X s }, E({X s }, {✓s }) is a linear function of {✓s }. Therefore E({✓s }) is the lower envelope of a set of linear functions and is thus 24
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Figure 2.6: Illustration of the concavity of E({✓s }). The {✓s } axis describes the multi-dimensional space of re-parameterizations. The E({X s }, {✓s }) axis describes the energy of a given re-parameterization and set of configurations. Each {X s } (which are indexed as {X1s },{X2s }...) corresponds to a set of configurations (one for each subproblem). For a given choice of {✓s } and {X s } an energy is provided by the function E({X s }, {✓s }). Each line describes E({X s }, {✓s }) as a function of {✓s } for a specific {X s }. Lines associated with inconsistent sets of configurations are colored blue while lines associated with consistent sets of configurations are colored green. Note that the optimal point of the lower bound, which is described with a large blue dot, is at the intersection of two sets of inconsistent configurations. a concave function. Fig. 2.6 illustrates the concavity of E({✓s }). It is important to observe that E({✓s }) can be no larger than the MAP energy of the original MRF E ⇤ (✓). If E({✓s⇤ }) = E ⇤ (✓) then the lower bound is said to be tight. Sets of configurations {X s } can either be consistent or inconsistent. In consistent sets all sub-problems with a given variable Xi share a common state for variable Xi . We formally define consistency as Xis = Xit for all sub-problem indices s and t and variables Xi . For consistent sets {X s }, E({X s }, {✓s }) is constant with respect to the re-parameterization {✓s } while for inconsistent sets E({X s }, {✓s }) is a non-constant linear function of {✓s }.
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Maximizing E({✓s})



2.6



Maximizing E({✓s }) is a much studied problem [28],[24],[44],[47]. One approach to maximizing E({✓s }) is projected sub-gradient ascent. In this method a valid subgradient of E({✓s }) is computed and a modification to {✓s } is made based on that sub-gradient. In this context there can be many valid sub-gradients so one has to be chosen. Once a sub-gradient is chosen a “step” is made in the direction of the sub-gradient. However this modification often results in {✓s } / R(✓). A projection operator is then applied to the updated {✓s } to project it into R(✓). The projected sub-gradient update is formalized in Eq. 2.17- 2.18 and is derived in [28]. s s s ✓i;k ↵ ✓i;k + (Xi;k s s s ✓ij;kl ↵ ✓ij;kl + (Xij;kl



The



t Xi;k ) Ni t t Xij;kl ) Nij t



(2.17) (2.18)



parameter is the step size taken and Ni , Nij represent the number of copies



variable Xi and pair Xij across sub-problems. A key problem with the sub-gradient update is the determination of the step size. Sub-gradient methods are guaranteed to maximize the lower bound with the proper schedule for step size [15].



2.6.1



Intuition Behind Sub-Gradient Update for E({✓s })



There is an intuitive relationship between maximizing E({✓s }) and encouraging copies of variables to take on the same state. Consider a pair of sub-problems s and t each containing a variable Xi . Let the unary parameters for those variables in the sub-problems be ✓is and ✓it respectively. Let the MAP configurations of the two subproblems be unique and be denoted X s and X t respectively. Suppose in the MAP configurations of the sub-problems the copies of variable Xi do not take on a common 26



s t state. For example, let Xi;0 = 1 and Xi;1 = 1. Then the MAP energy of both subs t s t problems can be increased by increasing ✓i;0 and ✓i;1 and decreasing ✓i;1 and ✓i;0 by a



tiny number ✏. In addition, each variable in a given sub-problem is less inclined to take on its current state and more inclined to take on the corresponding state in the other sub-problem. If this procedure is continued then both sub-problems will share the same optimizing states for variable Xi .



2.6.2



Fixed Point Optimization



Fixed point (also called message passing) optimization is an alternative mechanism to maximize E({✓s }) [47] [24]. This mechanism relies intimately on the concept of a min marginal. The min marginal µsi;k is the energy of the minimum energy configuration for sub-problem s conditioned on variable Xi taking on state k. The min marginal µsij;kl is the energy of the minimum energy configuration for sub-problem s conditioned on variables Xi and Xj taking on states k and l. Min marginals are defined explicitly below. µsi;k = µsij;kl =



min s s
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Given the min marginals a new set of updates are built in Eq. 2.21-2.22 [24]. s s ✓i;k ↵ ✓i;k s s ✓ij;kl ↵ ✓ij;kl



1 s (µ N i;k 1 s (µ N ij;kl



µti;k ) Ni t t µij;kl ) Nij t



(2.21) (2.22)



Here N represents the number of variables plus pairs of variables whose parameters are being updated. Fixed point updates are very efficient as they can alter all dual 27



parameters at once and the alteration made to each dual parameter is proportional to the amount the sub-problems disagree concerning the corresponding min marginal. Fixed point updates can be shown to never decrease the lower bound. While subgradient methods are guaranteed to maximize the lower bound given a proper schedule, fixed point updates can reach a sub-optimal point and then cease to alter the parameters [28]. This occurs when µsij;kl = µtij;kl ⇣[st, ij; kl] and µsi;k = µti;k ⇣[st, i; k] and E(✓s⇤ ) > E({✓s }).



2.7



Weak vs Strong Agreement



Strong agreement a property of lower bounds such that there is at least one configuˆ that is also an optimal configuration for each sub-problem. The energy of a ration X ˆ and thus lower bound characterized by strong agreement thus equals the energy of X is tight. This is because the energy of any configuration is an upper bound on the MAP energy. Weak agreement [24] is a property of some re-parameterizations {✓s } such that E ⇤ (✓) > E({✓s }). Weak agreement states that all sub-problems that contain a given clique of variables share the same optimizing configurations for that clique of variables. Weak agreement in the decomposition of a MRF into sub-problems over single pairs of variables provides that each variable Xi has the same optimizing states across sub-problems. Weak agreement can correspond to a sub-optimal {✓s } mal {✓s }



R(✓) or opti-



R(✓). We now illustrate an example of weak agreement that corresponds



to the maximum of a loose lower bound. Consider a MRF over variables X1 , X2 , X3
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with parameters ✓ defined below.



✓1;0 = 0 ✓1;1 = 0



(2.23)



✓2 = ✓3 = ✓1 ✓12;00 = 0 ✓12;01 =



1 ✓12;10 =



1 ✓12;1,1 = 0



✓13 = ✓23 = ✓12



We now analyze the decomposition of the MRF into sub-problems over variables 12, 13, and 23. The re-parameterization that maximizes the lower bound has zero valued unary potentials in each sub-problem and pairwise potentials that are exactly those of the original problem. Notice that there are an odd number of edges that are inclined to have their variables “disagree” meaning that they take on opposite states. Observe that each variable has both states as optimizing states in all sub-problems. Notice also that the lower bound is loose as the MAP energy is



2 and the lower bound has value



3. Observe that for



binary cycle structured MRFs the origin of a loose lower bound is each variable having both states as optimizing states and an odd number of edges inclined to disagree with the remainder inclined to agree.



2.8



Mapping {✓s} to a Configuration



When strong agreement occurs and there is only one optimizing state for each variable then the optimizing states for each variable describe the MAP configuration. To demonstrate this consider a tight lower bound described by {✓s } and a configuration ˆ that is defined by the single optimizing state of each variable. Notice by definition X
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ˆ that the following is true. of X E ⇤ (✓) ⌥
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terms and group the corresponding parameters.
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(2.25)



i;k



ˆ and is thus an upper The right hand side of Eq. 2.25 is the energy of configuration X bound on the MAP energy. Since the right hand side of Eq. 2.25 is also a lower bound on the MAP energy it must be equal to the MAP energy. When strong agreement does not occur (or when strong agreement occurs but there are multiple optimizing states for each variable), it is more challenging to map {✓s } to a configuration X. One simple mechanism for producing a configuration X is to take one copy of every variable from any sub-problem and use its state in a MAP configuration for that sub-problem as its state in X. Much more elaborate systems can be built on this mechanism. The energy of any configuration is an upper bound on the MAP energy. Often times a configuration is produced after each update of the parameters. This allows for early termination of optimization when a “good enough” configuration is produced. It is is a common empirical observation for dual decomposition based algorithms that as E({✓s }) increases, the energy of the configurations produced decreases. In Fig. 2.7 we demonstrate this phenomena for an examples set of problems.
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. Choose any subset S of the copied nodes (potentially all nodes), and define Si = {t : Xit ⇤ S}, the copies of node i in S . Run dynamic programming to compute the cost-to-go ˆ at each functions µti and an optimizing configuration X node. . Do either of the following updates for each ⇥it in S, with step-size :
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Figure 3. Comparison of bound optimization algorithms on rant Si dom 10x10 Ising grid problems with repulsive potentials. Curves (b) Subgradient update: Figure 2.7: Comparison of bound algorithms on random 10x10 Ising show energies averaged optimization across 100 problem instances. The x-axis indicates the number of rounds of dynamic programming over the t t tgrid 1 t ¯ ˆ ˆ problems ⇥i;k = ⇥i;k + (Xi;k Xi;k ) with parameters that encourage variables to not share states. Curves graph. Dashed lines indicate an upper-bound given by the energy |Si | t Si show energies averaged across 100 state problem instances. TheTRW-S x-axis indicates the numof the lowest energy found among the subproblems. ˆ t is an indicator function that X t takes and TreeBlock updates update a single node or spanning tree on where X i;k ber of roundsi of dynamic programming over the graph. Dashed lines indicate the each pass while the CT updates every node in the covering tree. ˆ on value k in X. energy of configurations produced by various algorithms (which are also called upper TRW-S* is the efficient version of TRW-S for ordered chains. Figure 2. Covering Tree Algorithm.



bounds) while solid lines indicate the energy of lower bounds derived various dual detion of nodes inWe step consider 1 of the covering algorithm,algorithms: there composition based algorithms. the tree following Covering trees is a step size which guarantees monotonic increase in the ange the optimal configuration it corresponds to gradient (CT) [50], Tree re-weighted sequential (TRW-S)[24] and Tree-block coordinate ascent lower-bound. ent, but in general can decrease the bound if the config[44]. Each dual decomposition based algorithm maximizes the lower bound corretion changes. For an appropriate schedule of step-sizes, Theorem 4.1 The fixed point parameter update given in bgradient ascent is guaranteed to find a globalto optimum. sponding the set ofFigure all spanning tree =sub-problems. Notice 2 with step size 1/|S| strictly increases the that as lower bounds is update method corresponds to the algorithm proposed ¯ bound: E ( ) ⇥ E ( ). CT CT increase the upper bounds decrease. [6].



Proof See supplementary material. We modify the repaThe fixed point update has a similar form, and attempts rameterization construction of Sontag and Jaakkola [9] match the µti at different copies t of node i. This update s⇤ to apply to the covering tree data structure (in which the indin be made to monotonically increase the bound for any vidual copies of each variable are connected by some path), oice of S (including all nodes); however, like other fixedand to update an arbitrary subset S of the variables. nt parameter updates for TRW it can become stuck at boptimal settings which satisfy weak tree agreement [5]. The covering tree algorithm is exceptionally simple, and 4.2. Convergence es not require building or maintaining forests of spanFigure 3 shows an experimental comparison of the the g trees. It contains a strictly smaller number of paramconvergence rates for different bound optimization aprs than previous methods, and never modifies the edge The decomposition is a function oftree theupdate sub-problems that are used. Here we compare the covering in ameters ⇥ij . This last point may be lower useful ifbound the pair- of aproaches. which all parameters are updated simultaneously. In this se parameters are themselves sparse (for example, a few setting, eachthat step incorporates longer-range information The addition of sub-problems include fewer restrictions on their parameters can ferred or undesirable configurations). Finally, covering than tree-block coordinate descent, providing a similar imes generalize TRW-S and tree-block updates in the sense tree-block updates over na¨ıve TRW-S t these algorithms consist of a produce subset of updates on the larger E({✓s⇤provement }) and tocan never decrease E({✓s⇤ }). and Fig. 2.8 illustrates three generalizing both, in the sense that these algorithms can be vering tree, and the covering tree can be used to update thought of as acting on subsets of the covering tree. In practrictly greater set of parameters if desired, up to and in1 choices of sub-problems a MAP tice, for we also find thatinference the step size problem. ding all variational parameters in one step. |S| may be overly conservative; an alternative strategy is to begin with a relatively large step size (we use = 12 ), compute the bound after 1. Monotone Updates each step, decrease the of stepsize anytime non-monotonic It should be noted that theandinclusion additional sub-problems does not always We would like to determine a “step size” which guarbehavior is observed. ees that the fixed point update always increases Kolmogorov [5] alsowith provides highly efficient update increase E({✓s⇤our }). We illustrate this thea following example. Consider the MRF wer-bound on the objective. We show that for any selecstrategy for TRW-S which makes use of ordered chains



2.9



Relationship Between the E({✓ }) and The Choice of Sub-Problems



and decomposition described in Section 2.7. The addition of a single sub-problem over variable X1 does not tighten the lower bound. An optimal re-parameterization provides zero valued parameters to that sub-problem and thus the lower bound is
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Figure 2.8: (Left) A MRF consisting of four variables. (Center Left). The set of single edge sub-problems of the MRF in (Left). (Center Right) Two additional subproblems of “higher order” than (Center Left). (Right) One additional sub-problem of higher order than (Center Right) or (Center Left). This sub-problem has identical structure to that of the original MRF. unmodified.



2.10



Relationship Between Dual Decomposition and Linear Programming



Dual decomposition is intimately related to LP relaxations [34] [42] [46]. In this section we explore the relationship between LP relaxations, sub-problems over pairs of variables, and sub-problems over cycles of variables. We also consider the merit of sub-problems over cycles for tightening lower bounds.



2.10.1



Dual of the Decomposition over the Set of Single Edge Sub-Problems



Consider the decomposition of a MRF into single edge sub-problems. There is one single edge sub-problem for each pair of connected variables in the MRF. We call this decomposition the edge relaxation. We augment this set of sub-problems with
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a sub-problem over each individual variable. We now write the maximization of the corresponding lower bound as an LP.
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to represent the MAP energy of the single edge and single variable



sub-problems respectively. Unary parameters are sent to and from the single variable sub-problems. We use uij i;k to represent the amount of additional energy the reparameterization gives for the sub-problem over variables Xi and Xj to take on a configuration such that variable Xi takes on state k. We now formulate the maximization of the lower bound of dual decomposition in Eq. 2.26 as a standard linear program. To remove the minXi and minXij we enforce that the MAP energy of the sub-problems (



i



and



ij )



be less than the energy of each



configuration of the sub-problem given the re-parameterization. The maximization of the objective sets
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and
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to the value of the lowest energy configuration of the



respective sub-problems. The resultant linear program is described below in LP 1. LP 1
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If we take the dual of LP 1 we obtain LP 2. The derivation of LP 2 from LP 1 is discussed in Appendix B. LP 2



min X



⌦



✓ij;kl Xij;kl +



ij;kl



⌦



✓i;k Xi;k



i;k



⌦



subject to



Xij;kl = Xi;k



⇣[ij; k]



Xij;kl = Xj;l



⇣[ij; l]



l



⌦ k



⌦



Xij;kl = 1



kl



⌦



Xi;k = 1



k



⇣[ij] ⇣i



X⌥0



LP 2 is the LP relaxation of an integer linear programming formulation of MAP inference in which the restriction [Xij;kl , Xi;k ]



{0, 1} is relaxed to [Xij;kl , Xi;k ]



[0, 1]. The space of LP 2 is called the local marginal polytope [47][43]. If a solution to LP 2 is integral then it is also describes a MAP configuration of the MRF described by ✓. Since a linear program and its dual have the same value for their objectives, LP 1 has energy equal to E ⇤ (✓) if LP 2 has an integral solution.



2.10.2



A Case of a Loose LP Relaxation



Often times LP 2 produces a fractional solution that has lower energy than E ⇤ (✓). To illustrate this consider the binary MRF over variables X1 X2 and X3 in Section
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2.9 and the following fractional solution.



X1;0 = 0.5 X1;1 = 0.5



(2.27)



X2 = X3 = X1 X12;00 = 0 X12;0,1 = 0.5 X12;10 = 0.5 X12;1,1 = 0 X13 = X23 = X12



Observe that the energy of the fractional solution is



3 while the MAP energy is



2. Notice that the energy of this optimal fractional solution is the same as the energy of the maximum of the lower bound corresponding to the set of single edge sub-problems. This equivalence is a consequence of LP 1 and LP 2 being duals of each other and the fact that a LP and its dual have the same objective value. The fractional solution X corresponds to weak agreement between the sub-problems in Section 2.9. Notice that the fractional solution has non-zero valued indexes only for configurations of single edge sub-problems/ states of variables that are optimizing configurations/states in dual decomposition.



2.10.3



Cycle Sub-Problems



Loose lower bounds such as those above can often be tightened using cycle repairing techniques. To do this sub-problems over cycles of variables are added explicitly (or implicitly) to the decomposition [27] [45] [51] [53] [52]. Consider how adding a subproblem over all three variables would a↵ect the decomposition in the example above. Since the sub-problem would then have the same structure as the original MRF then the lower bound would of course be tight. We now demonstrate how the addition of sub-problems over cycles can result in a
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Figure 2.9: (A) MRF consisting of two triangle shaped subgraphs that share a common edge. Variables are labeled. (B) Two sub-problems to be added to the decomposition over single edge sub-problems. (C) Re-parameterization that maximizes the lower bound. Note that all single edge sub-problems have only zero valued parameters associated with them. All unary parameters have zero value. (D) Optimal configuration for each sub-problem. Red edges correspond to pairs of variables that take on opposite states. Green edges correspond to pairs of variables that take on the same state. tight lower bound for a MRF consisting of more than a single cycle. Consider the case of a binary MRF consisting of two triangle shaped subgraphs that share a common edge (see Fig. 2.9(A) ). We now describe the parameters of this MRF using the Ising parameterization.



✓i = 0 ⇣i ✓ij =



(2.28)



1 ⇣ij



Notice that the lower bound resulting from the decomposition over single edge subproblems is



5 while the MAP energy is -4. In the re-parameterization that maxi-



mized the lower bound all unary parameters have zero value and all edge sub-problems are inclined to have their variables take on opposite states. 36



Suppose that the two sub-problems over cycles in Fig. 2.9(B) were added to the decomposition. The sub-problems over cycles are indexed by [123] and [234]. We now describe a re-parameterization {✓s⇤ } that maximizes the lower bound over the single edge sub-problems and the cycle sub-problems. In {✓s⇤ } all unary parameters and all parameters corresponding single edge sub-problems are zero valued. We define the pairwise parameters of the sub-problems over cycles below. 123 ✓12 =



1



123 ✓13 =



1



123 ✓23 =



0.5



234 ✓23 =



1



234 ✓24 =



1



234 ✓34 =



0.5



(2.29)



Notice the sub-problems over cycles each have a MAP energy of -2 which results in a tight lower bound. The optimal configurations for the cycle sub-problems are visualized in Fig. 2.9(d) and are X1123 ✏= X2123 = X3123 and X2234 = X3234 ✏= X4234 . It is important to note that it has been proved that for planar binary symmetric (PBS) MRFs the set of all cycle sub-problems is sufficient to provide a tight lower bound [8].



2.10.4



The Dual of the Decomposition over Cycle Sub-Problems



In LP 3 we write the maximum of the lower bound of the decomposition over the set of cycle sub-problems as a LP. We augment this decomposition with the set of single variable and single edge sub-problems.
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LP 3 is similar to LP 1 in structure. The cycle sub-problems are indexed by c and their configuration indexed by z. We use sub-problem. We use [ij]



c



to refer to the MAP energy of the c’th cycle



c to reference members of the set of pairs of connected



variables present in the c’th cycle sub-problem. We use zi to indicate the state of variable Xi in configuration z. We use ucij;zi ,zj to describe the additional energy the re-parameterization gives to configurations of the c’th cycle sub-problem such that variables Xi , and Xj take on states zi and zj respectively. If we take the dual of LP 3 we obtain LP 4.
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LP 4
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We use Xc;z = 1 to indicate that the c’th cycle of variables takes on configuration z. Notice how the sub-problems over cycles in dual decomposition become the constraints [



z,st.[zi =k,zj =l]



Xc;z = Xij;kl



⇣[([ij]



c), c]] and [



z



Xc;z = 1 ⇣c] in the LP



relaxation. These constraints are called cycle constraints.



2.11



Review of Previous Work



The basic decomposition of a MRF into single edge sub-problems has been studied in great detail in the MRF literature. This line of work originates from Tree Re-weighted Belief Propagation (TRW)[47]. Tree Re-weighted Belief Propagation Sequential (TRW-S) is an extension of TRW that provides a fast e↵ective mechanism
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to maximize the corresponding lower bound. TRW-S uses dual decomposition over chain sub-problems and takes advantage of the special structure of chains to obtain very efficient fixed point updates. Another important development is the introduction of sub-gradient methods which provide a guarantee that the lower bound of tree re-weighted methods is maximized [28]. A series of other papers develop upon the foundation provided by the above work. One example is [50][21] which introduce a decomposition of a MRF into a single tree structured problem that included every edge in the MRF called a covering tree. Fig. 2.10 displays a MRF and a corresponding covering tree. These methods all correspond to maximizing the lower bound corresponding to the set of single edge sub-problems [46](pages 219-252). However in many problems the corresponding lower bound is very loose. In order to provide tighter lower bounds other sub-problems are introduced. MPLP/Cycle Pursuit [45] and related work [49] [27] introduce sub-problems corresponding to small subgraphs of the original MRF. In grid graphs (which are common in computer vision) this corresponds to adding sub-problems over 2 ⇥ 2 or 3 ⇥ 2 sub-graphs of the grid graph to the decomposition. Another contribution is outer planar decomposition [10] which adds larger sub-problems to dual decomposition but can only be used for binary MRFs. All of the methods above have been demonstrated to correspond to adding a selected number of sub-problems over cycles. Re-weighted perfect matching(RPM)[38] is another development in the MRF literature. RPM is an approach for MAP inference in binary MRFs that uses a small number of tractable sub-problems that together can produce the same lower bound as the set of all cycle sub-problems. RPM has some similarities to the work we introduce in Chapters 3 and 4.
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X3 Figure 2.10: (Left) A MRF. (Right) A covering tree corresponding to the MRF in (Left)



2.11.1



Tightening Lower Bounds via Cycle Pursuit



In [45] a clever iteration based on a LP relaxation called max product linear programming (MPLP) is combined with cycle pursuit to provide incrementally tighter lower bounds. At each step of MPLP/Cycle Pursuit some higher order sub-problems such as sub-problems over short cycles found in the original MRF are added to dual decomposition then the lower bound is re-optimized. There are often a massive number of possible higher order sub-problems to add. In MPLP/Cycle Pursuit, dual decomposition is initialized with a sub-problem for each pair of variables that there is a parameter over and a sub-problem for each individual variable. Higher order subproblems are chosen from a predefined list according to a heuristic that lower bounds the amount that the lower could be tightened by the addition of a particular problem. The minimum amount that the lower bound could be tightened by the addition of a single sub-problem over variables H is denoted U (H, {✓s⇤ }). We define U (H, {✓s⇤ }) to be the sum of the increases of the minimum energies the sub-problems conditioned on variables in H taking on a common configuration across sub-problems. We define N (H, {✓s⇤ }) to be the sum the MAP energies of the sub-problems with the restriction that the variables in H take on common configuration across sub-problems. Notice that U (H, {✓s⇤ }) can be written as N (H, {✓s⇤ })



E({✓s⇤ }). The use of fixed point



updates in MPLP/Cycle Pursuit makes U (H, {✓s⇤ }) very efficient to evaluate. 41



Often the number of higher order sub-problems to consider adding to dual decomposition is very large and computation of U (H, {✓s⇤ }) becomes time intensive. To decrease the set of sub-problems to consider one can rely on local primal dual gap approaches [11]. These approaches avoid computation of U (H, {✓s⇤ }) for many H by using the configurations produced during optimization to identify higher order sub-problems whose addition can not result in a tighter bound.



2.12



Conclusions



In this chapter we have introduced the basics of dual decomposition for MAP inference. In the following four chapters we introduce extensions of it to various problems of interest to computer vision scientists. The contribution in this dissertation concerns dual decomposition approaches that add cycle sub-problems or equivalently cycle constraints in an efficient way so that they do not have to be added explicitly to dual decomposition.
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Chapter 3 Planar Cycle Covering Graphs .



3.1



Foreground Background Labeling and Ising Models



A classic problem in computer vision is that of foreground-background labeling. In this context every super-pixel has a preference to be labeled foreground or background, which is derived from local image statistics such as color. Furthermore every super-pixel has an affinity with each of its adjacent neighbors based on local edge information, that provides a preference to share or not share a common label with a neighbor. Finding the optimal foreground/background labeling according to this model can be framed as MAP inference on a binary planar MRF. MAP inference in binary planar MRFs is NP hard in general [7]. This chapter introduces a new approach for inference in binary planar MRFs called
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Planar Cycle Covering Graph (PCCG). This approach is based on a lower bound on the MAP energy of a binary planar MRF. Unlike dual decomposition based approaches in the previous chapter PCCG does not rely on solving solving small subproblems. Instead PCCG relies on MAP inference on a single planar binary symmetric (PBS) MRF. PCCG produces provably tighter lower bounds than edge based relaxations such as TRW. We begin this chapter with a brief survey of the state of the art MAP inference framework for foreground background labeling, which is based on graph cuts.



3.2



Current State of the Art: Graph Cuts



We now consider the family of graph cut methods for foreground background labeling. These methods model foreground background labeling as MAP inference on a binary MRF, which is often planar. MAP inference is done using a graph cut (see Section 2.2.2). One important modeling assumption which is used through much of the graph cut literature is that of sub-modularity. Recall from Section 2.2.2 that sub-modular parameters enforce that ✓ij ⌥ 0 for all pairs ij. We now consider the “GrabCut” algorithm [32], which is a well cited algorithm in the graph cut literature. The GrabCut algorithm is a user assisted approach to foreground background labeling. The GrabCut algorithm consists of an iteration in which the user provides labels for pixels, then GrabCut provides a labeling for the entire image using MAP inference in a binary sub-modular MRF (which is done via a graph cut). At each step the user corrects the labeling provided by GrabCut by giving labels to pixels which may have been mislabeled the proper label. Given the input from the user, GrabCut then produces a new labeling.
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Pairwise parameters are derived from a smoothness term which encourages adjacent pixels with similar color take take on the same label. Unary parameters are derived from the statistical analysis of the user input, and the labeling provided by the GrabCut. Parameter estimation is done in an iterative fashion which is discussed in great detail. Another important piece of work is quadratic pseudo-boolean optimization (QPBO). QPBO extends the application of graph cuts to binary non sub-modular MRFs as well as general MRFs. The QPBO formulates MAP inference in a binary MRF in terms of a relaxation, that is solved using a graph cut. The MAP energy of the relaxation is identical to the maximum of the edge based LP relaxation [26]. Interestingly the QPBO provides one of three possible facts about each variable Xi : (1) Xi takes on state 0 in the MAP configuration, (2) Xi takes on state 1 in the MAP configuration, (3) The state of Xi is undetermined. QPBO has been extended to provide the states of the undetermined variables via the QPBO-P (Probing) and QPBO-I (Improve) algorithms. QPBO-P relies on many iterations of MAP inference via graph cuts to decrease the space of possible solutions. QPBO-I is an iterative algorithm for approximate MAP inference, which uses graph cuts as a sub-routine. QPBO has also been used for MAP inference in non-binary MRFs. In [33] the QPBO was used inside of the ↵-expansion [17] framework to do MAP inference in MRFs with 32 states per variable.



3.3



PCCG Construction



In this section we will derive the PCCG as a lower bound on the MAP energy of a binary planar MRF. We will begin by re-introducing the MAP inference objective for
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a binary planar MRF. Then we will modify the MAP inference objective to produce an equivalent MAP inference objective. We will then relax a constraint in that MAP inference objective producing a new lower bound on the MAP energy of a binary planar MRF. Recall that MAP inference on a planar binary symmetric (PBS) MRF is can be done using minimum cost perfect matching (MCPM) (see Section 2.2.3). MAP inference becomes NP hard when non-zero unary parameters are introduced; ✓i ✏= 0 in the Ising parameterization. When non-zero unary parameters are introduced ✓ no longer describes symmetric parameters. Fundamentally this chapter discusses the application of MCPM for MAP inference in binary planar MRFs with non-symmetric parameters. Consider the MAP inference objective for a binary planar MRF (using the Ising parameterization). E ⇤ (✓) = min X



⌦ ij



✓ij (Xi ✏= Xj ) +



⌦ i



✓i (Xi ✏= 0)



(3.1)



Notice that while ✓ describes a binary planar MRF the parameters are not symmetric. Parameters can be made to be symmetric by replacing the unary terms ✓i with pairwise parameters. These pairwise parameters connect each variable to a “field” variable Xfˆ. The introduction of a field variable involves replacing 0 in Eq. 3.1 with Xfˆ. This introduction of a field variable can be thought of as redefining 0 to be the state of the field variable Xfˆ. Thus the replacement 0 with Xfˆ does not alter the objective. We now rewrite the MAP inference objective in Eq. 3.1 using a field variable. E ⇤ (✓) = min X



⌦ ij



✓ij (Xi ✏= Xj ) +



⌦ i



✓i (Xi ✏= Xfˆ)
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(3.2)
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Figure 3.1: (a). Shows a MRF with unary and pairwise parameters. (b). Shows an equivalent MRF with unary parameters replaced by symmetric parameters involving a field variable. (c). Shows the PCCG. We illustrate the replacement of unary parameters by pairwise parameters in Fig. 3.1(a)-(b). Notice that the MRF in Fig 3.1(a) is binary and planar though not symmetric while the MRF is Fig. 3.1(b) is binary and symmetric though not planar. Since the replacement of unary parameters with pairwise parameters involving a field variable does not produce a planar MRF in general we can not do MAP inference on it using MCPM. We now construct a graph that replaces the unary parameters with pairwise parameters yet preserves planarity allowing for MAP inference via MCPM. To produce such a graph; start with the MRF in Fig. 3.1(a). Next copy the field variable onto each face of the MRF. The field variable on a given face should be connected to all variables on the boundary of that face. This produces a graph in which many variables are connected to multiple copies of the field variable. We call this graph the Planar Cycle Covering Graph (PCCG) and it is displayed in Fig. 3.1(c).
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We now write MAP inference in Eq. 3.1 on the PCCG. E ⇤ (✓) =



min



X Xf =0 8f 2F



⌦ ij



✓ij (Xi ✏= Xj ) +



⌦ if



✓if (Xi ✏= Xf )



(3.3)



We use Xf to denote the state of the f ’th copy of the field variable. We define F to be the set of all indices of field variables. We use ✓if to denote the parameter corresponding to variable Xi disagreeing with variable Xf . We refer to the parameters in the PCCG as {✓}. Notice that ✓if is only non-zero if Xf and Xi are on the same face of the PCCG. The parameters in the PCCG must satisfy the re-parameterization property of dual decomposition. In a valid re-parameterization the sum of the parameters associated with edges connecting each variable Xi to copies of the field variable must sum to the original unary parameter ✓i . This re-parameterization condition for the unary parameters is described below.



R(✓) = [{✓} :



⌦ f



✓if = ✓i



⇣i]



(3.4)



Edges between two non-field variables are present only once in the PCCG so their associated parameters are the same as those in the original graph. MAP inference over the objective in Eq. 3.3 is identical to that over Eq. 3.1. However if we relax the constraint that all copies of the field variable take on the same state then the MRF is PBS and thus MAP inference becomes tractable. MAP inference on the PCCG refers to MAP inference on the PCCG with the constraint that all copies of the field variable take on the same state relaxed. We now formalize MAP inference
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with the constraint that all copies of the field variable take on the same state relaxed. E ⇤ (✓) ⌥ min X



⌦ ij



✓ij (Xi ✏= Xj ) +



⌦ if



✓if (Xi ✏= Xf )



(3.5)



The right side of Eq. 3.5 defines the PCCG bound. The PCCG bound is a lower bound on the the MAP energy of the original MRF.



3.3.1



Strong Agreement in the PCCG



Recall from Section 2.7 that strong agreement in dual decomposition is characterized by the existence of a configuration X that is a MAP configuration for each subproblem. Strong agreement in the PCCG is characterized by the existence of a MAP configuration X of the PCCG in which all copies of the field variable take on the same state. Let X be a MAP configuration of the PCCG in which all copies of the field variable take on state 0. Notice that X is a MAP configuration of the original MRF. This is because a 0 can be substituted for Xf in Eq. 3.5 resulting in Eq. 3.2 which is equivalent to the original objective. Observe that if all copies of the field variable take on state 1 in X then flipping the states of all variables would result in configuration (1 (1



X) which is a MAP configuration of the PCCG. In configuration



X) all copies of the field variable take on state 0 and thus (1



X) is a MAP



configuration for the original objective.



3.4



Computing Upper Bounds



In this section we discuss the production of an upper bound configuration from the MAP configuration of the PCCG. In our procedure two configurations X(1) and X(2)
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Figure 3.2: (Left) A MAP configuration of the PCCG. (Right) Two upper bound configurations referring to X(1) (Top Right), and X(2) (Bottom Right) respectively which are produced from (Left). for the original MRF are produced and the lower energy configuration of the two is retained. Let X be a MAP configuration of the PCCG. In the PCCG there is only one copy of each non-field variable thus we use the corresponding states in X for X(1) and X(2). However there are two possible states for the field variable so one configuration is created corresponding to each of the two states. In X(1) the field variable takes on state 0 while in X(2) the field variable takes on state 1. Notice that X(2) corresponds to a configuration in which the definitions of states 1 and 0 are reversed. To correct for this reversal of definitions the states of all variables should be flipped. This is illustrated in Fig. 3.2.
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3.5



Optimizing the PCCG Bound



The maximum of the PCCG bound is denoted EP CCG (✓) and is described below. E ⇤ (✓) ⌥ EP CCG (✓) ⌦ ⌦ EP CCG (✓) = max min ✓ij (Xi = ✏ Xj ) + ✓if (Xi ✏= Xf ) {✓}2R(✓) X



ij



(3.6)



if



In order to maximize the PCCG bound either the projected sub-gradient ascent or the fixed point approaches may be used. The equations for maximizing the PCCG bound via projected sub-gradient ascent or fixed point approaches are simply the relevant dual decomposition update equations applied to the PCCG. The projected sub-gradient update equation is described below.



✓if ↵ ✓if + gif gif =



(Xi ✏= Xf )



(3.7) f 0 (Xi



✏= Xf 0 )



Ni



⇥



We use g to refer to the gradient vector of the parameters of the PCCG. We index g as we index the parameters of the PCCG. We use Ni to denote the number of field variables that variable Xi is connected to. We use



to refer to the step size



taken during the projected sub-gradient update. To maximize the PCCG bound we iteratively compute a sub-gradient of the PCCG bound via MAP inference on the PCCG, then update the parameters of the PCCG via Eq. 3.7. The step size can be selected in a number of ways and is described in detail in section 3.5.1. We now provide intuition describing the mechanism of the projected sub-gradient update for the PCCG. We note that a similar intuition can be applied to understand the fixed point updates for the PCCG. Each projected sub-gradient update can be
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Figure 3.3: (Left) Single non-field variable connected to four copies of the field variable, which is a subset of the PCCG. (Center) Provides states of each variable in a MAP configuration of the PCCG . (Right) Demonstrates the change in parameters during a projected sub-gradient update based on the MAP configuration of the PCCG in (Center). interpreted as encouraging copies of the field variables attached to each non-field variable to take on a common state. Consider the case where a given non-field variable Xi has two copies of the field variable Xf1 ,Xf2 attached to it. The parameters between Xi and Xf1 ,Xf2 are denoted ✓if1 and ✓if2 respectively. Suppose that both copies of the field variables take on a common state. The projected sub-gradient update will not modify ✓if1 and ✓if2 . Suppose that the field variables take on opposite states e.g. Xf1 = 0, Xf2 = 1 with Xi = 1. In this case the projected sub-gradient update increases ✓if1 making Xf1 more inclined to take on the same state as Xf2 , and decreases ✓if2 making Xf2 more inclined to take on the same state as Xf1 . This intuition regarding the projected sub-gradient update is illustrated in Fig 3.3 using a variable connect to four variables. The key observation is that projected sub-gradient ascent updates parameters so as to make copies of the field variable connected to any given non-field variable more inclined to take on a common state.



3.5.1



Polyak Step Size Rule



One efficient mechanism for choosing



when optimizing the PCCG bound via pro-



jected sub-gradient ascent is the Polyak step size rule [15]. The value of
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at each



step of projected sub-gradient optimization of the PCCG bound is defined below.



=



E ⇤ (✓) E lb |g|2



(3.8)



We use E lb to refer to the energy of the PCCG bound given the current re-parameterization. The term |g|2 refers to the square of the magnitude of the sub-gradient chosen. The use of the Polyak step size rule requires the MAP energy of the original MRF to be known which is not the case in our problem. Since the MAP energy is unknown we guess its value as halfway between the lowest energy upper bound produced so far and the greatest lower bound identified so far. Next we insert our guess of the MAP energy (E ub ) into Eq. 3.8 and we obtain the projected sub-gradient update that use the Polyak step size rule below.



=



1 (E ub 2



+ E lb ) |g|2



E lb



(3.9)



Since our use of the Polyak step size rule relies heavily on the guess of the MAP energy it is crucial to provide better and better guesses as projected sub-gradient ascent proceeds. To this end we compute an upper bound on the MAP energy after each projected sub-gradient update. We should note that since we can provide no guarantees about E ub or its relationship to the maximum of the PCCG bound our updates do not receive the guarantee of convergence associated with the Polyak step size rule.



3.5.2



Fixed Point Updates



We now explore the fixed point approach to maximizing the PCCG bound. In order to apply the fixed point approach one needs to know the min marginals in the PCCG.
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Specifically the minimum energy of the PCCG given an adjacent pair of field variable and a non-field variable fail to take on a common state is required for every such pair. The needed min-marginals are defined below.



µif 0 = min



X Xi 6=Xf 0



⌦ ij



✓ij (Xi ✏= Xj ) +



⌦ if



✓if (Xi ✏= Xf )



(3.10)



Remarkably min marginals in PBS MRFs, such as the PCCG, can be computed with little additional time over MAP inference in a PBS MRF via dynamic planar cuts [9]. The time complexity of obtaining all min marginals in a PBS MRF is O(N 3/2 log(N )) which is the same order of time as MAP inference. Given the min marginals one can apply the fixed point update equation below to maximize the PCCG bound.



✓if ↵ ✓if



1 (µif S



µif 0 ) Ni



f0



(3.11)



Here S is the number of edges connected to a field variable in the entire graph.



3.6



Characterizing the PCCG Bound



Algorithms based on dual decomposition are often compared by the constraints enforced in the corresponding LP relaxation (such as cycle constraints). In this section we will compare the PCCG bound with those of alternative methods in this regard. We will rely heavily on the proof of [8] which states that the LP relaxation a PBS MRF has an integral solution if all cycle constraints are included. LP 4 establishes that the set of cycle constraints for a given cycle become a cycle sub-problem in the corresponding dual decomposition. Thus dual decomposition applied to a PBS MRF will provide a tight lower bound if all cycle sub-problems are included.
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In practice many cycle sub-problems may be needed for dual decomposition to produce a tight lower bound [27] (in cases where the lower bound corresponding to the set of all cycle sub-problems is a tight). It is not known apriori which cycle subproblems are needed. One approach to dealing with the lack of knowledge of which sub-problems are needed is to include all of them in dual decomposition. However this would seem to be difficult computationally. In this section we demonstrate that the maximum of the PCCG bound, denoted EP CCG (✓), is equal to that of that of dual decomposition over all cycle sub-problems denoted Ecycle (✓).



3.6.1



An Alternative Description of Ecycle (✓)



Consider any given cycle of variables in the original planar MRF. A subset of the PCCG includes that cycle with each non-field variable attached to copies of the field variable. For every edge between non-field variables X1 , and X2 in the cycle there is a copy of the field variable connected to both. The sub-problem corresponding to this subset of the PCCG is called a “saw” sub-problem. The lower bound corresponding to dual decomposition over the set of saw sub-problems is denoted Esaw (✓). Since all saw sub-problems are subsets of the PCCG, EP CCG (✓) is at least as large Esaw (✓). We now show Esaw (✓) =Ecycle (✓). Lemma 3.6.1: The minimum energy of a single cycle sub-problem is the same as the maximum of the lower-bound given by the corresponding saw sub-problem Proof : Assume that we have maximized Esaw (✓). Begin with a configuration with mixed states for the field variable. Start at some variable along the cycle which is attached to field variable in state 0 and proceed clockwise until the variable is attached to a copy of the field variable in state 1. As we continue we will return to a copy of the field variable in state 0. See Fig. 3.4. 55



Figure 3.4: that Demonstration the of minimal a cycle is equal to the max- given by an Figure 2: Demonstration the minimalthat energy a cycleenergy is equalofto the maximum lower-bound lower-bound given byare anrepresented approximation which unary are rep-(squares). At approximationimum in which unary potentials by a in decoupled set ofparameters auxiliary variables resented by a decoupled set of auxiliary variables (squares). At optimality of the optimality of the variational parameters, all six cuts depicted must have equal energies and thus it is possible to variational six cuts copies depicted must have equal andsame thusstate. it is choose a ground-state in parameters, which all theall duplicate of the auxiliary nodeenergies are in the possible to choose a ground-state in which all the duplicate copies of the auxiliary node are in the same state. defined by cycle inequalities. For planar graphs (or eters across the auxiliary node connections to maximore generally graphs containing no K5 minor), the mize the lower-bound. We claim that at the optimal Let Xi be isthe first variable that is attached to a pair of disagreeing field variables set of cycle inequalities sufficient to completely dedecomposition, there always exists a minimal energy scribe the cut(X polytope. See Barahona and Mahjoub configuration such that all the auxiliary nodes take on a , Xb ) and Xj be the second variable attached to disagreeing field variable (Xe , (1986) for proof and related discussion by Sontag and state 0, making the bound equivalent to the cycle with Jaakkola (2007). as local the edgefour consistency singleinauxiliary Xf ).Just Consider possible implies highlighteda cuts red and node. green in Fig. 3.4. At global consistency for a tree, cycle consistency implies Suppose we be choose a minimum energy the optimum decomposition of the parameters it must the case that these have configuration global consistency for a planar binary MRF without of the graph but the duplicate auxiliary nodes take unary potentials. mixed states. pointthe along the cycle equal costs. If not we could transfer weighton(e.g. from ✓ia toStart ✓ib ) at andsome increase While the number of simple cycles grows exponentially where there is an auxiliary node in state 0 and proceed conflicting optimality. C1 =it(✓ic +clockwise ✓ia ) = (✓until ) and (✓jh + ✓node id + ✓ib f j ) =in state 1. As in the size of energy the graph for general planar Let graphs, we find C an2 = auxiliary is still possible to solve such a problem in polynomial we continue around the cycle we will encounter some (✓jg + ✓ej ). If one of the four cuts is shown is minimal then it must be the case that time. It is not in fact necessary to include every cylater point at which the auxiliary nodes return to being cle subproblem simply a subset which cy- cutsinnone stateof0.these Thisedges is most easily would visualized (Cbut otherwise the form path athat (orange) be in terms of 1 +C 2 ) ⌃ 0, cle basis (Barahona, 1993). Furthermore, there exists the cut separating 0 and 1 nodes as shown in Figure if (C 1 + C2 ) 


If more than two variables are connected to a given field variable in a saw subproblem, a relaxation of the saw sub-problem adds additional field variables so that each field variable is connected to two non-field variables and each non-field variable is connected to two field variables. The proof above can then be used to establish that the saw sub-problem is equivalent to the corresponding cycle sub-problem.



3.6.2



Cycle Constraints and the PCCG



This section will establish that EP CCG (✓) = Ecycle (✓). We proceed by showing a circular sequence of inequalities. Fig. 3.5 provides a graphical overview. Take the set of cycles that yield the bound Ecycle (✓). We can transform each cycle subproblem into a corresponding saw sub-problem containing a field variable for each edge while maintaining the bound, as established in Lemma 3.6.1. We then observe that every such saw sub-problem is a subgraph of the PCCG. As with any such decomposition into subgraphs, the EP CCG (✓) is no looser then the bound of the decomposition over some of its sub-graphs hence Esaw (✓) ⌃ EP CCG (✓). On the other hand, since the PCCG is now a planar binary MRF with no unary terms, we can decompose it exactly into the collection of its constituent cycles with no loss in the bound as established in [8]. Finally each of these cycles is itself a subgraph of some saw sub-problem and hence EP CCG (✓) ⌃ Esaw (✓), proving EP CCG (✓) = Esaw (✓).



3.7



Comparative Lower Bounds



In this section we will compare the maximum of the lower bounds of various algorithms for MAP inference in planar binary MRFs against that of PCCG. We compare PCCG against dual decomposition over a planar subproblem without unary parameters and
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Figure 3: Graphical depiction of Theorem 5.3 demonstrating that the planar cycle covering graph enforces



constraints all cycles of the original graph. (a) equivalent depicts the lower bound ECY CLE based on a decomposition Figure 3.5:overGraphical depiction of four lower bound representations of the into the collection of all simple cycles of the original graph. Lemma 5.2 shows that this bound is equivalent to PCCG. (a) The set of cycle sub-problems. (b) The set of saw problems. (c) The set the bound given by a corresponding collection of graphs (b) in which unary potentials are captured by multiple ofauxiliary all cycles thealong PCCG graph. The nodes in placed each edge. Since(d) every one PCCG of these graphs is a subgraph of the planar cycle covering graph (c) their minimum energy must be less than EP CC . Finally, since the planar cycle covering graph (c) has no unary potentials, it is equal to its collection of cycles (d) which are themselves all subgraphs of (b).



the set of single edge sub-problems, against the set of all sub-problems corresponding gence, we scaled the weights by 500 and rounded them



ent steps, but found little difference and report only



and upper bounds provides a certificate of optimality.



cause this implementation of MPLP explicitly enumer-



toto outer subgraphs of1 the original and against MPLP/Cycle Pursuit. integers.planar Thus a gap of less than between lower MRF, the fixed point update results. We also note that beatesbased only a subset of cycles, theMAP MPLP implementation Later we briefly discuss a dual decomposition algorithm for inference in We implemented the PCC bound optimization using



may not provide the tightest possible lower-bound, an the Blossom V implementation of Kolmogorov and effect we observe in our experiments. planar binary Re-weighted Zabih (2004). At MRFs each stepcalled t we obtain both a lower-Perfect Matching [38]. t bound EP CC and a configuration of X = [X1 , . . . , XN ] For RPM, we used the author’s implementation IsInf, which uses a bundle-trust optimization subroutine for and the copies {X0f }. We compute the energy of two ¯ and its subgradient updates. IsInf does not compute uppossible joint solutions, X and its complement X, ˆt per bounds (proposed solutions) frequently; in plots save the best solution found so far and its energy E showing the change in bounds over time we modified as a current upper bound. The variational parameters the code to also return such a solution, but used the are updated using the projected sub-gradient given in default behavior for our timing comparisons. Equation 7, and the step size ⇥ is chosen using Polyak’s step size rule, i.e., given sub-gradient g( ) we choose Figure 4 shows the upper and lower bounds found by 1 ˆt 2 ⇥ = EPt CCwe )/⇤g⇤ . The incremental 2 (Esection In this establish that EPupdate equivalent dual decomposition over each algorithm asto a function of time, for a single 32⇥32 CCG (✓) is feature of Blossom V is used to speed up successive problem instance from each of the three categories. For optimizations as the variational parameters are modithe “easy” all threeifmethods findnode and verify the G is problem, outer-planar a single can fied.set of all outer planar sub-problems. A graph the optimal solution (zero duality gap); in this case,



3.7.1



PCCG and the Set of Outer Planar Sub-Problems



MPLP converges more quickly than RPM, and PCC For both MPLP and RPM, we used the original aube connected to every node on the graph without a loss of planarity. This condition is faster still. For the “medium” problem, we see that



thors’ code available online. MPLP first runs an opMPLP converges more slowly and to a small duality timization corresponding to the tree-reweighted lower implies that any outer planar MRF can be converted to slightly a PBSfaster MRF connecting gap, with RPM andby PCC still fastest. bound (TRW), then successively tightens this bound For the “hard” problem, MPLP has a large duality by trying to identify cycles whose constraints are sigin this case RPM and PCCparameters still converge to and anificantly single field variable to those every variable toand gap; thus replace all unary with violated and adding subproblems verify the optimum. In all cases, PCC is significantly the collection. For grids, it enumerates and checks than theplanar other methods. each squareparameters. of four variables; we modified the pairwise Comparisons to code the setfaster of outer MRFs is motivated by slightly to ensure that any given square is added only Figure 5 shows timing results as a function of problem once. Because weak tree agreement can lead to subopsizeis forapplied all three algorithms. Since each method may their use in [10]. In [10] dual decomposition over a small subset of the timal fixed points in MPLP, we tried both the standard converge (return a provably optimal solution) on some message updates and a version which used subgradiproblems but not others, we report two quantities: the



outer-planar sub-graphs of the original MRF.



Take any outer-planar decomposition of a planar MRF. We first note that an outerplanar graph may be decomposed into a forest of blocks consisting of either bicon58



nected components or individual edges, where blocks are connected by single vertices (cut vertices). Each biconnected component in turn has a dual graph that is a tree, meaning it consists of face cycles that have one edge in common. We first split apart the forest into blocks. Consider any pair of blocks connected at a single cut vertex Xi . To split them, we introduce copies Xi1 Xi2 of the cut vertex which are allowed to take on independent states. The unary parameter ✓i is shared between these two copies with the constraint that ✓i1 + ✓i2 = ✓i . There exists an optimal decomposition of ✓i that ensures the two nodes share an optimizing configuration. For, suppose to the contrary that the optimal decomposition yielded a minimum energy configuration where Xi1 and Xi2 took on di↵erent states, say Xi1 = 0 and Xi2 = 1. Then, shifting weight from ✓i1 to ✓i2 would drive up the energy of such a disagreeing configuration, contradicting optimality of the decomposition. Once blocks have been split apart, we may apply essentially the same argument to split each biconnected component into its constituent face cycles. Consider the pair of neighboring nodes Xi ,Xj that are split into Xi1 ,Xi2 ,Xj1 , and Xj2 . At the optimal decomposition of the parameters ✓i ,✓j ,✓ij , it again must be the case that the copies of the duplicated edge must share at least one optimizing configuration. If not then the parameters could be redistributed by removing weight from one or more unused states in one copy and adding it to the set of optimizing states for the other copy. This would increase the energy and thus contradict optimality of the decomposition. Thus any outer-planar decomposition is equivalent to a bound given by the set of constituent cycles and edges. Every one of these subproblems is a subgraph of the cycle covering graph and so the bound can be no tighter than EP CCG (✓).
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3.7.2



PCCG Versus the Planar Plus Edge Relaxation



In this section we compare EP CCG (✓) to the lower bound of dual decomposition over a planar sub-problem plus the set of single edge sub-problems of the original MRF, Eplanar+SE (✓) (SE stands for single edge). The planar sub-problem is simply a PBS MRF with the same structure as the original MRF but with no unary parameters. We include this comparison as we rely on dual decomposition over an edge based relaxation (covering tree) and planar sub-problems in Chapter 4. Notice that each single edge sub-problem is equivalent to a PBS clique over three variables, one of which is a field variable. We illustrate the single edge sub-problems and the planar sub-problem in Fig 3.6(A). Suppose Eplanar+SE (✓) is maximized. Observe that the copy of each edge in the planar sub-problem and the corresponding single edge sub-problem must have the same optimizing states for that edge. Thus for ˆ there is a MAP configuration every MAP configuration of the planar sub-problem X ˆ of each single edge sub-problem consistent with X. We now consider a modification to the planar sub-problem in which two copies of each single edge sub-problem are attached to the planar sub-problem. This modification simply enforces that the MAP configurations of the single edge and planar sub-problems are consistent and does not modify the bound. The result is the PEG, which stands for planar edge graph. The lower bound corresponding to the PEG is denoted EP EG (✓). We illustrate the PEG in Fig 3.6(b). Notice that the PEG is a relaxation of the PCCG as the copies of the field variable on each face of the PEG are not enforced to take on the same state. Thus EP EG (✓) is no tighter than EP CCG (✓). Recall that EP CCG (✓) equals Esaw (✓). Notice also that every saw sub-problem of the PCCG is a sub-graph of the PEG so EP EG (✓) is at least as tight as the EP CCG (✓). Thus EP CCG (✓) and EP EG (✓) are equal. Therefore a planar sub-problem plus the set 60
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Figure 3.6: Graphical depiction of three equivalent lower bound representations of the PCCG. (a) a PBS sub-problem and the set of single edge sub-problems. (b) A graph in which the single edge sub-problems are attached to the planar sub-problem. This is called the planar edge graph (PEG). (c) The PCCG of single edge sub-problems of the original MRF correspond to the same lower bound as the PCCG.



3.7.3



Comparison To MPLP/Cycle Pursuit



MPLP/Cycle Pursuit is a state of the art MAP inference algorithm for general MRFs and hence the comparison of its lower bound and that of the PCCG is of interest. We compare the lower bound corresponding to the implementation of MPLP/Cycle Pursuit for grid graph MRFs associated with [45] against PCCG. In this implementation, MPLP/Cycle Pursuit adds only sub-problems corresponding to the cycles of four variables on faces of the MRF. This set of sub-problems includes one sub-problem corresponding to each face of the MRF except the outer face of the MRF which includes many variables.
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The spirit of this approach is to add only sub-problems for small cycle sub-graphs of the original MRF. In our theoretical analysis of MPLP/Cycle Pursuit on planar MRFs we consider MPLP/Cycle Pursuit as adding cycle sub-problems corresponding to the faces of a planar graph (which tend to be short cycles). We now establish that the set of sub-problems over faces of a planar graph are insufficient to achieve a tight lower bound for PBS MRFs. We will do this by presenting an example of a small PBS MRF for which the set of sub-problems over faces produces a loose lower bound. Notice that the PCCG includes the PBS MRF as a sub-graph, and thus will achieve a tight lower bound, given the re-parameterization in which all unary parameters are set to zero. Consider the PBS MRF in Fig. 3.7. Parameters are written in the Ising parameterization below.



✓i = 0



⇣i



✓ij = 0 ⇣ij connected by a blue line ✓ij =



1 ⇣ij connected by a red line



The MAP energy of the MRF described by ✓ is



2. The re-parameterization that



maximizes the lower bound over the set of face sub-problems splits the parameter corresponding to a given edge evenly between both sub-problems that include it. Notice that for sub-problems that consist of all blue edges, all configurations are MAP configurations; while for sub-problems that have a red edge, all configurations in which the variables connected by the red edge disagree are MAP configurations. Suppose a cycle sub-problem t over all three red edges were included in the decomposition. Consider the re-parameterization {✓s } in which the parameters of sub-problem t are equal to those original MRF. All other sub-problems are assigned zero valued parameters. Notice that the lower bound of the decomposition given re-parameterization {✓s } would have value



2 and thus be tight. 62



Figure 3.7: A PBS MRF in which the set of all face sub-problems fails to achieve a tight lower bound.



3.7.4



Comparison to RPM



In our experiments we compare the performance of PCCG to that of the Re-weighted Perfect Matching (RPM) algorithm [38]. RPM is a dual decomposition based algorithm for MAP inference in binary MRFs. RPM has been applied for MAP inference in planar as well as non-planar MRFs. RPM uses a number of tractable sub-problems upon which MAP inference is approached using minimum cost perfect matching (MCPM). The sub-problems RPM uses are of a di↵erent form than the PCCG as they are binary, non-planar, and symmetric. MAP inference in a binary non-planar symmetric MRF can no longer be done using minimum cost perfect matching. However MAP inference in an extended space that can include inconsistent configurations can be done using minimum cost perfect matching. For example a configuration in this extended space can include cycles of variables where only one edge has its variables take on opposite states, which is inconsistent. The space of inconsistent solutions for a given sub-problem is a function of the structure of that sub-problem as well as the matching problem which inference is mapped onto. RPM selects a set of sub-problems for use in dual decomposition such that the lower 63



bound is equivalent to the set of all cycle sub-problems. A clever iteration is given to produce such a set given any input MRF. However the authors report that the iteration often produces too many sub-problems and bound maximization becomes challenging. For grid graphs RPM has a prescribed set of sub-problems for use on. These sub-problems consist of a set of outer-planar MRFs, a PBS MRF of the same structure as the original MRF, and a non-planar MRF.



3.8



Synthetic Comparisons



In this section we compare performance of our PCCG method with MPLP/Cycle Pursuit and Re-weighted Perfect Matching (RPM) [38]. We compare the performance of these algorithms on a data set consisting of synthetic problems. Problems are generated on square grids of various sizes ranging from 8 ⇥ 8 and 128 ⇥ 128 in increments of 4. Parameters are generated according to three di↵erent distributions: “easy”, “medium” and “hard”, indicating the strength of the unary parameters. Since the unary parameters provide direct information about the state of a given variable, weaker unary parameters tend to make more challenging problems. Pairwise parameters for all problems are generated uniformly at random in the interval [-1,1]. Unary parameters are generated uniformly at random in the interval [ a,a] where a=3.2, 0.8, 0.2 for easy, medium, and hard problems respectively. All problem weights were multiplied by a factor of 500 then rounded down to the nearest integer. This was done so as to ensure the MAP energy is integral. Thus if the di↵erence ˆ and the greatest lower bound on the MAP between the energy of a configuration X ˆ is a MAP configuration. energy is less than one then X
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PCCG optimization is done using projected sub-gradient ascent guided with Polyak rule. The PCCG re-parameterization was initialized by splitting unary parameters uniformly over copies. MPLP/Cycle Pursuit and RPM implementations were those provided by the respective authors on their webpages. MPLP/Cycle Pursuit maximizes the lower bound corresponding the set of single edge sub-problems, then incrementally adds sub-problems from a pre-defined list. For grid graphs the set of problems used in the MPLP/Cycle Pursuit implementation corresponds to the faces of four variables in the graph. We modified MPLP/Cycle Pursuit so that no sub-problem is added more than once, which strictly improves performance. Since MPLP/Cycle Pursuit enumerates only a small subset of cycles it produces a lower bound that can be looser and is never tighter than PCCG. In practice lower bounds are much looser on more difficult problems on larger grids. For RPM we relied on the author’s implementation IsInf which uses a bundle trust subroutine to maximize its lower bound. RPM does not compute upper bounds frequently. We modified the RPM code so that it would call its upper bound producing sub-routine more often and thus return configurations more frequently but did not include the time computing configurations in its running time. Fig 3.8 shows the convergence of upper and lower bounds for 32 ⇥ 32 grids by the various algorithms. Timing results were averaged over random instances of the same difficulty. PCCG achieves faster convergence on all three problem difficulties and is far faster on the more difficult problems. MPLP/Cycle Pursuit often fails to give a tight lower bound on hard problems. Fig. 3.9 displays the average time for each algorithm to compute the MAP configuration and a lower bound guaranteeing its optimality. Results are averaged over problem instances for each difficulty and grid size. Since not all problems are solved by each algorithm we report two quantities. The first is the geometric mean time (top 65
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min X



⌦ ij;kl



✓ij;kl Xi;k Xj;l +



⌦



✓i;k Xi;k



(3.12)



i;k



MAP inference in planar non-binary MRFs generalizes MAP inference in planar bi66



medium and hard problems. The problem difficulty is controlled by the relative influence of unary and pairwise potentials. Energies are averaged over 10 random problem instances and plotted relative to a MAP energy of 0.
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shrink



[36]. These methods perform MAP inference in non-binary MRFs via MAP inference in a sequence of binary MRFs. Traditionally graph cuts have been used for MAP inference in the binary MRFs used by expansion algorithms. In this section we will explain how to use the PCCG instead, and its relative merits. We will restrict our discussion of expansion algorithms to the ↵ expansion
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shrink method.



The ↵ expansion



shrink method is an iterative algorithm that at each step chooses



two states ↵ and



and finds the minimum energy configuration of the MRF in the



restricted space defined by ↵, and the current configuration X 0 . We now write the inference problem that is solved during each iteration.



min 0



X2S(X ,↵, )



⌦



✓ij;kl Xij;kl +



ij;kl



⌦



✓i;k Xi;k



(3.13)



i;k



The set S(X 0 , ↵, ) refers the space of configurations where all variables taking on state ↵ in X 0 can take on state



or retain their state; and all variables not taking



on state ↵ in X 0 can take on state ↵. MAP inference in Eq. 3.13 is tractable if the parameters are sub-modular. Graph cuts are the standard technique for MAP inference in Eq. 3.13. The key advantage of using PCCG over a graph cut to implement an expansion algorithm is that non sub-modular terms can be included in the PCCG but not in a graph cut. This is important as it may be desirable to encourage pairs of variables to not take on the same state which produces non sub-modular terms. Non-planar graphs can no longer be considered. Recall from Section 3.2 that the QPBO can be used to include non sub-modular terms in a graph cut problem [33]. However QPBO corresponds to the edge based LP relaxation which is often loose [26].
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Chapter 4 Tightening MRF Relaxations with Planar Sub-Problems



4.1



Multi-Label Segmentation



In the previous chapter we studied the problem of MAP inference on a planar binary MRF. In this chapter we will extend that work to non-binary planar MRFs. Recall the MAP inference objective for MRFs.



min X



⌦ ij;kl



✓ij;kl Xij;kl +



⌦



✓i;k Xi;k



(4.1)



i;k



MAP inference in Eq.4.1 can be approached via any number of edge based LP relaxations such as TRWS [24], TRW [47] or Covering Trees [50]. Recall that these approaches all correspond to the same LP relaxation. MPLP/Cycle Pursuit [45] has been demonstrated to produce much tighter lower bounds than edge based relaxations like TRW. MPLP/Cycle Pursuit adds sub-problems
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to dual decomposition that are specially designed to tighten the lower bound of dual decomposition. In this chapter we will propose an alternative that instead adds planar sub-problems that tighten the lower bound in a fundamentally di↵erent way. This work is restricted to planar MRFs that have a small number of states (e.g. three or four) per variable that is greater than two. If there are only two states then PCCG is the approach this dissertation would recommend. Our approach is called the “Planar Sub-Problem Algorithm” or the “PSP” algorithm . In the PSP algorithm dual decomposition is initialized with a covering tree with planar sub-problems “PSP” added incrementally as a mechanism to tighten the lower bound. As in MPLP/Cycle Pursuit the sub-problems added will be specially tailored to tighten the lower bound; however, unlike MPLP/Cycle Pursuit our sub-problems are built on the planar binary symmetric (PBS) MRF framework. In this chapter we first introduce two types of sub-problems the second generalizing the first. Then we discuss the projected sub-gradient update rules for these sub-problems. Next we discuss the relationship between PSP and the decomposition over the set of cycle sub-problems. Then we introduce the PSP algorithm. Finally we demonstrate the e↵ectiveness of the PSP algorithm on synthetic data.



4.2



OVA Sub-Problems



Consider a sub-problem in which the states each variable can take on are m (which is an arbitrary state) or m, ¯ where m ¯ is the union of all states other than m. Let ✓p be the corresponding parameters. We now define constraints on the parameters ✓p that are sufficient to ensure that ✓p describes a PBS MRF which ensures that MAP



70



inference is tractable. p ✓i;k = 0 ⇣[i; k] p ✓ij;kl = vijp



(4.2)



⇣[ij; kl] s.t. (k = m) ⌅ (l = m)



p Else ✓ij;kl =0



We use ⌅ to describe an “exclusive or” operation. The statement (a)⌅(b) is true if and only if exactly one of the statements a or b is true. The first constraint on ✓p requires that the unary parameters have zero value. The second constraint on ✓p requires that the pairwise parameters only have non-zero value for indications (Xip = m, Xjp ✏= m) and (Xip ✏= m, Xjp = m). We use vijp to refer to the energy associated with indications (Xip = m, Xjp ✏= m) and (Xip ✏= m, Xjp = m). The set of these sub-problems is denoted OVA for “one state versus all other states”. One property of the set of OVA sub-problems is that only a small number of such sub-problems exist, one for each state.



4.3



Planar Sub-Problems



One can apply dual decomposition over a covering tree and the set of OVA subproblems. We found the sub-problems in this decomposition are often not sufficient to ensure a tight lower bound. We now consider a larger set of sub-problems whose members are the “planar sub-problems” or “PSP”. Consider a PSP with parameters ✓p . For each variable Xi there is a corresponding set of states Sip . A configuration X p defines the truth value of Xip
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Sip ; for each variable



Xi . We now introduce constraints on ✓p which ensure that ✓p describes a PBS MRF. p ✓i;k = 0 ⇣[i; k]



(4.3)



p ✓ij;kl = vijp ⇣[ij; kl]



s.t. (k



Sip ) ⌅ (l



Sjp )



p Else ✓ij;kl =0



We use vijp to refer to the energy corresponding to indications (Xip and (Xip / Sip , Xjp



Sip , Xjp / Sjp )



Sjp ). An important special case of these sub-problems is defined



by |Sip | = 1 for each index i. These sub-problems are denoted as “AVO” for the set of “arbitrary state vs all other states” sub-problems. The OVA sub-problems are a special case of AVO sub-problems in which [Sip = Sjp ] for all indices i and j. AVO sub-problems are used in the PSP algorithm which is detailed later in this chapter.



4.4



Projected Sub-Gradient Updates



We now discuss the projected sub-gradient updates for dual decomposition over a covering tree and PSP. Unary parameters are moved between copies of a given variable in the covering tree and pairwise parameters are moved between the covering tree and the PSP. We now introduce the notation for the relavent projected sub-gradient updates. We use u and v to index sets of states. We define Qij,u,v to be the set of PSP in which Xip , and Xjp are associated with u, and, v respectively. We define Sij;kl as follows Sij;kl = {u, v : k



u⌅j



0 ˆ ij;uv v)}. We use X to indicate that the copies of variables



Xi and Xj that share edge (i, j) in the covering tree, which are denoted Xis and Xjt , take on a states such that [Xis



u ⌅ Xjt



t v]. We use Xi;k = 1 to indicate that



t the t’th copy of variable Xi in the covering tree takes on state k with ✓i;k being the
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corresponding parameter. We use Xijp = 1 to indicate that [Xip



Sip ⌅ Xjp



Sjp ]. We



use Ni to indicate the number of times a given variable Xi is present in the covering tree. We now present the projected sub-gradient updates. tˆ tˆ Xi;k



t t t ✓i;k ↵ ✓i;k + (Xi;k 0 ✓ij;kl



↵



0 ✓ij;kl



+



vijp ↵ vijp + (Xijp



4.5



Ni ⌦



)



(4.4)



ˆ0 (X ij;uv



p2Qij;uv



|Qij;uv | + 1



(u,v)2Sij;kl q2Qij;S p S p i



i



ˆ0 Xijp + X ij;uv



ˆ0 p p Xijq + X ij;S S i



|Qij;Sip Sjp | + 1



j



)



)



(4.5)



(4.6)



PSP and Cycle Constraints



In this section we consider the relationship between the set of PSP and the set of cycle sub-problems. Recall that the lower bound of dual decomposition over the set of PBS cycle sub-problems of a PBS MRF is tight. Thus the addition of the set of PSP to any decomposition results in the same lower bound as the addition of all PBS cycles of the PSP. We now consider how PSP can produce a tight lower bound on a single cycle. Consider dual decomposition over the set of single edge sub-problems for the MRF in Section 2.7. In this case weak agreement occurs on a binary cycle. Suppose a cycle subproblem p is added to the decomposition. We define Sip = {0} for all variables Xi on the cycle. Recall from Section 3.7.2 that the addition of a PBS cycle sub-problem plus the set of single edge sub-problems results in a tight lower bound for binary cycle MRFs. Now suppose that we add an additional state (2) for each variable that is strongly not preferred, ✓i;2 =



; with all additional pairwise parameters being zero



valued. The optimal re-parameterization modifies no parameters in the PBS cycle



73



sub-problem when the new state is added. Observe that the lower bound is still tight. Thus the addition of a PSP over a cycle can tighten a lower bound. Suppose that the states of each variable are permuted so that each variable has a di↵erent state for which there is an infinite valued parameter. This permutation simply involves relabeling the states without changing the underlying parameters. Notice that if S p is similarly permuted then the lower bound will still be tight. We illustrate and example permutation on a single edge MRF below.



✓ij;kl ↵ ✓ij;ml



✓ij;ml ↵ ✓ij;kl



✓i;k ↵ ✓i;m



✓i;m ↵ ✓i;k



(4.7)



In a corresponding PSP m and k would be switched in the definitions Si . In [42](pages 35-43) the value of PSP (which they discuss under the heading of k-ary cycle inequalities) is studied in great detail for a cycle of three variables in which there are three states for each variable. In [42] the author constructs an example using parameters ✓ on a cycle of three variables with three states per variable. He then solves a LP relaxation in which the constraints corresponding to the single edge sub-problems and the constraints corresponding to all PSP are the only constraints included. In this case the MAP energy is



1 while the LP relaxation has energy



The lower bound corresponding to the set of single edge sub-problems has energy



1.5. 3.



This example establishes that the set of PSP does not provide as tight a bound as the set of cycle sub-problems. We display the parameters of the example in [42] below. ✓12;kl = k = 0 k = 1 k = 2 l=0



-1



0



2



l=1



2



-1



0



l=2



0



2



-1
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✓13;kl = k = 0 k = 1 k = 2 l=0
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2



l=1
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-1



l=2



2



-1



0



✓23;kl = k = 0 k = 1 k = 2 l=0
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-1



l=1
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l=2
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2
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4.6



The PSP Algorithm for MAP inference



We will now introduce the PSP algorithm for MAP inference. The PSP algorithm is a dual decomposition based algorithm which implements its lower bound using a covering tree and PSP. Since the space of all PSP is very large we must be very selective about the sub-problems we choose to use in dual decomposition. The PSP algorithm applies the following iteration: maximize the lower bound of dual decomposition then choose a new AVO sub-problem that is designed to tighten the lower bound. To choose such a sub-problem we compute a MAP configuration of the covering tree then choose a subset of the variables in the covering tree to produce a configuration X (which we also use as an upper bound). The state of each variable in X provides S for a new AVO sub-problem. The method for choosing the subset of variables to use to produce a configuration is still a topic of study but have found the following to be a quite e↵ective. We initialize dual decomposition with a covering tree which contains a spanning tree of the original MRF. The configuration of spanning tree in a MAP configuration of the covering tree defines S p new AVO sub-problem p.
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Figure 4.1: Two spanning trees corresponding to a 6 ⇥ 4 grid graph. We highlight the cycles over four variables. Cycles over four variables that are “almost” included are indicated with blue arrows. Cycles over more variables are not noted as longer cycles were found to be less helpful than shorter cycles for producing tighter lower bounds. (Left) A spanning tree that “almost” includes three short cycles. (Right) A spanning tree that “almost” includes ten short cycles. However the space of spanning trees is very large. We found that using a spanning tree such that many small cycles have all of their edges present but one is very e↵ective. When a cycle has all but one of its edges included in the spanning tree we say that it is “almost” included. Two possible spanning trees of a grid structured MRF are displayed in Fig. 4.1. One spanning tree has few short cycles that are “almost” included while the other has several short cycles that are “almost” included. We have found that using a spanning tree which “almost” contains many short cycles produces better results than one with few short cycles “almost” included. Our approach functions like a cutting plane algorithm but is not technically a cutting plane algorithm because the addition of an AVO sub-problem does not always result in a tighter lower bound. The PSP algorithm is best understood in relationship to MPLP/Cycle Pursuit. MPLP/Cycle Pursuit adds sub-problems that ensure tight lower bounds for individual cycles while PSP attempts to tighten the bound for every cycle with the addition of each sub-problem.
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4.7



Experimental Results



We demonstrate the merit of the PSP algorithm on two synthetic data sets and compare its performance to that of MPLP/Cycle Pursuit. For the first type of synthetic problems (type-I) each model consists of a grid of size N ⇥ N with N



{10, 20, 30}



and D = 3 where D is the number of states per variable. We define type-I parameters below.



✓ij;kl



U [ 1, 1]



(4.8)



✓i;k = 0



We use U [ 1, 1] to describe the uniform distribution on [ 1, 1]. We define the second set of parameters (type-II) below.



✓ij;kl



✓i;k



⇤



⌅



|k l| = 1 ⌥ U [ 2, 2] ⌥ ⌥ 0 k=l ⌥ ⇧ ⌃ o.w. 16



U [ 1, 1]



(4.9)



(4.10)



These parameters can be thought of as random parameters that enforce a soft constraint that labels 1 and 3 should not interact. This type of layered parameters occurs in many real world problems such as layered labeling problems in computer vision. For example, a scene where water borders the beach, the beach borders the land, but the water cannot border the land would be modeled well by type-II parameters. This type of parameter is also of theoretical interest since it tends to induce longer cycles in the set of necessary cycle constraints for producing tight lower bounds. Both types of parameters are multiplied by 100 and then rounded to the nearest
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integer. Thus a di↵erence between the lowest energy upper bound and the highest energy lower bound less than one provides a certificate that the lowest energy upperbound configuration achieves the MAP energy. We define duality gap as the di↵erence between the highest energy lower bound and the lowest energy upper bound produced by a given algorithm. A closed duality gap occurs when the duality gap has value less than one.



4.7.1



Implementation



We implemented the bound optimization using the BlossomV minimum-weight perfect matching code [25] and a bundle trust sub-gradient solver [37] to optimize the lower bound. At each iteration, we obtain an upper-bound by extracting a configuration of variables from the covering tree. When the lower bound has converged, the most recently generated upper-bound configuration is used to create a new binary subproblem to be added to the collection. We terminated optimization when the bundle trust solver guarantees that the di↵erence between the true lower bound and the current lower bound is less than one. In our experiments we terminated the algorithm if it had not managed to close the duality gap after 10 subproblems had been added. We used a covering tree which contained a spanning tree structured as in Fig. 4.1 (right). We explored initializing the algorithm with no binary subproblems, or “hot starting” with three binary OVA sub-problems. We found that for the randomly generated type-I problems, these initial subproblems did not help overall performance but for type-II problems they decreased the total running time of the algorithm by a factor of 10-15. This is presumably because the type-II problems behave locally like a binary problem and hence the OVA subproblems can immediately enforce consistency on all
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these local cycles.



4.7.2



Results



We compared performance with the implementation of MPLP/Cycle Pursuit [45] provided by the authors online. MPLP/Cycle Pursuit first runs an optimization corresponding to the edge based relaxation then successively tightens the bound by trying to identify cycles whose constraints are significantly violated and adding those sub-problems to the collection. For grids it enumerates and estimates the benefit of adding each square of four variables. Fig. 4.2(a) plots the upper and lower-bounds as a function of time for each algorithm on a 20 ⇥ 20 grid problem instance with type-II parameters. Pink markers indicate the time points when new subproblems were added in our algorithm. Fig. 4.2(b) shows convergence behavior averaged over 200 problem instances. Bounds are plotted relative to a MAP energy of 0. In type-I problems, MPLP/Cycle Pursuit tends to optimize its lower bound more quickly than PSP, but PSP manages to close the duality gap for (and thus solve) slightly more problems overall. On type-II problems, however, PSP tends to be faster overall, and manages to find the MAP configuration on significantly more problems than MPLP/Cycle Pursuit. Fig. 4.3 plots the time until the duality gap is closed by PSP versus the time for MPLP/Cycle Pursuit for each problem instance. In some cases MPLP/Cycle Pursuit added all of subproblems corresponding to faces but failed to close the duality gap. Similarly, in some cases, PSP failed to close the duality gap using its fixed number of subproblems. Points where MPLP/Cycle Pursuit (PSP) found the MAP configuration
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Figure 1: (a) Example runs of PSP (red) and MPLP (black) on a single 20 20 grid problem instance (type-II potentials). continue runs to repair cycles (red) until the duality gap is closed Pursuit or the stopping criteria FigureBoth 4.2:algorithms (a) Example of PSP and MPLP/Cycle (black) on aare satisfied. Pink stars indicate the addition of planar subproblems. (b) Average convergence behavior across single 20⇥20 grid problem instance (type-II parameters). Both algorithms continue to200 problem instances.



repair cycles until the an upper and lower bound of the same energy are found or the stopping criteria are satisfied. Pink stars indicate the addition of planar subproblems. explored initializing the algorithm either with no Figure 2 plots the time until the duality gap is closed (b) Average convergence behavior across 200 problem instances.



We binary subproblems or “hot starting” with three binary subproblems in which Sik = k for every node i and the three states k = 1, 2, 3. These subproblems are but the other failed are plotted along the simple binary projections which capture that a given node is in state k or in state “other”. We found that for the randomly generated type-I problems, these initial subproblems did not help overall performance but for type-II problems they decreased the total running time of the algorithm by 10-15x. This is presumably because the type-II problems behave locally like a binary problem and hence the one-versus-other subproblem can immediately enforce consistency on all these local cycles.



4.8



Discussion



In this chapter we have introduced the



4.3



by our algorithm versus the time for MPLP for each problem instance. In some cases MPLP added all of its feasible subproblems but failed to close the duality right (resp top) edge of the scatter plot. gap. Similarly, in some cases, our algorithm (PSP) failed to close the duality gap within its fixed number of subproblems. Points where MPLP (PSP) found the MAP but the other failed are plotted along the right (resp top) edge of the scatter plot.



In type-I problems, MPLP tends to optimize its lower bound more quickly than PSP, but PSP manages to close the duality gap for (and thus solve) slightly more problems overall. On type-II problems, however, PSP class of planar sub-problems fortouse tends to be faster overall, and(PSP) manages findinthe MAP on significantly more problems than MPLP.



Results dual decomposition. Our PSP attempt to tighten the lower bound by operating on all 5 Discussion We compared performance with the implementation of cycles simultaneously while MPLP/Cycle Pursuit operates on only a few cycles. Our MPLP (Sontag et al., 2008; Globerson and Jaakkola,



In this work we have described a new variational al2007b) provided by the authors online. MPLP first approach is competitive with MPLP/Cycle Pursuit some classesenergy of parameters. gorithm for for finding minimum configurations in runs an optimization corresponding to the tree replanar non-binary MRFs. Our bounds perform increweighted lower bound (TRW) then successively tightmental cycle repair starting from the tree reweighted ens the bound by trying to identify cycles whose con(TRW) bounds, adding many cycles at each step straints are significantly violated and adding those through a planar problem construction. Unlike apsub-problems to the collection. For grids it enumerproaches that incrementally add small batches of ates and estimates the benefit of adding each square cycles, we are able to rapidly tighten the bound of four variables. by adding many potentially violated cycles at once. Figure 1(a) plots the upper and lower-bounds as a Our algorithm is competitive with state-of-the-art apfunction of time for each algorithm on a 20 20 proaches, with significantly improved performance in grid problem instance with type-II potentials. Pink models with longer dependency cycles. markers indicate the time points when new subproblems were added in our algorithm. Figure 1(b) shows Acknowledgements convergence behavior averaged over 200 problem instances. Bounds are plotted relative to a MAP energy This work was supported by a grant from the UC Labs of 0. Research Program and by NSF grant IIS-1065618.
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Figure 2: The top row shows problem instances of type-I, and the bottom row from type-II. Points in blue indicate of the algorithms to solve the problem while of points in red indicate both algorithms solved Figureone4.3: The top rowfailed shows problem instances type-I, and the bottom row from the problem.Points MPLPin is slightly faster on one type-I and PSP slightly faster type-II; PSP solves type-II. blue indicate of data, the algorithms failed to on solve thehowever, problem while slightly more type-I problems and significantly more type-II problems than MPLP.
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Chapter 5 Fast Planar Correlation Clustering for Image Segmentation



5.1



Introduction



In this chapter we discuss grouping super-pixels into regions. The problem of grouping pixels/super-pixels into regions is called a segmentation. Segmentation is a classic problem in computer vision [39][30]. In this chapter we discuss segmentation from the perspective of MAP inference. We first introduce the well studied model of correlation clustering [6] for image segmentation [2][22]. Next we discuss previous work in the area of correlation clustering for image segmentation. Then we introduce an original algorithm for MAP inference in correlation clustering problems called PlanarCC. Finally compare the performance of PlanarCC against other algorithms for image segmentation.
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5.2



Modeling Segmentation as Correlation Clustering



In our segmentation model each super-pixel has a parameter with each adjacent superpixel. A positive parameter between a pair of super-pixels implies a preference to place the pair in the same region. A negative parameter implies a preference to place the pair of super-pixels in separate regions. Small magnitude parameters imply indi↵erence while large magnitude parameters imply strong preference. Parameters are provided by the gP b [30] (see Section 1.4.2) which provides an estimate of the probability of boundary between pairs of super-pixels . In this chapter we treat segmentation as clustering. Correlation clustering is the specific clustering criteria we use. Correlation clustering [6] is a clustering criteria which relies on the similarity (parameter) each data point (in our context superpixel) has with other data points it is connected to. As in previous chapters we focus on problems arising from local connectivity in an image forming a planar graph and exploit planarity to improve performance. We refer to these problems as planar correlation clustering problems. Correlation clustering finds the partition that is most consistent with the parameters provided. The problem of finding the optimal partition is NP hard [5] and its efficient approximation is the topic of this chapter.



5.2.1



The Number of Groups in Correlation Clustering



There are many approaches to grouping super-pixels into regions. A key challenge for all methods is determining the number of groups. In correlation clustering the
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Figure segment into regions. (Middle): b image(Middle): corresponding Figure5.1: 1: (Left): (Top): Image Imagetowhich is desired to segment into gP regions. toGPB (Left) image. Warm colored edges have strong desire to beedges cut while colored image corresponding to (Top) image. Warm colored have cool strong desirehave to bestrong cut while cool colored have not toGrouping be cut (toofbesuperedges desire not to be edges cut (to be strong uncut).desire (Right): uncut). GroupingbyofPlanarCC super-pixels intoonregions computed by SVCC pixels into(Bottom): regions computed based input from (Middle) image. algorithm based on input from (Middle) image number of groups is not user defined but instead is defined implicitly as a function other methods tend to rely on the similarity each data point has with one or ofmore the parameters. illustrate consider the followingisextreme examples. If all models. OneTospecial casethis of correlation clustering planar correlation clustering. are In planar correlation clustering the between dataregion pointsin the parameters positive then all super-pixels areconnections placed in one common form a planar graph. In our planar correlation clustering model each super-pixel has an partition. a⇥nity with each of its neighbors. Positive between isa placed pair of in its optimal If all parameters are negative thena⇥nities each super-pixel super-pixels implies a preference place the pair in the same region. Negative own regionimply in the optimal partition. a⇥nities a preference to place the pair of super-pixels in separate regions. Small magnitudes in the a⇥nity imply indifference while large magnitudes implytake strong desire. of A⇥nities thisthe model are onlyimplicitly between provide pairs of the adjacent To advantage the factinthat parameters number of super-pixels which will provide for the application of planarity. Potentials are provided the GPB which provides the probability of boundary between groups, anby optimal or near optimal partition is required. In this chapter wepairs introduce of super-pixels. One important task in correlation clustering is to find the paratition new algorithm for finding the optimal PlanarCC (which which is most consistent with thepartition a⇥nitiescalled provided. This is calledstands the for ground state partition or the optimal partition and is formally described in secplanar correlation clustering). An example input and output pair for the PlanarCC tion 1.3. This problem is NP hard (19) and its e⇥cient approximation is the topic of this paper. in Fig 5.1. In Fig 5.2 we display some additional image results algorithm is displayed produced by our PlanarCC algorithm.



1.2



Correlation Clustering Vs other Clustering Methods



There are many approaches to grouping super-pixels into regions. A key challenge for all methods is determining the number of groups. Correlation cluster5.3 Segmentation VsinLabeling ing methods however are fortunate this area as the number of groups is not a user defined parameter but instead is implicitly as a function of the a⇥nities. To illustrate this consider the following extreme examples. If all a⇥nities are positive than is thea optimal will put allthan of super-pixels in one region.and If segSegmentation di↵erentpartition model for images labeling. Both labeling all a⇥nities are negative each super-pixels will be put in its own region in the optimal partition. mentation are fundamentally similar in that both integrate low level image statistics



to provide a higher levelofdescription of an image. Given this similarity it is To take advantage the a⇥nities providing implicitly the number of reasonable clusters, an optimal or near optimal partition is required and thus an effective apto compare the properties of the two models. We now discuss how segmentation can proximation algorithm is needed. In this chapter we introduce a new algorithm 2
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Figure 5.2: We display images from the Berkley Segmentation Data set (BSDS) and the corresponding segmentations generated by PlanarCC.
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circumvent some of the difficulties inherent in labeling. First the number of possible labels in real images can be very large. Even in images where there are only a few labels present, knowing which labels to consider during the search for the optimal labeling is challenging. The large number of possible labels creates computational difficulties for dual decomposition based methods. Since labels are not provided by segmentation this difficulty is circumvented. Second local appearance models can be uninformative for the labels of large subsets of an image. However in such a context it may be desirable to know about the shape of an object even when the label can not be determined. This may occur when an object is heavily occluded and insufficient information is available to give it a label; yet the object has distinctive features from it surroundings which provides a desire to place it in its own region. Third two adjacent objects can have the same label but be part of distinct regions. This would occur in images of groups of people in close contact. Segmentation provides an outline to each person whereas labeling produces a large amorphous group of pixels labeled people. The segmentation may be more informative for some image processing tasks.
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Figure 5.3: (Top): A graph corresponding to super-pixels, their parameters, and the optimal partition. Each node indicates a super-pixel. Edge thickness denotes the strength of the parameter and edge color indicates whether the corresponding parameter is positive (green) or negative (red). (Bottom): The optimal partition for the graph in (Top); dotted lines indicate cut edges and solid lines indicate uncut edges. Two nodes with the same color are part of the same region in the clustering.



5.4



Mathematical Formulation of Correlation Clustering



We formulate the problem of finding the optimal partition in planar correlation clustering as follows. E ⇤ (✓) = min



X2CC



⌦



✓e Xe



(5.1)



e



We use E ⇤ (✓) to refer to the energy of the optimal partition. Partitions are described using binary indicator vector X which is indexed by e where Xe = 1 indicates that the pair of adjacent super-pixels connected by edge e are in separate regions. We refer to Xe = 1 as “edge e is cut” and Xe = 0 as “edge e is uncut”. Parameter vector ✓ is indexed by e where ✓e indicating the energy for edge e to be cut. In Fig 5.3 a graph with corresponding parameters is drawn along with the optimal partition. We denote the set of partitions of a given image as CC, where CC stands for cor-



87



relation clusterings. It is important to note that not all settings of X correspond to valid partitions. Consider a graph of three super-pixels meeting. Observe that the graph of three super-pixels meeting consists of three nodes connected by three edges. If only one edge is cut then there is one connected component including all three super pixels with a cut edge within the connected component; which is inconsistent. Observe that X



CC is characterized by every cycle D having either zero cut edges



or two or more cut edges. This is illustrated in Fig 5.4. The constraint X



CC can



be written as follows. For any given cycle of variables D where edge f is a member: if edge f is cut then at least one other edge on cycle D must be cut. We formalize the definition X



X



CC below.



CC



⌦



e2D f



5.4.1



Xe ⌥ Xf



⇣[D



Cycles, f



D]



(5.2)



Cycle Inequalities and Cycle Constraints



The inequalities in Eq. 5.2 are called cycle inequalities. We now establish that the cycle inequalities correspond to the cycle constraints in previous chapters. To establish this we must show that the LP relaxation over the set of cycle inequalities it tight for an arbitrary cycle D with arbitrary parameters ✓. The LP relaxation corresponds the following LP.



min X



⌦



✓e Xe



(5.3)



e



Xe [0, 1] ⇣e ⌦ Xe ⌥ Xf e2D f



⇣f



We place parameters ✓ into two classes and show that the LP relaxation results in a
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tight lower bound for each. We consider the classes: (1) there are N ✏= 1 edges with non-positive parameter, (2) there is one edge with non-positive parameter. Class 1: There are N ✏= 1 edges with non-positive parameter: The optimal partition corresponds to cutting all the edges with non-positive parameter. Notice that the energy of this partition corresponds to the sum of all negative parameters. Notice also that the LP relaxation can achieve a value no less than the sum of all negative parameters so the LP relaxation is tight. Class 2: There is one edge with non-positive parameter: We now establish that the LP relaxation is tight using proof by contradiction. Suppose ˆ being an optimal fractional solution. We now the LP relaxation is loose with X ˆ thus demonstrating a produce an integral solution X˙ energy less that that of X contradiction. Let f be the edge with non-positive parameter and g be the edge with the smallest ¯ defined as follows: X ¯f = X ˆf , positive parameter. Consider a fractional solution X ¯g = X ˆ f , with X ¯ e = 0 for all other edges e. Notice that the energy of X ¯ can be X ˆ Consider the integral solution X˙ which is defined as no less than the energy of X. follows: X˙ e =



1 ¯ Xe X¯f



for all edges e. The energy of X˙ is equal to



1 X¯f



times the energy



¯ Notice that the MAP energy for all parameters ✓ is upper bounded by zero as of X. cutting no edges is always a valid partition. Since the lower bound is loose the energy ¯ Since there is an integral solution X˙ with of X˙ must be less than the energy of X. energy less than that of the optimal fractional solution the claim is contradicted and the lower bound is thus tight.
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Figure 5.4: Four partitions of a graph corresponding to three super-pixels meeting. Each node represents a super-pixel and each line indicates that the two connected super-pixels are adjacent. A dotted line indicates that the two super-pixels are in di↵erent regions while a solid line indicates that the two super-pixels are in the same region. (A) Three super-pixels meeting; super-pixels are given numbers which are associated with nodes in (B). (B) A configuration X CC in which all super-pixels are part of the same region (C) A configuration X / CC. Note how there is one connected component and an indication that two super-pixels are in di↵erent regions which is inconsistent. (D, E) Two partitions X CC.
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5.5



Baseline Approach



In this chapter we discuss our novel approach to finding the optimal partition. It is useful however to consider the baseline algorithm, Cutting Plane Integer Linear Programming (CPILP) [2] which is an integer linear programming based approach to finding the optimal partition in general graphs. CPILP directly solves the integer linear program form of the correlation clustering objective with the set of cycle inequalities. The integer linear programming formulation for correlation clustering is written as the correlation clustering objective with constraints corresponding to cycle inequalities in LP 5. LP 5 (Integer Linear Program Formulation of Correlation Clustering)



min X



⌦



✓e Xe



e



subject to



Xe {0, 1} ⇣e ⌦ Xe ⌥ Xf e2D f



⇣[D



Cycles, f



D]



There are a very large number of cycle inequalities in LP 5. In fact for every cycle D there is one cycle inequality for every edge on that cycle. It would be very challenging to enumerate all of the cycle inequalities much less solve an integer linear program that includes all of them. The CPILP algorithm handles this difficulty by adding the cycle inequalities in a cutting plane fashion. CPILP proceeds as follows. Begin with no cycle inequalities. At any given step of the algorithm LP 5 is solved with a limited number of cycle inequalities, followed by finding one violated cycle inequality (if one exists) for each cut edge f . Finding the violated cycle inequality for a given cut edge f simply involves finding a path from one super-pixel on edge f to the other that 91



only includes edges e st Xe = 0. Finding this path (or verifying that it does not exist) is done using breadth first search and takes O(E + V ) time where E and V are the number of edges and super-pixels respectively. This iteration is terminated when the solution to LP 5 includes no violated cycle inequalities. The description of CPILP is formalized in Algorithm 2. Algorithm 2 CPILP Algorithm while TRUE do Q ↵ {} X ↵ Solve LP 5 with cycle inequalities Q for (f s.t. Xf = 1) do Find D s.t. e2D f Xe ⌥ Xf or verify that it does not exist using breadth first search. if D exists then Q ↵ Q ✓ [ e2D f Xe ⌥ Xf ] end if end for if no new violated cycles inequalities were found then BREAK end if end while return X We now introduce a means of computing upper bound partitions at each step of ˆ can be produced immediately after each iteration CPILP. An upper bound partition X of CPILP, simply take the connected components of the graph of the solution to the integer linear program. We describe the production of upper bound partitions in more detail below. Let X be the solution to the integer linear program that does not satisfy all cycle inequalities. Let G(X) be the graph defined by solution X where super pixels i, and j are connected if there is an edge e between them and Xe = 0. We ˆ that obeys all cycle inequalities from X. The index X ˆe now construct a partition X has value 1 if the two super-pixels on either end are not part of the same connected component in G(X), and otherwise has the value 0.
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Figure 5.5: Three partitions of a 3 ⇥ 3 grid graph are discussed in this figure. (Left): a 2-colorable partition. Note how there are 9 regions and 2 colors used. (Center): a 3-colorable partition. (Right) a 4-colorable partition.



5.6



Clusterings and Colorings



In this section we consider the relationship between graph coloring and partitions. This section provides the framework for understanding our approach to computing the optimal partition. A coloring is an assignment of colors to regions of a partition such that no pair of adjacent regions share the same color. A partition is K colorable if there exists a coloring that uses no more than K colors. In Fig 5.5 we display the colorings of some partitions. All partitions of a planar graph are 4-colorable via the 4 color theorem [3]. Since all partitions on a planar graph are 4-colorable then the optimal partition is 4-colorable. We now describe the optimal partition as a MAP configuration of a MRF with four states per variable.



min



X2{0,1,2,3}N



✓ij;kl = ✓e



⌦



✓ij;kl Xij;kl



(5.4)



ij;kl



⇣ [ij; k ✏= l]



edge e connects super-pixels i and j



✓ij;kk = 0 ⇣[ij; k]
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Figure 5.6: (Left): 4-coloring of the optimal partition of the graph (Right): region numbers associated with each color. This representation of the partition and can be used to describe any partition any graph. Eq. 5.4 displays the objective of correlation clustering in a form similar to the MAP inference objectives in previous chapters.



5.6.1



Optimal 2-Colorable Partitions



An important subset of 4-colorable partitions are 2-colorable partitions. While finding the optimal 4-colorable partition is NP hard, (and is the focus of this chapter), finding the optimal 2-colorable partition is very fast and can be done via MAP inference on a PBS MRF (which we write below).



min X



⌦ ij



✓ij (Xi ✏= Xj )



(5.5)



We define ✓ij = ✓e where e is the edge connecting super-pixels i and j. We use Xi to refer to the color of super-pixel i.
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5.6.2



Bounding the Energy of the Optimal Partition



In this chapter we rely heavily on the subroutine of finding the optimal 2-colorable partition. It therefore is important to understand how good an approximation the optimal 2-colorable partition is to the optimal partition. Given a set of parameters ✓ the energy of the optimal 2-colorable partition is denoted BC(✓) where BC stands for binary clustering. Similarly we denote the energy of the optimal partition as CC(✓). In the following section we establish that 32 BC(✓) ⌃ CC(✓). Consider the partition in Fig 5.6 (A) and its equivalent representation in Fig 5.6 (B). Colors {red, blue, yellow, and orange} are associated with labels {a,b,c,d} respectively. We define Smn (mn



{a,b,c,d}) to be the total energy of the cut edges between regions



labeled m and n. We now describe the energy of the optimal partition in terms of S.



CC(✓) = Sab + Sac + Sad + Sbc + Sbd + Scd



(5.6)



Consider three, specific 2-colorable partitions, separating superpixels labels a, b from c, d; a, c from b, d; and a, d from b, c. These 2-colorable partitions are displayed in Fig 5.7 and have their corresponding energies defined below.



E(ab);(cd) = CC(✓)



Sab



Scd



E(ac);(bd) = CC(✓)



Sac



Sbd



E(ad);(bc) = CC(✓)



Sad



Sbc



(5.7)



The sum of the energies of the three, 2-colorable partitions equals 2CC(✓). Thus at least one of those partitions has energy no more than 23 CC(✓), and therefor we can lower bound CC(✓) by 32 BC(✓)
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Figure 5.7: (Top): The 4-colorable optimal partition. (Bottom) Three, 2-colorable partitions whose combined energy is twice that of the optimal partition. One of those three partitions has energy no more than 23 CC(✓)



5.6.3



A Class of Tractable Problems



While finding the optimal partition in a planar graph is NP hard there is a curious class of problems where it is tractable. This class is the set of problems where CC(✓) = 0. An optimal partition for these graphs is Xe = 0 for all edges e. This is the partition which places all super-pixels in the same region. Note that the energy of the optimal partition in any graph is always non-positive since cutting nothing is a valid partition in a graph. Let ⌦ be the set of parameters ✓ s.t. CC(✓) = 0. To determine if a given set of parameters ✓ is in ⌦ we solve for the optimal 2-colorable partition. We now demonstrate that if the energy of the optimal 2-colorable partition BC(✓) is zero then ✓



⌦:



3 0 = BC(✓) ⌃ CC(✓) ⌃ 0 2



(5.8)
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Figure 5.8: (Left): Image to be segmented. (Right): Optimal 2-colorable partition of graph corresponding to image on (Left). Note how the front leg of the large bear is disconnected from its body in order to include the strong boundaries in the area. Pixel values on the image on (Right) correspond to the mean of the pixels in the corresponding region on (Left).



5.6.4



T-Junctions



The optimal 2-colorable partition would seem to make a good approximation for correlation clustering but this is not the case in practice. This is because 2-colorable partitions cannot include T-junctions, which are places where three regions meet. This is demonstrated in Fig 5.8. This is very problematic as T-junctions are common in real images. A recursive algorithm to find optimal 2-colorable partitions can be used to recover T-junctions but tends to fail in experiments and does not provide a certificate of optimality. A more developed algorithm which relies on computing optimal 2-colorable partitions is discussed in [48].



5.7



Dual Decomposition Formulation



We now derive a new algorithm (PlanarCC) that relies on finding optimal 2-colorable partitions and is able to describe T-junctions. PlanarCC is derived from dual decomposition over two sub-problems. The first sub-problem is denoted EDGE. The EDGE sub-problem allows for solutions X that do not describe a valid partition, meaning
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that X need not obey the cycle inequalities in Eq. 5.2. The second sub-problem is denoted CC and includes the constraint that X



CC. We now introduce the dual



decomposition formulation of PlanarCC.



min



X2CC



⌦ e



✓e Xe ⌥ EP⇤ CC (✓)



EP⇤ CC (✓) = max min 2⌦ X



⌦



(5.9)



(✓e +



e )Xe + min



X2CC



e



⌦



e Xe



(5.10)



e



We use EP⇤ CC (✓) to denote the energy of the lower bound above. The EDGE subproblem refers to minX



e (✓e + e )



and the CC sub-problem refers to minX2CC



e



e Xe .



In order to apply dual decomposition, sub-problems have to be tractable. The EDGE sub-problem is simple to solve. For each edge e set Xe = 1 if and only if (✓e + The CC sub-problem is tractable because the corresponding parameters Since



e)



⌃ 0.



are in ⌦.



⌦, then the MAP energy of the CC sub-problem is zero. We now rewrite



Eq. 5.10 with the term corresponding to the CC sub-problem removed. EP⇤ CC (✓) = max min 2⌦ X



⌦



(✓e +



e )Xe



(5.11)



e



A valid MAP configuration for the EDGE sub-problem is to cut all edges e where (✓e +



e



⌃ 0) and to leave uncut all edges e where (✓e +



e



> 0). We now rewrite



EP⇤ CC (✓) without minimization over X. EP⇤ CC (✓) = max



2⌦



⌦



min[✓e +



e , 0]



(5.12)



e



The above derivation provides a lower bound called the PlanarCC bound that is explored in great detail in the succeeding sections.
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5.8



Maximizing the PlanarCC Bound



Finding the value of



⌦ that maximizes the PlanarCC bound is tricky, as it



is not immediately clear how to project into set ⌦. This difficulty bars the use of projected sub-gradient methods to maximize the PlanarCC bound. Instead we rely on a cutting plane/linear programming approach. This approach represents a novel alteration to dual decomposition and is the key original contribution in this chapter.



5.8.1



Exact Characterization of ⌦



Since BC(



) = 0 implies



⌦, one simple way of describing ⌦ is that all



2-colorable partitions have non-negative energy. We formally define ⌦ below.



⌦={



:



⌦



e Xe



e



⌥0



⇣X



BC}



(5.13)



A simple way of understanding Eq. 5.13 is as follows. If the energy of each 2colorable partition is non-negative then the optimal 2-colorable partition has energy equal to zero as cutting nothing is a valid partition. If the energy of the optimal 2-colorable partition is zero, then the energy of the optimal partition is also zero as was demonstrated in Eq. 5.8.



5.8.2



Constraining



for E⇤cient Bound Optimization



To more e↵ectively optimize over that ensure that



⌦ we add two additional constraints on



is bounded. These constraints do not decrease the value of our



lower bound.
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The first constraint we add on bound on the values of



is ✓e +



⌃ 0. This constraint provides an upper



e



and can be justified as follows. If ✓e +



e



> 0 then Xe is



not be cut in any optimal configuration of the EDGE sub-problem. If this is the case then the bound is not be loosened by setting



e



=



✓e . Notice that decreasing



can only increase the energy of partitions in the CC sub-problem. With the addition of this constraint, all parameters in the EDGE sub-problem are non-positive. Thus Xe = 1 for all edges e is a MAP configuration of the EDGE sub-problem. We now alter Eq. 5.12 by replacing min[✓e +



max



2⌦ ✓e + e 0;8e



⌦



min[0, ✓e +



e] =



e



We also add the constraint that



e , 0]



with ✓e +



max



2⌦ ✓e + e 0;8e



e



⌦



✓e +



e.



e



(5.14)



e



⌥ min(0, ✓e ); This constraint lower bounds



. For values ✓e ⌥ 0 this restriction along with the restriction above provides the exact values of



e.



In our experiments most values ✓e are positive meaning that a



given correlation clustering problem tends to have few unknown indices of . This constraint is justified later in the document in Section 5.9. Combining the constraint that obtain a new space for



(✓) = { :



⌦



denoted



e Xe



e



min[0, ✓e ] ⌃



5.8.3



⌦ with the two constraints defined above we



e



(✓).



(✓) is compactly described below.



⌥ 0 ⇣X ⌃



✓e



BC



(5.15)



⇣e}



Maximizing the PlanarCC Bound Using Linear Programming



In LP 6 we frame the maximization of the PlanarCC bound as linear program. 100



LP 6



max



⌦



✓e +



e



e



⌦



subject to



Xe (



e)



e



⌥ 0 ⇣X



min[ ✓e , 0] ⌃



e



⌃



✓e



BC ⇣e



LP 6 has one constraint for each 2-colorable partition and hence the number of constraints is exponential in the number of super-pixels. To avoid enumerating an exponential number of constraints and solving an LP over these constraints we use the following cutting plane algorithm, PlanarCC. PlanarCC retains a set of constraints corresponding to 2-colorable partitions denoted Z. The set Z is initialized to be empty and grows as PlanarCC progresses. At each step of PlanarCC we solve LP 6 with constraint set Z and the bound constraints on , then we find the most violated constraint and add it to Z. The most violated constraint is determined by solving for the minimum energy 2-colorable partition, arg minX2BC



e Xe .



e



In LP 7 we rewrite LP 6 to operate using constraint set



Z. PlanarCC is terminated when the minimum energy 2-colorable partition has zero energy, BC(



) = 0.



LP 7



max



⌦



✓e +



e



subject to



e



⌦ e



Xe (



e)



⌥ 0 ⇣X



min[ ✓e , 0] ⌃



e
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⌃



✓e



Z,



Notice that LP 7 is a relaxation of LP 6, which upper bounds LP 6 because Z is a subset of BC. Notice also that LP 6 has an exponential number of constraints while LP 7 has a number of constraints which grows as the iteration progresses. At any given step of the algorithm it can be useful to produce a valid lower bound on the energy of the optimal partition. The sum of the MAP energies of the two sub-problems is a valid lower bound according to dual decomposition. For the EDGE sub-problem the MAP energy is simply



e ✓e



+



e.



The MAP energy of the CC



subproblem is NP hard to compute before the constraint Notice that 32 BC(



⌦ is fully enforced.



) lower bounds the energy of the optimal partition of the CC



sub-problem. Therefore we can lower bound the energy of the two sub-problems with energy in the EDGE sub-problem plus



3 2



times the energy of the optimal 2-colorable



partition in the CC sub-problem. The energy of this lower bound is denoted Elb (✓, ) and described below.



Elb (✓, ) =



⌦



(✓e +



e



e) +



⌦ 3 min 2 X2BC e



e Xe



(5.16)



Elb (✓, ) is not guaranteed to increase at every step of the algorithm. Thus only the highest energy lower bound identified is retained. We denote the maximum lower bound identified as LB. Based on the description in the preceding section we formally describe the maximization of the PlanarCC bound in Algorithm 3.
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Algorithm 3 Maximizing PlanarCC bound, basic Z ↵ {} LB ↵ while TRUE do ↵ Solve LP 7 ˆ X ↵ arg minX2BC e e Xe LB ↵ max(LB, Elb (✓, )) if BC( ) = 0 then BREAK else ˆ Z ↵Z ✓X end if end while return LB, , Z



5.8.4



Basic Cuts: Faster, More Effective Bound Maximization



In this section we modify Algorithm 3 to so as to derive more constraints on



at



each iteration. For each connected component we create a constraint that the cut separating it from the other components have non-negative energy. These constraints not only enforce that the most violated 2-colorable partition have non-negative energy but that all pieces of it have non-negative energy. A cut that separates one connected component from all other connected components is called a basic cut. Figs 5.9 and 5.10 illustrates the basic cuts corresponding to two 2-colorable partitions. We find in practice that only a few sets of basic cuts are needed to enforce that BC(



) = 0.



We describe the use of basic cuts for maximizing the PlanarCC bound in Algorithm 4.
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Figure 5.9: Left: A 2-colorable partition. Right: The corresponding basic cuts resulting from the separating each of the three regions from their neighbors.



Figure 5.10: (Left): A 2-colorable partition. (Right): Four of the basic cuts resulting from separating each of the connected components from the background in the 2colorable partition (Left). Note that the 2-colorable partition (Left) is also the basic cut separating the background from all of the other connected components. The five basic cuts displayed are the set of basic cuts for 2-colorable partition on (Left)
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Algorithm 4 Maximizing PlanarCC bound, using basic cuts Z ↵ {} LB ↵ while TRUE do ↵ Solve LP 7 ˆ X ↵ arg minX2BC e e Xe LB ↵ max(LB, Elb (✓, )) if BC( ) = 0 then BREAK else ˆ do for Y Basic Cuts of X Z ↵Z ✓Y end for end if end while return LB, , Z



5.9



Validating The Lower Bound Constraint on



In Section 5.8.2 we introduced the constraint min[0, ✓e ] ⌃



e



for all edges e, in



order decrease the space of . We asserted that this constraint does not prevent the maximum of our lower bound from equaling EP⇤ CC . In this section we prove that this is the case. We pursue the following strategy. We assume that we have optimized without considering the constraint min[0, ✓e ] ⌃ setting of



as



⇤



. Then we show how



⇤



e



⇣e. We denote the optimal



can be altered to obey min[0, ✓e ] ⌃



⇤ e



⇣e



without loosening the bound. First we establish a relationship between a set of PBS cycle sub-problems and the PlanarCC bound. We now restate the definition of EP⇤ CC using EP⇤ CC =



⌦



⇤ e)



(✓e +



e



Notice that minX2BC



e



+ min



X2BC



⇤ e Xe



⌦



⇤ e Xe



⇤



.



(5.17)



e



in Eq. 5.17 corresponds to MAP inference on a PBS



MRF. Recall that the MAP energy of a PBS MRF is the same as the maximum
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of the lower bound of dual decomposition over all PBS cycle sub-problems of that MRF. We now relate the parameters of dual decomposition over the set of PBS cycle ⇤



sub-problems. We define



to be re-parameterization which maximizes the lower ⇤



bound over the set of PBS cycle sub-problems given parameters ⇤c e



with e, c where



= arg max



⌦ c



s.t.



⇤



min c



X 2BC



⌦



c e



⌦



(✓e +



⇤ e)



⇤ e



=



+



e



(5.18)



e



We now rewrite the EP⇤ CC using ⌦



explicitly.



c c e Xe



⇣e



c



EP⇤ CC =



⇤



refers to the parameter associated with edge e in the c’th PBS



cycle sub-problem. We now define ⇤



. We index



⇤



⌦ c



.



min c



X 2BC



⌦



⇤c c e Xe



(5.19)



e



We use Xec to denote the state of edge e in the c’th PBS cycle sub-problem. We use X c to denote the configuration for the c’th PBS cycle sub-problem. Lemma 5.1: minX c 2BC



e



⇤c c e Xe



= 0 ⇣c.



Lemma 5.1 is true because the MAP energy of each PBS cycle sub-problem is upper bounded by zero and the sum of the MAP energies of the PBS cycle sub-problems is zero. Notice that if there is a negative valued parameter



⇤c e



sub-problem then each edge f ✏= e must have parameters



on the c’th PBS cycle ⇤c e



+



⇤c f



⌥ 0. If this



constraint were violated for a given edge f then the configuration which cuts edges e and f only would have negative energy. Notice that this implies that there can be no more than one negative valued parameter on any cycle. Lemma 5.2: ⇣[e, c] (✓e +



⇤ e



< 0) ⌦[ (



c e



< 0) or (⌘f s.t.



⇤c e



+



⇤c f



= 0)].



Suppose ⌘[e, c] such that lemma 5.2 is false. Then the following must be true given 106



⇤ e



lemma 5.1. (✓e +



⇤c e



< 0), (



⇤c e



> 0) and (⇣f :



+



⇤c f



> 0).



Notice that the c’th PBS cycle sub-problem and the EDGE sub-problem over edge e don’t share an optimizing state for edge e and thus the bound is loose. Observe that the lower bound can be tightened by the following operation. ⇤c e



f = arg min( f 6=e



⇤ e ),



V = min[ (✓e +



⇤ e ⇤c e



+



⇤c e



↵



↵



+



⇤c f ).



(5.20)



⇤c f ]



⇤ e



+V



⇤c e



V



In this case the MAP energy of the c’th PBS cycle sub-problem remains zero but the MAP energy of the EDGE sub-problem for edge e has increased by a positive number V. Since the lower bound is already tight by definition then lemma 5.2 is true. Alteration of Parameters ⇤



We now describe an alteration of produces



(✓e +



+



and + e



+



and



⇤



using an iterative procedure, which



such that the following constraint is obeyed.



< 0) ⌦ (



+c e



⌃ 0) ⇣[c, e]



The lower bound corresponding to



+



(5.21)



has the same value as that of



⇤



and (✓e +



+ e



⌃



0) for each edge e. For each e, c such that (✓e + exists an edge f s.t. (



⇤c e



+



⇤ e ⇤c f



< 0) and (



⇤c e



> 0) lemma 5.2 establishes that there



= 0). Choose one such f and apply the parameter
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updates below. ⇤ e,



V ↵ max[✓e +



c e]



⇤c e



↵



⇤c e



+V



⇤c f



↵



⇤c f



V



⇤ e



↵



⇤ e



V



⇤ f



↵



⇤ f



+V



(5.22)



Repeat the updates in Eq. 5.22 until there exist no e, c such that (✓e + (



⇤c e



⇤ e



< 0) and



> 0). Notice that after each application of the updates in Eq. 5.22 the MAP



energy of the c’th PBS cycle sub-problem energy remains zero. Also notice that the MAP energy the EDGE sub-problem remains constant. Thus the bound remains ⇤ e



constant. Observe also that the upper bound constraint edge e. The final results of this procedure are denoted + e



Lemma 5.3: (✓e +



< 0) ⌦ (



It is established above that (✓e + Since



+



+ e



+



⌃



and



✓e is obeyed for each +



.



⌥ 0) ⇣e



+ e



< 0) ⌦ (



describes a re-parameterization of



+c e +



⌃ 0) for all cycles c and edges e.



it is known that (



for each edge e. We establish lemma 5.3 by noticing that given ✓e + is the sum of non-positive terms Claim: min[0, ✓e ] ⌃ Notice that if (✓e + if (✓e +



+ e



+ e



⇤ e



=



< 0 then



+ e) + e



⇣e



= 0) then the claim is satisfied for edge e. Also notice that + e



⌥ 0) which satisfies the claim for edge e.



< 0) and (✓e ⌥ 0). Observe that lemma 5.3 establishes that



⌥ 0 however this is not consistent with (✓e +



for (✓e +



+ e



+c e



+c e .



< 0) and (✓e < 0) then (



Suppose that (✓e + + e



+ e



+ e



c



+ e



⌃ 0). Therefore it is impossible



< 0) and (✓e ⌥ 0) to both be true. Since all possible settings of ✓e and
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+ e)



(✓e +



satisfy the claim then the claim is true for each edge e.



We have thus shown that any optimal ⇤ e



⇣e can be mapped to



+



we can restrict the space of



⇤



which does not obey the constraint min[0, ✓e ] ⌃



which does obey that constraint and is also optimal. Thus by the introduction of the constraint min[0, ✓e ] ⌃



e



⇣e



without loosening the bound.



5.10



Producing Upper Bounds Partitions



In this section we introduce an algorithm that produces upper bound partitions called PlanarCC-1. PlanarCC-1 is a greedy recursive 2-coloring procedure operating on ˆ PlanarCC-1 operates by iteratively which produces an upper bound partition X. ˆ minimum energy 2-colorable partitions of the CC sub-problem that adding to X, cut edges that must be cut in any MAP configuration of the EDGE sub-problem. PlanarCC-1 can be understood as procedure for finding a partition that is (or nearly is) an optimizing configuration for both sub-problems. ˆ with no cut edges. Each edge f s.t. (✓f + We initialize X



f



< 0) is visited in a



¯ be random order and a 2-colorable partition X f is generated that cuts edge f . Let X ˆ and X f . Partition X ˆ is set to X ¯ if the energy of partition the union of partitions X ¯ is lower than the energy of X. ˆ After X ˆ is modified all edges that are cut in X ˆ X have their corresponding



values set to zero. The setting of the



terms for these



edges equal to zero has the e↵ect of making our procedure recursive. This allows for new contours can build o↵ of old contours at no cost for cutting edges part of an old contour. One mechanism to speed up PlanarCC-1 is to add a tiny positive number ✏ to



f



for all edges f s.t. (✓f +



f



< 0) before the first iteration in order to bias those



edges to be cut. This results in many biased edges being cut in the first iterations.
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PlanarCC-1 formalized in Algorithm 5. Algorithm 5 PlanarCC-1 ˆ ↵0 X ˆ f = 0 do for f s.t. ✓f + f < 0 and X f X ↵ arg minX;Xf =1 ( e e Xe ) for e do ¯ e ↵ max(X ˆ e , Xef ) X end for ¯e < ˆ if e ✓e X e ✓e Xe then ˆ ↵X ¯ X ˆ e = 1 do for e s.t. X e ↵ 0 end for end if end for ˆ return X



5.11



Dual Interpretation of the PlanarCC Bound



In this section we introduce a dual interpretation of the LP 7. First we alter LP 7 to put it into standard form and take its dual. Second, we provide an intuition of the meaning of the dual. Finally we use the dual interpretation to provide motivation for another upper bound production algorithm, PlanarCC-2. In order to place LP 7 in standard form we need to first ensure that the variables in the LP are restricted to be non-negative. Since



can have both positive or negative



entries we choose to work with ¯ which has strictly non-negative entries and is related to



via the subtraction of constant vector. We define ¯ explicitly below. ¯=



min[ ✓, 0]



(5.23)



For simplicity of notation in this section we define
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to be the value of the lower



bound on



provided by



(✓).



= min[ ✓, 0]



(5.24)



we rewrite ¯ below.



Using



¯=



(5.25)



Using ¯ and



we write LP 7 in standard form in LP 8.



LP 8 max 1T ( ¯ +



+ ✓) 0⌃¯⌃



subject to



Z¯ ⌃



✓



Z



We now take the dual of LP 8 and obtain LP 9. LP 9 min 1T ( + ✓) ,



(



T



+ ✓T )



(



T



ZT ) + ZT ⌥ 1



subject to



,



We now consider the meaning of LP 9. The vector Z T



⌥0



describes a superposition of



basic cuts. The three terms of the objective are discussed below. 1. 1T ( + ✓): The sum of all of the negative valued entries of ✓. 2.



(



T



+ ✓T ) : Minus the sum of the entries of ✓ which are negative valued and 111



are uncut in Z T . 3.



(



T



Z T ) : The sum of the positive valued entries of ✓ that are cut in Z T .



Notice that the sum of terms 1 and 2 is the sum of the negative valued parameters of ✓ whose corresponding edges are cut in Z T . Notice also that term 3 describes the sum of the positive valued parameters of ✓ whose corresponding edges are cut in Z T . The sum of these three terms is thus the sum of the entries of ✓ whose corresponding edges are cut in Z T .



5.11.1



Mapping Z T



Notice that Z T



to a Partition



may cut edges more than once and may cut an edge a fractional



amount and thus Z T



does not describe a partition. We now consider the mapping



of Z t to a partition. We choose a threshold q, and cut every edge e s.t. (Z t )e ⌥ q. This may result in a solution which has cut edges within a connected component. Cut edges within a connected component are then made uncut. The resulting partition is denoted X q . The optimal value of q can be determined by producing a partition for each unique entry of Z t and keeping the lowest energy partition. This approach is called PlanarCC-2 and is described in Algorithm 6.



5.12



Experiments



We demonstrate the performance of PlanarCC on correlation clustering problem instances from the Berkley Segmentation Data Set (BSDS), against MPLP/Cycle Pursuit [45], the CPILP algorithm [2], and the Ultrametric Contour Maps algorithm
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Algorithm 6 PlanarCC-2 ↵Solve LP 9 ˆ X↵0 for q unique entries of Z t do X q ↵ (Z t ⌥ q) for e s.t. Xeq = 1 do if edge e is a cut edge within a connected component of X q then Xeq ↵ 0 end if end for q ˆ if e ✓e Xe < e ✓e Xe then q ˆ ↵X X end if end for ˆ return X (UCM) [4]. Our data set consists of 3200 correlation clustering instances defined on the superpixel graphs from the BSDS along human annotated boundaries which provide the ground truth. In each problem a parameter ✓e exists between every pair of adjacent super-pixels. Parameter ✓e is defined to be the energy corresponding to the gP b for that edge (gP be ) plus a constant T. Parameters ✓ are defined explicitly below.



✓e = Le (log



1



gP be gP be



⇥



+ T ).



(5.26)



We use Le to refer to the length of the boundary in the image between the two superpixels connected by edge e. Scaling by Le provides increased importance to edges corresponding to longer boundaries. The constant T is a user defined parameter that determines how coarse or fine the segmentation is. Large T give coarse segmentations while small T give fine segmentations. In Fig 5.11 we display optimal partitions for various values of T . In our experiments we use T ranging from



3 to 0 in increments



0.2. For each of the 200 images in the BSDS there are 16 correlation clustering problem instances, each corresponding to a di↵erent value of T . All parameters were 113



Figure 5.11: Optimal partitions of images given di↵erent values of T . (Left to Right) Partitions corresponding to T = [0, 0.4, 1.2, 1.6, 2.2], original image. To display a partition, we assign each pixel the mean color of the region it is part of. truncated after the third decimal place.



5.12.1



Implementation of Various Algorithms



We now discuss the implementations of the algorithms we compare. We implement MPLP/Cycle Pursuit using Alexander Ihler’s efficient code. For each problem instance we initialize MPLP/Cycle Pursuit with the set of all single variable sub-problems, single edge sub-problems and all sub-problems corresponding to faces of the MRF (except the outer face which has many variables); no sub-problems



114



were added during the progress of the algorithm. We maximize the lower bound of MPLP/Cycle Pursuit until convergence using fixed point updates, where the last fixed point update of the parameters of MPLP/Cycle Pursuit increases the lower bound ¯ is produced by MPLP/Cycle Pursuit each second by less than 10 6 . A partition X ¯ is described using the four and the lowest energy partition is retained. A partition X ¯ we sequentially choose a state per variable formulation in Eq. 5.4. To produce X sub-problem s and compute the optimal configuration X s conditioned on the vari¯ that have already been determined. For variables Xi that are defined in ables in X ¯ i = Xis . X s set X We implement PlanarCC using the BlossomV minimum weight perfect matching code [25] and IBM’s CPLEX software. We optimize the PlanarCC bound until the MAP energy of the CC sub-problem is less than 10



5



and retain the maximum lower bound



identified. After optimizing the PlanarCC bound we compute one upper bound partition using each of PlanarCC-1 and PlanarCC-2. While UCM is not an energy minimization based algorithm, we use the segmentation it generates, and produce a partition from it. UCM’s output is a hierarchical segmentation described by a vector or real numbers U indexed by e where Ue



[0, 1].



Index Ue defines the strength of edge e in hierarchical segmentation U where Ue near 0 refers to a very fine contour and Ue near 1 refers to a very course contour. The partition chosen for UCM is the member of its hierarchy that has minimum energy. We now define the partition we produce using UCM’s hierarchical segmentation.



min



TU CM



⌦ e



✓e (Ue ⌥ TU CM )



(5.27)



We used an in house implementation of UCM from Charless Fowlkes. We implemented CPILP using the CPLEX solver. We terminated CPILP only when 115



no violated cycle inequalities exist in the solution.



5.12.2



Energy and Timing Experiments



We compare the running times of the various algorithms in Fig 5.12. We compare MPLP/Cycle Pursuit, CPILP, PlanarCC-1 and PlanarCC-2. Since UCM is not optimizing the correlation clustering objective its running time is not displayed. PlanarCC-1/2 tend to run much faster than CPILP and are somewhat faster than MPLP/Cycle Pursuit. PlanarCC-1 is the fastest of all algorithms compared. Recall from Fig 5.11 that T = 0 refers to a very coarse segmentation and T = 2.2 refers to a very fine segmentation. Notice that over the entire range from T = 0 to T = 2.2 that PlanarCC-1/2 are faster than CPILP. We compare the energy of the upper bounds of PlanarCC-1,PlanarCC-2, CPILP, MPLP/Cycle Pursuit and UCM in relation to the greatest lower bound identified in Fig 5.13. The greatest lower bound produced by PlanarCC or MPLP/Cycle Pursuit is subtracted from the energy of each upper bound partition producing normalized upper bounds. We compare the portion of problems for which the normalized upper bound is less than a certain value as a function of that value for each algorithm. We do separate comparisons for di↵erent ranges of T . PlanarCC and CPILP are both very successful at computing near optimal partitions while MPLP/Cycle Pursuit and UCM tend to produce much higher energy partitions. While both PlanarCC-1 and PlanarCC-2 produce nearly optimal partitions, PlanarCC-2 tends to produce lower energy partitions. We compare the energy of the lower bounds of PlanarCC, and MPLP/Cycle Pursuit in relation to the lowest energy upper bound identified in Fig 5.14. For each of PlanarCC and MPLP/Cycle Pursuit a lower bound is generated and subtracted from the lowest 116



energy upper bound identified by any algorithm producing a normalized lower bound. We compare the portion of problems for which the normalized lower bound is less than a certain value as a function of that value for PlanarCC, and MPLP/Cycle Pursuit. We do separate comparisons for di↵erent ranges of T . PlanarCC tends to produce greater lower bounds than MPLP/Cycle Pursuit.



5.12.3



Segmentation Experiments



While we have demonstrated PlanarCC to be a fast and e↵ective method to solve planar correlation clustering, we have yet to establish planar correlation clustering as a good model for image segmentation. To establish this we compare the segmentations produced by PlanarCC with those of UCM with regard to their consistency with the human-marked segmentations in the BSDS. Human-marked segmentations are first mapped to super-pixel boundaries even though these are not perfect matches. PlanarCC generates segmentations for various values of T , providing an order of segmentation from coarse to fine for each image. UCM provides T for each contour in each image. Both methods are then used to generate a precision recall curve. PlanarCC and UCM produce almost identical precision-recall curves. Since both algorithms use the same cue (gP b) the lack of di↵erence in performance suggests that more information than the gP b is required to reach human level segmentation accuracy. In [54], the sources of error for segmentation algorithms are studied. They include a discussion of the importance of low level cues like the gP b. They report that We find evidence that machines perform as well as humans using low-level information [54](page 8). They also suggest that mid- and high-level cues are important to attain human level segmentation performance. We hypothesize that improved segmentation accuracy could be achieved if PlanarCC were used in conjunction with
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Figure 5.12: Comparison of the running times for various algorithms. Each algorithm maximizes its lower bound and generates upper bounds. The 50th percentile running times are plotted as a function of T .
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Figure 5.13: For each algorithm we compute the portion of instances for which the normalized upper bound is no greater than a given value. A normalized upper bound (U B LB ⇤ ) is defined to be the di↵erence between the upper bound provided by a given algorithm and the greatest lower bound provided by any algorithm. We consider problem instances for all 200 images of the BSDS over three di↵erent ranges of T . Since all parameters are truncated after the third decimal place, 10 4 on the X axis refers to 0.
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Figure 5.14: For each algorithm we compute the portion of instances for which the normalized lower bound (U B ⇤ LB) produced by that algorithm is less than a given value. A normalized lower bound is defined to be the di↵erence between the lowest energy upper bound provided by any algorithm and the lower bound provided by a given algorithm. We consider problem instances for all 200 images of the BSDS over three di↵erent ranges of T . Since all parameters are truncated after the third decimal place, 10 4 on the X axis refers to 0.
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Figure 5.15: Precision recall plot for PlanarCC(red) vs UCM (black) on the BSDS test data set. Note how close the two two curves are to each other. higher order sub-problems modeling mid- and high- level image statistics.



5.13



Conclusions



This chapter describes a new algorithm, PlanarCC, for planar correlation clustering. PlanarCC provides state of the art speed and accuracy for planar correlation clustering problems. Most importantly this work extends dual decomposition to use sub-problems that cannot be solved exactly.
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Chapter 6 Hierarchical Segmentation in Planar Graphs



6.1



Introduction



A segmentation of super-pixels into regions makes clear distinctions stating two superpixels are or are not in the same region. However when considering real images this black and white distinction may be inappropriate. Instead a continuous statement may be more desirable such as one providing a degree of distinction between regions. One way to describe varying degrees of distinction is through the use of a hierarchy that indicates that a given region is broken up into finer-regions that are broken up into still finer regions. This process of division can continue down to the super-pixel or even the pixel level. We refer to such a hierarchy as a hierarchical segmentation. We display an example hierarchical segmentation in Fig. 6.1. One special advantage to hierarchical segmentation is that it avoids defining a degree of coarseness of a segmentation. A key hope is that the hierarchical segmentation is capable of correcting
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100 200 300 400 500 600 700 800 900 100 200 300 400 500 Figure 6.1: (Left): Image to segment into regions. (Right) Visualization of hierarchical segmentation. Hot colors refer distinctions between regions while cool colors correspond to finer distinctions. the errors which are made by non-hierarchical segmentation. The seminal UCM algorithm [4] represents the state of the art approach to hierarchical segmentation in images. The UCM algorithm provides visually compelling results within a simple and elegant framework. It however lacks a clear objective. This chapter is distinct from that work in that it treats hierarchical segmentation as a MAP inference problem and approaches its solution from the perspective of dual decomposition. In this chapter we first formulate the problem of hierarchical image segmentation 123



600



as a MAP inference problem. Then we introduce a dual decomposition based lower bound on the MAP energy called the HPlanarCC bound. Next we provide an efficient mechanism to maximize the HPlanarCC bound. Then we provide a mechanism for mapping the HPlanarCC bound to a hierarchical segmentation. Finally we discuss open questions.



6.2



Hierarchical Segmentation as MAP Inference



We now introduce the notation that we use to discuss hierarchical segmentation. Consider a set of planar graphs with identical structure. In each graph each node corresponds to a super-pixel and each edge indicates that two super-pixels are adjacent. Each graph corresponds to a given layer of a hierarchical segmentation. We denote a hierarchical segmentation as X where X is indexed by e, y. We use Xey = 1 to indicate that edge e is cut at the y’th layer of the hierarchy. We use X y to describe the segmentation at the y’th layer of the hierarchy. Parameters ✓ describe the distribution of hierarchical segmentations and are indexed by e, y where ✓ey provides an energy for edge e to be cut at the y’th layer of the hierarchy. We use y = 0 to refer to the finest layer of the hierarchy while y = Y refers to the coarsest layer of the hierarchy. We define H to be the set of hierarchical segmentations where X



H indicates that



X is a valid hierarchical segmentation. A hierarchical segmentation can be sufficiently described by the following two properties. Each layer y of the hierarchy must describe a valid clustering, X y



CC (see Section 5.4). Furthermore if two super-pixels are



part of separate regions in a given layer they must be in separate regions in each finer
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layer. We now define H formally.



H = {X :



Xy



Xey ⌥ Xey+1 ⇣[e, y]}



CC ⇣y;



(6.1)



As with other MAP inference problems indices of X must take on values in {0, 1}. We now define the optimal hierarchical segmentation given ✓ where E ⇤ (✓) is the energy of the optimal hierarchical segmentation. E ⇤ (✓) = min



X2H



⌦⌦ y



✓ey Xey



(6.2)



e



Notice that planar correlation clustering is a special case of hierarchical segmentation in which there is a single layer.



6.3



Lower Bounding Hierarchical Segmentation



We now derive a dual decomposition approach for hierarchical segmentation. We first introduce Lagrange multipliers ↵ to enforce the constraint Xey ⌥ Xey+1 , for all edge e and layers y. E ⇤ (✓) ⌥



min



max



↵ 0 X X y 2CC 8y



⌦⌦ y



✓ey Xey +



e



⌦⌦ y>0



↵ey (Xey



X y 1)



(6.3)



e



We now alter the form of the objective by grouping terms by index of X. E ⇤ (✓) =



min



X X y 2CC 8y



max



↵ 0 +1 ↵Y =↵0e =0 8e e



⌦⌦ y



(✓ey + ↵ey



↵ey+1 )Xey



(6.4)



e



This alteration in form introduces two sets of terms which do not correspond to terms in Eq. 6.3. These terms are ↵eY +1 and ↵e0 for each edge e. We fix these terms to zero. 125



We now augment the objective using parameters . E ⇤ (✓) =



min



X X y 2CC 8y



max



↵ 0 +1 ↵Y =↵0e =0 8e e



⌦⌦ y



(✓ey + ↵ey



↵ey+1 +



y y e )Xe



+



e



⌦⌦ y



(



y y e )Xe



e



(6.5) We index



with e,y. Parameters



5. Notice that the



will be used in a way similar to that in Chapter



terms cancel in the objective in Eq. 6.5. We now re-group the



multipliers and parameters. E ⇤ (✓) =



min



X X y 2CC 8y



max



↵ 0 +1 ↵Y =↵0e =0 8e e



⌦⌦ y



(✓ey +



y y e )Xe



e



+



⌦⌦ y



(↵ey



↵ey+1



y y e )Xe



e



(6.6) We now use dual decomposition to lower bound E ⇤ (✓). We create one sub-problem for each layer that enforces the clustering constraint. We call the sub-problems corresponding to each layer CC sub-problems. We also create one sub-problem called EDGE that does not enforce a clustering constraint. We write the corresponding lower bound below. E ⇤ (✓) ⌥



max



min



↵ 0 X +1 ↵Y =↵0e =0 8e e



⌦⌦ y



(✓ey +



y y e )Xe



+



e



⌦ y



min y



X 2CC



⌦



(↵ey



↵ey+1



y y e )Xe



e



(6.7) Consider the EDGE sub-problem minX



y



y e (✓e



+



y y e )Xe .



We now describe a MAP



configuration for the EDGE sub-problem. Xey = 1 ⇣[e, y] s.t. (✓ey +



y e)



⌃0



Xey = 0 ⇣[e, y] s.t. (✓ey +



y e)



>0



(6.8)
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Notice that for any edge e s.t. (✓ey +



y e)



= 0, Xey can take on either value 0 or 1 in



a MAP configuration of the EDGE sub-problem. Notice also that if (✓ey +



y e)



✏= 0



then Xey must take on the value defined in Eq. 6.8 in any MAP configuration of the EDGE sub-problem. The decomposition in Eq. 6.7 contains NP hard planar correlation clustering problems (CC sub-problems). These sub-problems are of the following form.



min y



X 2CC



⌦



(↵ey



↵ey+1



y y e )Xe



(6.9)



e



To ensure that these sub-problems are tractable we restrict the space of ↵, such that the MAP energy of each planar correlation clustering sub-problem is zero. Recall from Section 5.8.1 that the set of non-negativity constraints over all 2-colorable partitions ensures a MAP energy of zero. We use the above fact to construct a restricted space designated ⌦ which is formalized below.



⌦ = { [↵, ] :



We use X y



⌦



(↵ey



↵ey+1



y y e )Xe



e



⌥ 0 ⇣[X y



BC, y] }



(6.10)



BC to refer to a member of the set of 2-colorable partitions. Since the



MAP energy of each CC sub-problem is zero we can remove the corresponding terms from the objective producing the following bound. E ⇤ (✓) ⌥



max



min



↵ 0 X +1 ↵Y =↵0e =0 8e e {↵, }2⌦



⌦⌦ y



(✓ey +



e
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y y e )Xe



(6.11)



6.4



The HPlanarCC Bound



In this section we introduce constraints which bound ↵, . These constraints will function as the analog of min[0, ✓e ] ⌃



e



⌃



✓e from Section 5.8.2. The addition



of these constraints to dual decomposition defines a lower bound on E ⇤ (✓) called the HPlanarCC bound. We now define these constraints explicitly.



(1) (2)



y e



⌃



✓ey



⇣[e, y]



min[0, ✓ey ] ⌃



y e



(6.12) ⇣[e, y]



(3) ↵ey ⌃ ↵ey+1 + nye + ↵ey



1



+ mye



⇣[e, y]



We define the terms n and m as follows. nye = [✓ey < 0]( ye ) mye = [✓ey



1



> 0](



(6.13) y 1 e )



There are three sets of constraints above. We will establish that constraint set (1) will not decrease the lower bound of dual decomposition. Constraints sets (2) and (3) are currently being studied and are not associated with a guarantee that they do not alter the bound of dual decomposition. We now introduce and discuss each of the three sets. (1): Consider the constraint:



y e



⌃



✓ey



⇣[e, y] .



Constraint (1) ensures that the parameter associated with the EDGE sub-problem for layer y, and edge e has non-positive value; (✓ey +
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y e



⌃ 0). This constraint provides



an upper bound on the values of



and can be justified as follows. If ✓ey +



y e



> 0 then



Xey will not be cut in the EDGE sub-problem. If this is the case then the bound will not be loosened by setting



y e



=



✓ey . Notice that decreasing



y e



can only increase



the energy of partitions in the y’th CC sub-problem. The addition of this constraint allows the minX to be removed in Eq. 6.11 as all terms in the EDGE sub-problem are non-positive. (2): Consider the constraint: min[0, ✓ey ] ⌃



y e



Constraint (2) is a lower bound constraint on



⇣[e, y]. of the same form as that in Section



5.8.2. Intuitively it prevents the EDGE sub-problem from absorbing negative energy and hence decreasing the lower bound. This constraint is heuristic and has not been justified formally. (3): Consider the constraint



↵ey ⌃ ↵ey+1 + nye + ↵ey



1



+ mye



This constraint is a heuristic which we are currently studying. Intuitively it can be understood as follows. For each edge e: The amount of negative energy sent to the (y



1)’th layer from the y’th layer (↵ey ) is upper bounded by the amount of negative



energy coming into the y’th layer ( ↵ey+1 + nye ) plus the amount of positive energy sent up from the (y



2)’th layer (↵ey 1 ) plus the positive parameter in the (y



1)’th



layer (mye ). Simply put it is a flow constraint that states that no more negative energy can be sent to a finer layer than is received from coarser layers and the EDGE sub-problem plus the energy needed to o↵set all positive parameters in finer layers. We now introduce a lower bound on E ⇤ (✓), called the HPlanarCC bound. The HPlanarCC bound is constructed using dual decomposition in Eq. 6.11 and the three additional sets of constraints. We define the HPlanarCC bound as the maximum of the following LP (LP 10).
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LP 10



max [↵, ]



⌦⌦ y



subject to



✓ey +



y e



e



↵eY +1 = ↵e0 = 0 ⇣e ↵⌥0 min[0, ✓ey ] ⌃



y e



⌃



✓ey



⇣[e, y]



↵ey ⌃ ↵ey+1 + nye + ↵ey 1 + mye ⇣[e, y] ⌦ y y y (↵ey ↵ey+1 BC, y] e )Xe ⌥ 0 ⇣[X e



6.5



Maximizing the HPlanarCC Bound



Observe that LP 10 has an exponential number of constraints in the form of [↵, ]



⌦,



therefore solving LP 10 is intractable. Recall that these constraints enforce that each basic cut in each layer has non-negative energy. We now introduce a cutting plane algorithm called HPlanarCC-1 for computing the maximum of the HPlanarCC bound. In HPlanarCC-1 the constraints enforcing that each basic cut has non-negative energy are introduced gradually, while all other constraints are included initially. We denote constraint set corresponding to the basic cuts that are required to have non-negative energy as Z. Set Z is initialized to be empty. At each step of HPlanarCC-1, LP 10 is solved using constraint set Z. Next the lowest energy 2-colorable partition X y⇤ is computed for each CC sub-problem. The constraints corresponding to the basic cuts of X y⇤ are then added to Z. We formalize the addition of constraints to Z below.
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For each layer y compute the minimum energy 2-colorable partition X y⇤ . X y⇤ ↵ arg min y



X 2BC



⌦



(↵ey



↵ey+1



y y e )Xe



(6.14)



e



For each basic cut V of X y⇤ with negative energy add a constraint to Z ensuring that the basic cut V has non-negative energy in the y’th layer.



Z ↵ [Z ✓



⌦



(↵ey



↵ey+1



y e )Ve



e



⌥ 0]



(6.15)



The HPlanarCC-1 is terminated when the constraint [↵, ]



⌦ is fully enforced by



the constraint set Z. At each step of HPlanarCC-1 a lower bound (denoted Elb (✓, [↵, ])) on E ⇤ (✓) is determined. Recall that in dual decomposition the sum of the MAP energies of the sub-problems is a lower bound on the MAP energy of the original problem. The MAP energy of the EDGE sub-problem is



y e ✓e



y



+



CC sub-problems is NP hard to compute unless [↵, ] that



3 2



y e.



The MAP energy of the



⌦. Recall from Section 5.6.2



times energy of the optimal 2-colorable partition lower bounds the energy of



the optimal partition in a planar correlation clustering problem. Lower bounds on the MAP energy of each CC sub-problem are computed in that manner. We now formalize Elb (✓, [↵, ]).



Elb (✓, [↵, ]) =



⌦⌦ y



e



(✓ey +



y e)



+



⌦3 y



min y



2X



2BC



⌦



(↵ey



↵ey+1



y y e )Xe



(6.16)



e



There is no guarantee that the lower bounds produced will increase with every step of HPlanarCC-1. Thus a new lower bound lb is computed at each iteration and the highest energy lower bound (denoted LB) is retained. Notice that an upper bound on the HPlanarCC bound (not to be confused with an
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upper bound on E ⇤ (✓)) is the energy of the EDGE sub-problem;



y



y e (✓e



+



y e ).



If



the sum of the energies contributed by each CC sub-problem to the Elb (✓, [↵, ]) is very small then HPlanarCC-1 can be terminated early as the di↵erence between an upper bound on the HPlanarCC bound and a lower bound on the HPlanarCC bound is very small. The HPlanarCC-1 algorithm is formalized in Algorithm 7. Algorithm 7 Maximizing the HPlanarCC Bound: HPlanarCC-1 while TRUE do [↵, ] ↵ Solve LP 10 with constraint set Z lb ↵ y e (✓ey + ye ) for y = 0 ⌦ Y do y y X y⇤ ↵ arg minX y 2BC e (↵ey ↵ey+1 e )Xe y y⇤ lb ↵ lb + e (↵ey ↵ey+1 e )Xe for V Basic Cuts of X y⇤ do y if e (↵ey ↵ey+1 e )Ve < 0 then y y Z ↵ [Z ✓ e (↵e ↵ey+1 e )Ve ⌥ 0] end if end for end for if LB < lb then LB ↵ lb end if if no elements were added to Z then BREAK end if end while



6.5.1



A Simple Trick to Speed Convergence



In order to decrease the computation time of HPlanarCC-1 we recommend the following term be added to the objective in LP 10:



y



e



✏↵ey . We define ✏ to be a very



small positive number. The addition of this term discourages the Lagrange multipliers from moving parameter from one CC sub-problem to another CC sub-problem
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unless that results in a tighter lower bound. It thus encourages less variance in the parameters of each CC sub-problem between iterations which decreases the need for a larger cardinality of Z in order to maximize the HPlanarCC bound.



6.6



Negative Persistence



In this section we explore an important property of HPlanarCC-1 called negative persistence. We define the µyf to be the energy of the optimal 2-colorable partition in layer y that cuts a given edge f . We define µyf explicitly below. µyf = min y



X 2BC Xfy =1



⌦



(↵ey



↵ey+1



y y e )Xe



(6.17)



e



We define negative persistence as follows: For every edge e s.t. ✓ey +



y e



⌃ 0 there



must exist a non-positive energy 2-colorable partition that cuts edge e in each finer layer. We define negative persistence formally below. (✓ey +



y e



⌃ 0) ⌦ (µyeˆ ⌃ 0)



⇣ˆ y < y.



(6.18)



Negative persistence holds at every step of HPlanarCC-1. We establish this by contradiction. Suppose that there exists an edge e and layers yˆ, y such that negative persistency is violated. We now alter ↵ and



in such way that leaves the parameters of each CC sub-problem
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unmodified except for the yˆ’th and preserves constraints on ↵, and



r= y e



↵



max[ ✓ey + y e



y e



,



in LP 10.



µyeˆ ].



(6.19)



+r



↵ey¯ ↵ ↵ey¯ + r



⇣¯ y s.t. yˆ < y¯ ⌃ y



Notice that the updated µyeˆ is non-negative and negative persistency is no longer violated for edge e and layers yˆ, y. Notice also that the objective is increased by r since the MAP energy of the edge sub-problem has increased by r and the MAP energies of the CC sub-problems are unmodified. Since LP 10 is solved exactly (given Z) it will not be possible to increase the objective by a non-zero value r and thus negative persistency must hold.



6.7



Producing Upper Bound Hierarchical Segmentations



At any given step of the HPlanarCC-1 it is desirable to produce a valid upper bound energy and corresponding hierarchical segmentation. We now introduce an upper bound production procedure based on recursive 2-colorings called HPlanarCC-UB, ˆ HPlanarCC-UB operates by iterawhich produces hierarchical segmentation X. ˆ minimum energy 2-colorable partitions of a CC sub-problem that tively adding to X, cut edges that must be cut in any MAP configuration of the EDGE sub-problem. HPlanarCC-UB can be understood as procedure for finding a hierarchical segmentation that is (or nearly is) an optimizing configuration for both sub-problems. ˆ iteratively. We initialize X ˆ HPlanarCC-UB produces a hierarchical segmentation X
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with no cut edges. We proceed from the coarsest layer to the finest layer. The layer we are considering at any given step of HPlanarCC-UB is denoted y¯. In each layer we consider each edge f s.t. ✓fy +



y f



< 0. Given f we find the minimum energy



2-colorable partition X˙ which cuts edge f. The parameters that are operated on are denoted



and indexed by e. We define



e



to be the sum of the parameters of the CC



ˆ y¯ = 0 and zero otherwise. sub-problems from the finest layer to the current layer if X e We now formally define .



e



=



ˆ ey¯ [X



= 0]



y¯ ⌦



(↵ey



↵ey+1



y e)



(6.20)



y=0



Given



and f we define the X˙ as follows.



X˙ ↵ arg min



X2BC Xf =1



⌦



e Xe



(6.21)



e



ˆ Consider the hierarchical segmentation X ¯ that We now use X˙ in order to update X. ˆ with X˙ added to each layer of the segmentation below or at the y¯’th consists of X ¯ below. layer. We formally define X ¯ ↵X ˆ X



(6.22)



¯ ey ↵ max[X ˆ ey , X˙ e ] ⇣[y ⌃ y¯, e] X ¯ is less than the energy of X ˆ we set X ˆ = X. ¯ We write the update If the energy of X ˆ below. of X



If (



⌦⌦ y



e



ˆy > ✓ey X e



⌦⌦ y



¯ y) ✓ey X e



(6.23)



e



ˆ ↵X ¯ X
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HPlanarCC-UB is described in Algorithm 8. Algorithm 8 HPlanarCC-UB: Mapping HPlanarCC to Hierarchical Segmenatation ˆ ↵0 X for y¯ = Y ⌦ 0 do y¯ y y ↵ey+1 ⇣e e ↵ e y=0 ↵e y¯ y¯ for f [✓f + f < 0] do ˆ y¯ = 1] do for e [X e e ↵ 0 end for X˙ ↵ arg minX2BC e e Xe ¯ ↵X ˆ X for y ⌃ y¯ do for e do ¯ ey ↵ max(X ˆ ey , X˙ e ) X end for end for y ˆy ¯y < if y e ✓ey X e y e ✓e Xe then ˆ ↵X ¯ X end if end for end for



6.8



Experiments



In this section we detail some preliminary image results for HPlanarCC. We discuss the parameters which are used, information from the optimization and display results. We rely on the BSDS train data set which provides super-pixel graphs and hand annotated boundaries for ground-truth. We now discuss the parameters of our model which is derived from gP b [30]. For every pair of adjacent super-pixels there is a corresponding edge e in our model. The mean gP b along the boundary of the super-pixels corresponding to edge e is defined to be gP be . For each layer y there is also a corresponding gP b denoted T (y). The gP b 136



for the layers are ordered so that the each layer y has a smaller gP b than all coarser layers. Formally T (y) < T (y + 1) for all layers y. Parameters are structured so as to encourage edge e to be cut starting at the layer whose corresponding gP b closest to gP be . A L1 penalty is enforced on the di↵erence between the energy of the gP be and Fe (X) where Fe (X) is the energy of the gP b of the coarsest layer where edge e is cut in hierarchical segmentation X. We now define the L1 penalty explicitly. ✓ey = Le |R(T (y))



R(gP be )|



Le |R(T (y



1))



R(gP be ) = log



R(gP be )| ⇥ 1 gP be gP be



(6.24)



R(gP be ) is used to map gP b to energy. We use Le to refer to the length of the boundary in the image between the two super-pixels connected by edge e. Scaling by Le provides increased importance to edges corresponding to longer boundaries. We define T ( 1) = 0, and T (y) = 0.08 + 0.04y. There were 7 layers total. To decrease problem size we took the hierarchical segmentation from UCM and merged all super-pixels separated at very fine thresholds. We implement HPlanarCC using BlossomV [25] and IBM’s CPLEX. After each update of the parameters we compute one hierarchical segmentation using HPlanarCCUB. The lowest energy hierarchical segmentation was retained. The HPlanarCC bound was optimized till the 7 CC sub-problems had negligible MAP energy. The exact convergence criteria is detailed below.
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>



⌦3 y



min y



2X
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y e



+ ↵y



↵y+1 )Xey



(6.25)



e



Maximizing the HPlanarCC bound took around 2 minutes per image. It is not clear what the di↵erence between the energy of the lowest energy hierarchical segmentation identified and the HPlanarCC bound corresponds to so energy results are not 137



reported. We display a set of image results in Fig. 6.2.



6.9



Discussion



This chapter discusses an original way of framing hierarchical segmentation in computer vision and introduces a dual decomposition based solver. Three primary open question remain. First, how can we incorporate more layers into our optimization? While we have successfully run the optimization with several layers, we suspect it is useful to have hundreds of layers. Second what form should the parameters ✓ take on and can these values be derived from the gP b? Finally we seek a deeper understanding of the additional constraints on [↵, ].
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Figure 6.2: (Left): Images to segment. (Right) Visualization of hierarchical segmentation for each image. Cool colors refer to edges which describe finer details while hot colors describe firm boundaries of the segmentation.
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Chapter 7 Conclusion When Ramin Zabih re-discovered and popularized graph cuts [17] he started a revolution in the way people in the computer vision community think about inference in Markov random fields. Before graph cuts MAP inference algorithms had been limited to loopy belief propagation, simulated annealing, and ICM. While important developments they can not provide strong guarantees concerning their performance much less provide a termination condition. Graph cuts is remarkable in that it is fast and exact. What is not obvious but deeply important is that not only can the MAP configuration be determined but it is known to have been determined and greedy methods are not needed for post processing. Graph cuts however only provide the MAP configuration in binary sub-modular problems. This is a severe limitation and restricted the classes of MRFs which scholars could use in computer vision. Developments such as QPBO have extended the use of graph cuts to problems that are not binary sub-modular [33]. Just a few years later Martin Wainwright provided a rigorous approach for general MAP inference problems with his tree re-weighted methods. Tree re-weighted meth-
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ods can be applied to any MAP inference problem, and provide a lower bound on the MAP energy. They also provide configurations that are often very good. These approaches were improved upon significantly by Vladimir Kolmogorov using his TRW-S algorithm. Soon after Nikos Komodakis introduced projected sub-gradient methods which provide a guarantee that the lower bound of tree re-weighted methods is maximized [28]. The next major breakthrough was David Sontag’s MPLP/Cycle Pursuit algorithm [45]. Similar work was published by at least two other groups at about the same time [27] [28] [49]. MPLP/Cycle Pursuit provides tighter bounds on the MAP energy than standard tree re-weighted methods by using sub-problems that enforce higher order consistency in the min marginals. MPLP can often produce tight lower bounds for problems in which tree re-weighted methods produce very loose lower bounds. The next generation of MAP inference algorithms will exploit special structure in the MRF (such as planarity) or parameters to produce dramatically better results. In this dissertation we discuss planarity and why matters it for MAP inference in MRFs. Id like to close with the following questions which I am currently studying but don’t have good answers to. First, how can the PCCG be developed do inference on slightly non-planar MRFs? Slightly non-planar MRFs can model foreground background segmentation where super-pixels have parameters with larger neighborhoods than just their adjacent super-pixels. Can a planar binary symmetric (PBS) MRF akin to the planar cycle covering graph (PCCG) be constructed that e↵ectively describes such MRFs? Second, how can PSP be used to provide vastly tighter upper and lower bounds? One approach would be to use min marginals in the covering tree in order to produce a more e↵ective planar sub-problem, that includes a great deal of relevant cycle
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constraints. The exact mechanism to achieve this is a mystery to me. Third, how can planar correlation clustering be combined in an e↵ective way with higher order parameters in order to produce more visually compelling results? I was very pleased that the PlanarCC approach was so successful in quickly computing the MAP partition and providing certificate of optimality for instances of planar correlation clustering. I was disappointed that I could not leverage the ability to efficiently produce the MAP partition in order to get more visually compelling results. I am inclined to believe that the addition of higher order parameters of some form each contained in a sub-problem is the key to producing more visually compelling results. However the exact form that the parameters should take on is a mystery to me. There is a natural form to planar correlation clustering in that the gP b provides the energy for a given pair of super pixels to be in separate regions. It is not clear how to derive parameters for distant super-pixels to be in the same region much less a higher order parameter over groups of super-pixels being part of the same region. There is some work in this area by [22] which is very interesting and may form a basis for advances in this area. Fourth how can we modify the HPlanarCC in such a way as to achieve superior performance on benchmarks? Two key questions come up when considering the HPlanarCC. First is how to make parameters such that the optimal hierarchical segmentation is visually compelling? Second is how to include dramatically more layers. The linear programming approach which works so well for maximizing the PlanarCC bound appears to be stretched beyond its limits when applied in the context of HPlanarCC when many layers are desired.
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Appendices



A



Ising Parameterization for Binary MAP Inference Problems



In this section we introduce a formulation of MAP inference in binary MRFs which we refer to as the Ising parameterization. We first write out the general MAP inference objective.



min E(X, ✓) = min X



X



⌦ ij;kl



✓ij;kl Xij;kl +



⌦



✓i;k Xi;k



(A.1)



i;k



The Ising parameterization of the MAP inference objective is relied on more heavily in this dissertation than the general MAP inference objective. The Ising parameterization defines an energy function for binary MRFs. We describe the Ising parameterization below. Let Xi be a variable with ✓i being the corresponding unary parameter. Parameter ✓i provides an energy for Xi to take on state 1. We use (Xi ✏= Xj ) to indicate that variables Xi , and Xj take on opposite states with ✓ij being the corresponding parameter. Given these definitions we write the objective for MAP inference
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in binary MRFs using the Ising parameterization below.



min E(X, ✓) = min X



X



⌦ ij



✓ij (Xi ✏= Xj ) + Xi
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(A.2)
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In the text below we compute the parameters ✓ used by the Ising parameterization in terms of the parameters of the general formulation which we denote as . We first eliminate the unary parameters of



by adding the unary parameters to the



pairwise parameters.
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We only add each
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(A.3)
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to one and only one
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ij



chosen is arbitrary. The



elimination of the unary parameters does not alter the energy of any configuration. Next we subtract



ij;00



ij;00



from all pairwise terms.
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(A.4)



Notice that we have not changed the di↵erence between the energy of any config-



149



uration and the MAP energy. We have only subtracted a common constant from the energies of all configurations. We now seek to find values of ✓ij , ✓i , and ✓j that describe . We now write



ij;00



=0



ij;01



= ✓j + ✓ij
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in terms of ✓.



(A.5)
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We now solve for ✓ij using Eq. A.5. 1 ✓ij = ( 2



ij;01



+



ij;10



ij;11 )



(A.6)



Given Eq. A.5 - A.6 ✓i , and ✓j can be solved for.
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✓ij



✓j =
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(A.7)



Dual Decomposition is the Dual of the Basic LP Relaxation



In this section we will establish that LP 1, which corresponds to the lower bound over the set of single edge sub-problems is the dual of the basic LP relaxation for MAP inference, LP 2. For convenience we rewrite LP 1 and LP 2 below as LP 11 and LP 12
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LP 11
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We will now introduce some notation for LP 11. We refer to the constraints over the energy of the single variable sub-problems as C and the constraints over the energy of the single edge sub-problems as D. Constraints C are indexed by r, q where r refers to a variable index and state i; k and q is a member of u,



i,



or



ij .



Constraints D



are indexed by r, q where r refers to a pair of variable indices and states ij; kl and q refers to a member of u,



i,



or



ij .



We refer to the set of u,
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i,



ij



in LP 11 as f and



refer to the corresponding terms in the objective as Z. We define f and Z below. f t = (u,



i,



ij )



(B.8)



Z t = (1, 1, 0, 0)



(B.9)



We now rewrite LP 11 using C,D,f and Z. max Z t f
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C: D:
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ij ⌃ ✓ij;kl + uij i;k + uj;l



We now introduce the constraints of Eq. B.10 inside of the objective using the Lagrange formulation. We use c and d to denote the Lagrange multipliers corresponding to the matrices C and D respectively. We index c by i; k and d by ij; kl. max min Z t f + ct (Cf f



c0,d0



✓i ) + dt (Df
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(B.11)



We now rewrite Eq. B.11 by placing all terms associated with f into a constraint. min ct ( ✓i ) + dt ( ✓ij )



(B.12)



c0,d0



Z t + ct C + dt D = 0



Next we take the transpose of the objective and the constraint.
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Z + C t c + Dt d = 0
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For convenience we now redefine c, and d to be the opposite of c and d. t min ✓it c + ✓ij d



(B.14)



c 0,d 0



Z



C tc



Dt d = 0



We will now move Z to the right hand side of the constraint and multiply all terms in the constraint by



1.



t min ✓it c + ✓ij d
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c 0,d 0



C t c + Dt d = Z



Each variable in the objective of Eq. B.15 is associated with the constant term in its corresponding constraint in LP 11. Observe that each variable ci;k is associated with ✓i;k and each variable dij;kl is associated with ✓ij;kl . Observe for every variable indexed by q



[u,
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ij ]



there is one corresponding con-



straint and index of Z. The constraints for a given q take the form of r



r



Cr,q c(r) +



Dr,q d(r) = Zs . We use r to index the rows of the constraint matrix. Zq is simply



the term in the objective in LP 11 associated with a given variable q. Observe that the constraint corresponding to uij i;k takes on the following form. ci;k +
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dij;kl = 0
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or equivalently
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Observe that the constraint corresponding to uij j;l takes on the following form. cj;l +



⌦



dij;kl = 0



(B.17)
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or equivalently
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Observe that the constraint corresponding to ⌦



i



takes on the following form.



ci;k = 1



(B.18)



k



Observe that the constraint corresponding to ⌦



ij



takes on the following form.



dij;kl = 1



(B.19)



kl



Notice that if we relabel ci;k as Xi;k and dij;kl as Xij;kl we recover LP 12.
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