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Abstract – This article deals with noise reduction in modern communication systems. Primarily it focuses on cases where conventional filtering techniques based on linear filtering fail. It is modern based approach to adaptive filtering. The article presents a comprehensive hardware and software solutions to the adaptive system using the two main leaders of adaptive LMS (least mean square) and RLS (recursive least squares) algorithms. Adaptive system for noise reduction in radio (mobile) communication is designed in Matlab. This system has its practical use in communication especially in noisy environments (transport, factories, sporting events, etc.). I. INTRODUCTION This article focuses on the synthetic filter technology for advanced digital signal filtering. Thus it focuses exclusively on third-generation filters [8]. Digital filter is a specialized circuit or algorithm, which in some way changes spectrum of the input discrete signal. It can be implemented in various ways, e.g. as a computer program (Matlab), or special circuit - digital signal processor (DSP). Digital filters historically link to passive and active analogue filters [9], which are also called as a first and second generation filters. These filters were implemented using operational amplifiers [10]. Digital filters can be designed either directly (FIR), or by converting an analogue prototype (IIR). Digital filtering is an integral part of modern approaches to signal and image processing. This application is used in many domains (automation, telecommunications, biomedicine, etc.). By the word filtration in this article we will understand the adjustment of sampled signal values using an algorithm, so that the desired signal components are highlighted, or on the contrary unwanted components are suppressed. This article will examine adaptive filters. The basic structure of the adaptive filter is composed of the classical linear digital filter, in most cases it is FIR filter, see Figure 1. The reason for increasing concern about adaptive filtration is, that there are many situations, in which classical linear filtration can’t be used. The key difference between linear filtration and adaptive filtration is in the application field. When linear filtration is used, the filter coefficients are set



initially and they are not changed during the operation. In real world situation, however, we are often facing the problem, that the filter is supposed to work in an environment with unpredictable acoustic conditions. In such environment, it is not possible to do preliminary identification, because the environment is variable in time and its development in future can’t be predicted. In such case the optimal coefficients values vary in time and adaptive filtration has to be used for correct setting. There is another difference between linear and adaptive filtration that originates in the principle of operation. Since the adaptive filters do not require preliminary identification of the signal source, it is necessary to supply them with additional information in shape of so called training signal, which is supplied to the filter as an additional input to the processed signal. As a part of the carried out experiments, simulation of an adaptive system was done, on which representatives of both basic groups of adaptive algorithms (LMS, RLS) were tested. This system was used to reject noise and its practical application is especially communication in a noisy environment (e.g. transportation, factory buildings, sport events, mines, etc.). The task of the adaptive algorithms was to learn the characteristics of an unknown acoustic environment. The adaptive system itself was created using Matlab commands, i.e. no libraries with adaptive algorithms were used. II. LINEAR FILTRATION Linear filtering forms the basis of classical digital signal processing. The name “linear” is derived from the linear time invariant linear system, i.e. such a system, which applies the principle of superposition. There are FIR filters, which are filters with the finite impulse response and IIR filters, which have an infinite impulse response, see [8]. Filters from IIR family have significantly lower filter order (order of the transfer function) for the same approximation of the required frequency response compared to FIR filters. This also means that that IIR filters have shorter transport delay and can thus faster react on changes in the input signal and they have less requirements on memory for storing of coefficients and state variables. Another indisputable advantage is ease of IIR filters design by application of properties of analogue filters. It is possible to find an analogue equivalent for a digital filter. However



low filter order, short transport delay when processing samples and small memory footprint are ransomed for variety of negative properties. Problems with stability often arise with IIR filters. It is necessary to check the stability in design phase. Also it is not possible to achieve linear phase response in the whole operating range. Due to feedback loops the processor arithmetic is apt to saturation. IIR filters generate errors (noise) as a result of signal quantization and intermediary multiplication results. These errors are amplified by the feedback loops and can generate spontaneous oscillations, especially when the input excitation is weak or not present. The presented properties lead to the most significant disadvantage of IIR filters concerning subject of this article, that is their difficult application for adaptive filtration. While it is true, that IIR filters can converge to the optimal solution faster compared to the FIR filters, the convergence rate may not be uniform and the resulting design may not be stable. This is the reason why FIR filters are used for adaptive filtration in prevalent number of cases. Filters of FIR type employ strictly digital approach to signal processing. They don’t have any equivalents among analogue filters. In Figure 1 you can see the most widely used transversal structure. It is a delay line with branches for multipliers. The filter calculates weighted moving average from the last M + 1 samples. Multiplier coefficients are values of impulse response –bn = h[n]. The filter delays the signal by (M+1)/2 cycles and settles after M+1 cycles.



filter coefficients bn at every step. So the adaptive algorithm adjusts to the changing conditions during the filtration as needed (learning process). The basic block diagram of the general configuration of the adaptive filter is shown in Figure 2.



Fig. 2: General configuration of the adaptive filter. IV. ADAPTIVE FILTERS LEARNING PROCESS The aim of the whole process of adaptation of weights is a gradual reduction in the value of the criterial function to its minimum, see Figure 3. Criterial function depends only on the values of the error function e[n], therefore depends on the difference between desired and actual value. Error signal e[n] is defined as following:



e [ n ] = d [ n ] − y [ n ], n = 1 , 2 , 3 ,...



(2)



where d [n] is a demanded signal, y [n] is the output signal.



Fig. 1: FIR digital filter structure. Directly from the diagram in Figure 1, we can obtain differential equation for the filter with input x[n] and output y[n] signal in the form:



y[n ] =



M



∑



b k x [ n − k ],



(1)



k=0



where x[n] is the input signal, y[n] is the output signal, bk are the filter coefficients, and N is the filter order. III. ADAPTIVE FILTERING So far in this article we have reflected a timevariable (invariant) filters, which do not change their properties in time. In real-world applications we often encounter situations where it is not known in advance what values of the filter coefficients would lead to the best solution of certain task. Therefore, in practice adaptive filtering is used for solving such problems. The whole adaptive filter consists of two main indispensable parts. The first part of the adaptive filter is made up of the filter itself. That is in most cases FIR filter because of its advantageous properties (i.e. stability). Another very important part of the adaptive filter is its adaptive algorithm. According to certain criteria the algorithm iteratively sets values of the



Fig. 3: Criterial function. With the adaptive algorithms it is not expected to have any previous knowledge of statistical properties of the input signal and the peak of the paraboloid we have to reach by an iterative procedure. In terms of processing operations running during adaptive filtering can be divided into two mutually linked processes. The first is a digital filtering. Generally it is a linear filtering. The second operation is a process of adaptation, the aim of which is to set iteratively the coefficients of the adaptive filter (e.g. the values of the impulse response) so that the filtration satisfies the conditions of the objective function. After some time the value of coefficients reaches the optimum value (it is said that the algorithm converges). After reaching this value it starts to fluctuate around this value. Convergence speed and size of the fluctuations around the optimum value depends on an adaptive



algorithm that performs setting of the coefficients. The adaptive process has to start from some value. As a first set of adaptive filter coefficients a zero value or the value of one of all coefficients can be taken. From this baseline value the algorithm carries the setting of the values of the coefficients on its own so as to minimize possible error filtration. V. LMS AND RLS ALGORITHM Among the most popular and most used adaptive algorithms used in current practice are algorithms of LMS algorithm class, based on the theory of Wiener filtering [3], or RLS algorithms, based on the theory of Kalman filtering [6]. LMS is an approximation of an algorithm of the steepest descent, which uses the instantaneous gradient estimate vector. In some specialized publications LMS algorithm equation is also known as Windrovov-Holff algorithm [7], and after adjustments it has the following form:



VI. ADAPTIVE SYSTEM IMPLEMENTATION Figure 5 is a principled scheme of the adaptive system in which we conduct simulations of adaptive algorithms LMS and RLS. Principles of this scheme will be implemented in Matlab using the source command (similar to C + +) so the libraries for adaptive filtering which Matlab includes will not be used, but its own source code based on knowledge of the mathematical interpretation of adaptive algorithms will be created. In order to use the adaptive system diagram in Figure 5 in practice, an additional (reference) microphone must be appropriately placed into some part of the noisy environment, so that we were able to record the noise directly.



  h n + 1 = h n + μ x n e ( n ), n = 1 , 2 , 3 ,... (3) n - is the number of iterations, μ - is step-size, which is a positive constant (When you use the LMS algorithms to create an adaptive filter, you must specify a value for the step size. The step size value affects the convergence speed, steady state error, and stability of the adaptive filter.), hn- is the filter coefficients vector, xn - is the filter input vector. The standard LMS algorithm performs the following operations to update the coefficients of an adaptive filter: •



Calculate the output signal y(n) from the adaptive filter.



•



Calculate the error signal e(n) by using the following equation: e(n) = d(n)–y(n).



•



Update the filter coefficients using the equation (3).



RLS algorithm iterates through the weight of each signal in the filter in the direction of the gradient square amplitude error signal with regard to the weight signal. The fundamental difference to the family of LMS algorithms is their statistical approach. Here we work with average values of variables calculated from temporal trends, instead of sample averages, calculated from several realizations of the same random process. The structure of the filter remains the same as it is with the LMS algorithm, only the adaptive process is different as far as the use of averages is concerned. Recursive relation for calculation of a new vector of coefficients of the filter by a correction of the vector from the previous bar is given by:



w ( n ) = w ( n − 1) + k



H



(n )e(n )



(4)



w(n) – is the vector of filter - tap estimates at step n, e(n) – is the estimation error at step n, k(n) – is the gain vector at step.



Fig. 5: The proposed adaptive system. In practice, the choice of a suitable location of the reference microphone, is a serious problem (e.g. hands free in cars), because the microphone has to record only the interference signal (noise), without the useful signal (speech) and the effort on the minimum difference with the reference noise n[n] and the primary microphone n1[n] is additional. Now we came to the fact that the noise at the primary and reference microphone is not the same. This is caused by a number of unidentified acoustic phenomena such as echoes, various distortions in the sound barriers, and last but not least it is the audio delay caused by different pathways (times) of the dissemination of the audio signal from the signal source to the microphone (the formation of the echo as well). This fact is illustrated in Figure 6. Diagram in Figure 6 interprets the principle of the action of the proposed adaptive system. As an example, the noise reduction system in the cockpit of a fighter aircraft was selected. Jet engine noise inside the cockpit fluctuates in the range of about 100 to 150 db, while the pilot's voice reaches values ranging from 30 to 40 db. Therefore it is obvious that clarity in radio communications would be very bad. In the diagram it is thus seen that the reference microphone only records the noise n[n] and the primary microphone records the voice of the pilot s[n] and noise after passing through an unknown acoustic environment n1[n]. Using the signal is then given by: d[n] = s[n] + n1[n]. The fact that the noise at the reference microphone is not exactly the same as the noise at the primary microphone will be simulated by an unknown sound system as shown in Figure 5. The unknown acoustic system was designed as a FIR filter



of the N-th order. Using Matlab the values of the filter coefficients are generated randomly and the generated Gaussian white noise goes through filter. If we design a path from the source of noise to the primary microphone as a linear system, we can devise an adaptive algorithm that teaches the FIR filter to recognize the audio characteristics of the channel. If you then use this filter to the noise recorded by the reference microphone, we can successfully subtract the noise recorded by the primary microphone.



Fig. 6: The actual execution of the adaptive system.



signal spectrum, objective criterion: SNR (signal to noise ratio), subjective criterion: listening tests, behaviour of coefficients (rate of convergence, stability of convergence), mathematical complexity, adaptive algorithm ability to learn, error of the filtration process, etc. As an input speech signal s[n] and authentic recording of pilot‘s voice of a fighter aircraft was used, it was obtained at the server www.freesound.org. For these simulations the first n = 50,000 samples of this audio recording were used. The sample size was chosen because of the large mathematical (time) performance of adaptive algorithms examined. Generally, one simulation (the calculation of both investigated algorithms LMS, RLS) lasted approx. 5 minutes. With the removal of large number of samples the simulation time considerably increased. At first the LMS adaptive algorithm was tested. As a first set of coefficients of the adaptation process zero was chosen. With the LMS algorithm it is important to set the value of a step size (convergence constant), for this simulation value of μ=0.001 was chosen. This value was determined by successive testing. To find the optimal value we try to keep the rule that the algorithm converged quickly while maintaining stability. The second examined algorithm was RLS algorithm. Figure 8 compares the waveforms (time domain) of the investigated signals.



The simplest solution to make such noise suppression could be a direct subtraction of the reference noise (noise only) from the primary signal (voice + noise). Unfortunately this technique will not work well because the noise at the reference microphone is not entirely the same as the noise with the primary microphone. Between the primary and reference microphone a lag occurs corresponding to their distance. Furthermore, unknown acoustic effects are applied. Signal after passing through the adaptive system is without noise (motor noise) and now can be used for further processing in the form of radio communication using AC (Aircraft Communication) [11]. Individual audio recordings for the simulations were obtained as shown in Figure 7.



Fig. 8: Results of time domain experiments.



Fig. 7: Getting audio signal. VI. EXPERIMENTS RESULTS The comparison of results of LMS and RLS adaptive algorithms was done using many criterions, following properties were examined: signal shape,



Another area where the signal can be monitored and evaluated is the frequency spectrum of the signal. In Figure 9 the spectra (frequency domain) of the examined signals are compared.



Figures 8 – 10 and from the values in Table 1, it is possible to conclude that the main advantage of the LMS algorithm lies in its simplicity and low mathematical complexity. The disadvantage of this algorithm is slow rate of convergence and higher value of the MSE filtration process. Adaptive system employing the RLS algorithm shows much better filtration qualities. However this algorithm has higher requirements when it comes to its computational complexity. The Figure 11 shows behaviour of the coefficients during the filtration.



Fig. 9: Results of experiments the frequency domain. The last way of the description is a spectrogram (time-frequency analysis) see Fig. 10. Fig. 11: Comparison of behaviour of coefficients in the course of filtering for algorithms LMS and RLS. From the coefficients behaviour it is apparent, that the LMS algorithm converges slowly and after reaching the optimal value it wavers around this value (it has bad tracking ability). The RLS algorithm on the other hand, converges very fast and it tracks the optimal value quite closely during the filtration. The criterion for comparing the effectiveness of particular algorithms is mainly the increase in signal to noise ratio.



M ( ω ) = 10 log



Ps Uefs = Pn Uefn



(5)



Tab. 2: Resulting SNR values.



Fig. 10: Results of time-frequency analysis. The basic factors for evaluation of adaptive algorithms with regards to the DSP implementation comprise of: rate of convergence, computation complexity, memory footprint, steady state deviation. The properties of the examined algorithms LMS and RLS are summed up in the tables below.



Tab. 1: The properties of the examined algorithms LMS and RLS. Based on the experiments results presented in



When looking at the measured values in Table 2, we can see, that in the signal mixed of speech signal and noise signal SNRSIG, the noise has much higher power than the useful signal. After evaluating the results of filtration using both algorithms, it is evident that both algorithms increased the SNR value significantly. Better results of filtration were achieved using the RLS algorithm. The SNR value represents an objective proof of better filtration performance of the RLS adaptive algorithm. The results acquired using the objective criterion correlate well with the ones acquired using the subjective criterion. i.e. listening tests of recordings created in Matlab. The listening tests showed that the speech intelligibility was good with both algorithms. The output of the RLS filtration algorithm is not distinguishable from the clear speech signal by means of human ear. The LSM algorithm causes slight distortion and at the beginning, decreasing noise level can be heard clearly.



VII. CONCLUSION Within the experiments a simulation of adaptive system was carried out. This system was used to suppress noise, and its practical use is mainly in communication in noisy areas (e.g. transport equipment, factories, sporting events, mines, etc.). This system was tested on a real audio recording of human speech. The examined LMS adaptive algorithm is simple, mathematically undemanding, in tests, however reached lower convergence rate and more errors in filtration process appeared. On the other hand the RLS algorithm is mathematically very complicated. Test results have shown that it is very accurate, achieves low error rate and extremely high speed of convergence. Overall, it was found that the adaptive system for noise suppression based on the RLS algorithm has better filtering properties but at the expense of higher computational complexity of algorithm. Although the LMS algorithm, does not reach as good results as the RLS algorithm, if we take into account the mathematical complexity its use is very interesting. In practice, of course, the lowest possible expenses for realization of adaptive systems while maintaining high quality noise suppression are required. In terms of DSP production costs it will be therefore more convenient to construct DSP intended for the LMS algorithm. Currently, adaptive systems the adaptive algorithm LMS are much more prevalent. In future we can expect steady growth in performance and quality in the field of computer technology. With the induction of powerful DPS the demands for a low computational complexity and memory consumption of different algorithms will fall and therefore it will be possible to realize more complicated and more efficient algorithms. Therefore, it is certainly true that the adaptive filtering is and for a long time it will remain wide open area for scientific research and commercial applications. REFERENCES [1] Signals and Systems : with MATLAB® Computing and Simulink® Modeling. Steven T. Karris. USA : Orchard Publications, 2007. 651 s. ISBN 978-0-9744239-9-9. [2] BLANCHET, Gérard, CHARBIT, Maurice. Digital Signal and Image Processing using MATLAB®. Newport Beach,CA 92663, USA : ISTE USA, 2006. 764 s.. ISBN 978-1905209-13-2. [3] POULARIKAS, Alexander D., RAMADAN, Zayed M. Adaptive Filtering Primer with MATLAB . New York, USA : CRC Press, 2006. 202 s. ISBN 978-0-8493-7043-4. [4] SMÉKAL, Zden k, VÍCH, Robert. Císlicové filtry. Praha : Akademie v d eské republiky, 2000. 218 s. ISBN 80-200-0761. [5] ZAPLATÍLEK, Karel, DO AR, Bohuslav. MATLAB : za ínáme se signály. 1. vyd. Praha : BEN - technická literatura, 2006. 271 s. ISBN 80-7300-200-0 [6] JAN, Jirí. Císlicová filtrace, analýza a rekonstrukce signál . Brno : VUTIUM, 2002.
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