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ABSTRACT



1.



Until robots are able to autonomously navigate, carry out a mission and report back to base, effective human-robot interfaces will be an integral part of any practical mobile robot system, particularly in a time and performance critical environment such as robot-assisted Urban Search and Rescue (USAR). Unfamiliar and unstructured environments, unreliable communications and a multitude of sensors also combine to make the job of a human operator, and therefore the human-robot interface designer, all the more challenging.



Teleoperation remains an important part of our interaction with robots. While autonomy is a desirable goal, it is still several years away. In the meantime, the design of user interfaces for robot awareness and control are critical to the success of applications in mobile robotics.



This paper presents the design, implementation and deployment of a human-robot interface for the teleoperated USAR research robot, CASTER. Proven user interface design principals were adopted from areas such as computer games, in order to produce an interface that was intuitive, minimised learning time and human error while maximising effectiveness. The human-robot interface, was deployed by Team CASualty in the 2005 RoboCup Rescue competition. This competition allows a wide variety of approaches to USAR research to be evaluated in a realistic environment. Despite the operator having less than one month of robot driving experience, Team CASualty came 3rd in the competition, beating teams that had far longer to train their operators. In particular, the ease with which the robot could be driven and high quality information gathered played a crucial part in Team CASualty’s success. Tests with members of the general public further reinforce our belief that this interface is quick to learn, easy to use and effective for its task.



INTRODUCTION



One particularly challenging domain for telerobotics is urban search and rescue. The ultimate goal is for robots are deployed at an earthquake site or other disaster and autonomously search the area, co-ordinate with each other, deliver assistance to those in need and assist in rescuing survivors. Whilst such dreams are obviously a long way off, much research is already being undertaken into technologies that may fulfill this ambitious goal. One thing that greatly complicates USAR compared with other mobile robot applications is that a single robot is designed to address three very distinct problems:



Mobility and situational awareness Safely traverse stairs, ramps and rubble without bumping victims or damaging the robot. Victim identification Detect and describe victims and their characteristics, such as shape of the body, heat, motion etc. Mapping Genereate useful maps that show the location of victims and any nearby landmarks and present them intuitively.



Categories and Subject Descriptors H.4 [Information Systems Applications]: Miscellaneous



General Terms Rescue robots, User Interface



Human Robot Interaction ’06 Salt Lake City, Utah USA



In order to evaluate the success of our approach to USAR, we have entered the Robocup Rescue competition. The RoboCup Rescue Robot League (RRL) aims to provides a standardised and relatively objective measure of performance for research related to USAR. Doing so means that very early in the development cycle, new technologies can be practically evaluated RRL Standard Arenas are intended to be different, but comparable, real-world environments where robots may be tested, much like how various golf courses are different but comparable environments [3]. Examples of RRL Standard Arenas are shown in Figure 1. Whilst each is different, they are designed based on the same rules thus results of testing in the



Figure 1: Examples of RoboCup RRL Standard Arenas. Left is the USAR test facility at the University of Technology, Sydney and right is the competition arena at Osaka



different arenas may be compared. They also intend to be practical approximations to “real world” disaster sites thus debris, loose material, low clearances, victims with varying states of consciousness, multiple levels, variable lighting and radio blackspots are replicated. For practical reasons, other factors such as water and mud are not included and unstable collapses, dust and fire are simulated by lightweight debris, curtains and “fake” heat sources. In this paper, we first discuss the hardware platform that we use for Urban Search and Rescue. We then present prior work in the field, and explain some general design principles put forward by Scholtz [6]. We then show how we have taken these principles and implemented them in our user interface. Evaluation is performed at the competition and also on members of the general public. Finally, we draw conclusions and show how this would could be extended in future.



Figure 2: Top-down view of CASTER (roll cages removed)



2.



CASTER: THE ROBOT PLATFORM One of the issues with robots in general and rescue robots specifically, is that each is customised. In a competition such as Robocup Rescue, each team’s robots vary greatly in their design. A consequence of this is that the user interfaces can not be understood without understanding the characteristics of the robot. Also of interest for the teams is that unlike many UI design situations where the hardware is pre-determined (such as the desktop), designing a robot from the ground up allows usability to factor into the design.



2.1



Hardware design Figures 2 and 3 show annotated views of the robot, dubbed CASTER (Centre for Autonomous Systems Tracked Exploratory Robot), including sensors.



2.1.1



Locomotion



CASTER is built on a Yujin Robotics Robhaz DT3 base [5]. This robot base is weatherproof and extremely robust, indeed it is designed to survive the detonation of small explosives. The robot has two pairs of rubber tracks for locomotion. The front pair of tracks follow a triangular path, allowing the DT3 to climb over obstacles and stairs whilst a conventional flat rear pair provide additional traction. Turning



Figure 3: Oblique view of CASTER



is accomplished by differentially driving the right and left tracks.



2.1.2



Sensors



To achieve the three goals mentioned in ??, the following sensors mounts were installed:



tracks are slipping, if motors are being loaded, if the robot is high-centered or if it is brushing up against an obstacle. Finally, an accelerometer provides information on the robot’s attitude and allows the operator to make decisions as to CASTER’s stability.



2.1.4 • TracLabs Biclops pan-tilt unit with armoured camera mount • Logitech QuickCam Pro 4000 colour digital main camera plus high brightness white LEDs (on armoured camera mount) • CSEM SwissRanger 2 time-of-flight range imager (on armoured camera mount) • FLIR ThermoVision A10 thermal camera (on armoured camera mount) • Sony ECM-MS907 stereo microphone (on armoured camera mount) • IP9100A quad ethernet video capture device • 3 auxiliary cameras (connected to IP9100A video capture device) • ADXL311 accelerometer Figures 2 and 3 illustrate the placement of these sensors on the robot. The following subsections describe the sensing fitout in greater detail from the perspectives of situational awareness, victim identification and mapping.



2.1.3



Situational awareness



The DT3 robot base can move in highly unpredictable ways on unstructured terrain due to its length, articulation and the fact that it skid-steers. Given the difficulty of the environment itself and the very real prospect of becoming stuck or unstable, situational awareness is critically important. Four colour cameras provide visual feedback to the operator. A high resolution webcam on the pan-tilt unit forms the main driving camera and is able to observe the area immediately in front of the robot as well as to the sides and rear. Large sensing shadows near the robot’s left and right shoulders are covered by two auxiliary cameras mounted at the rear, which also assist in lining up the robot with openings and obstacles. A wide angle rear-view camera covers the sides and rear of the robot and assists in avoiding collisions with obstacles that may not be visible from the main camera. It is mounted on a vibration damped flexible boom to prevent damage. CASTER also carries high powered lighting, positioned so as to not shine directly into any of the cameras. Combined with the main camera’s ability to cope with highly varied lighting conditions, CASTER is able to operate in lighting conditions ranging from floodlit to complete darkness. The microphone provides the operator with feedback on the robot’s behaviour. By listening, it is possible to determine if



Victim identification and diagnosis



Three groups of sensors were used for victim identification – the four colour cameras, the thermal camera and the stereo microphone. In addition, the range imager was used to accurately determine the position of victims once identified (see section 2.1.5). To aid victim identification, the thermal image data was superimposed on the main camera image. Occasionally, the auxiliary cameras were also used for victim identification, especially near ground level. These two groups of sensors together provide 3 signs of life – heat, form and motion. Finally, the stereo microphone was intended for use in locating victims, identifying their state and providing an additional sign of life. Unfortunately technical issues resulted in the output being mono-only, albeit with a high degree of directionality.



2.1.5



Mapping



The core of CASTER’s mapping capabilities lies in the range imager [4], which provides 3 channels of information per pixel – distance, reflected near-infrared intensity and ambient near-infrared intensity. Mounted on the pan-tilt unit along with the colour main camera and thermal imager, 7 channels of information (distance, near IR reflectance, near IR ambient, red, green, blue and temperature) are available for each pixel and allow for the construction of very informative 3D maps, as well as provide a potentially very rich data set for further image processing. The pan-tilt unit assists in this process by providing very accurate positioning of the sensors, thus allowing the accurate integration of sensor measurements taken from different directions. An accelerometer measures the robot’s pitch and roll, allowing 3D data to be pre-rotated to the horizontal.



3.



PREVIOUS WORK ON RESCUE ROBOT INTERFACES



Current human-robot interfaces for mobile robots are often hard to use, confusing and suffer from both information overload (too much information) and poor situational awareness (a lack of appropriate information about the robot’s environment [2]). Mostly developed by the same people who developed the robot itself, such interfaces also tend to be highly unintuitive and non-standard [6]. Further, it can not be assumed that commercial systems are necessarily better designed. The iRobot PackBot EOD !!! REF!!!, for example, is driven by two 6 degrees of freedom pucks. Depending on the task at hand, in some cases the left puck drives the robot whilst the right puck controls the camera and in other cases the reverse is true. Sometimes a twist of the puck to the left rotates the flippers forward, in others a roll of the puck to the right rotates the flippers forward. The interface is so obviously counter-intuitive that they need to include a “cheat-sheet” as part of the interface.



Robots with more complex capabilities suffer from this problem to an even greater degree. RoboCup Rescue Robot League entries must generate maps and record information on victims and landmarks. The problem of information overload is very real yet surprisingly little seems to have been done in addressing this problem. Examples of interfaces appearing in this competition include those from IUT Microbot (2003 3rd place) !!!! FIG !!!! and Toin Pelican (2004 1st place) !!!! FIG !!!!. The ability to both drive the robot, often using several cameras, and record data about the robot’s surroundings whilst maximising the operator’s throughput is clearly not assisted by the design of these interfaces, with multiple overlapping windows and often multiple screens that need to be consulted at the same time. Some groups have made advances in this area. The video display plays an integral part in operator feedback and effective control of the video feed, and the effective presentation of information over and around the video feed, makes a big difference to the success of a the human-robot interface [1] [6]. Two examples of interfaces that attempt to maximise the effectiveness of this display by intuitively combining it with other relevant information include the RoBrno (2003 1st place) !!!! FIG !!!! [8] and an interface developed at the University of Massachusetts Lowell !!!! FIG !!!! [1]. In both cases, the focus is on providing information without requiring the operator to divert attention from the main video screen. The RoBrno interface does this by providing transparent overlays over the video screen. They also go one step further by providing the operator with a tracked head-mounted display so they may move the robot’s camera simply by moving their head. Wherever possible, information is displayed graphically. For instance, the camera’s direction is displayed as a crosshair and not a number. The current camera being viewed is not indicated by text, instead a graphic of the robot is shown with the current camera and drive state indicated by colours. Where numbers are used, they are used sparingly and highlighted by suitable colours when their value becomes important. The INEEL interface !!!! CHECK !!!! in contrast is somewhat more conventional, comprising of a video screen but seeks to either overlay relevant information, such as thermal imagery, over the video feed or adds relevant information to the borders of the video feed, such as the rearview camera, sonar and mapping. The INEEL interface also provides varying degrees of autonomy and an alerting system that provides specific prompts to the operator regarding critical status indicators and suggestions for appropriate actions. By having the system monitor the robot’s status and only disturb the operator’s consciousness when necessary, information overload due to the need to monitor multiple guages and numbers is avoided.



3.1



Design Principles



The field of human-robot interfaces is still in its infancy; examples of specific attributes that define a good human-robot interface do not yet exist. However, several guidelines can be proposed that can help shape the design of a good interface. Principals from human-computer interaction research provide a starting point and emphasise the importance of



interfaces that are visually and conceptually clear and comprehensible, aesthetically pleasing and compatible with the task at hand and the user [6]. In particular, HCI-inspired principals that apply particularly strongly to HRI design include: Awareness The operator should be presented with enough information to build a sufficiently complete mental model of the robot’s external state (the robot’s surroundings and orientation) and internal state (system status). Note that this should be tempered with the requirement for familiarity – information overload is a very real risk. Efficiency There must be as little movement as possible required in the hands, eyes and, equally importantly, focus of consciousness. Familiarity Wherever possible, concepts that are already familiar to the operator should be adopted and unfamiliar concepts (including those that induce information overload) minimised or avoided. If necessary, information should be fused to allow for a more intuitive presentation to the operator. Responsiveness The operator should always have feedback as to the success or failure of actions.



4.



UI DESIGN



Human-robot interactions, for teleoperation in particular, add additional challenges. For effective, safe and rapid control, the operator must be able to “project their consciousness”; in other words try to place themselves cognitively in the same position the robot is in. The first barrier comes from the robot often having a very different morphology to the human operator. A suitable mapping between what a human considers as intuitive movement must somehow translate to sensible movements in the robot. Whilst a motor vehicle moves very differently to a human, most operators are already familiar with how to control a motor vehicle so instead of mapping human-like movement to robot movement, a mapping from motor-vehicle-like movement may be sufficient. The second barrier comes occurs because sensing is displaced and sensors may not match what a human is used to. The operator only senses what the robot can sense and does so from a remote location. In addition, some of the sensors provide information unequipped humans do not have, such as thermal imaging. Such sensors still need to be presented in an intuitive manner, in order for the operator to build a cognitive model of the robot’s environment. There is one industry that already tackles these issues headon, with considerable success. The computer games industry, in particular first-person-shooter computer games, share many of the same user interface problems that mobile robots do – the characters being controlled may be morphologically different from the operator, time and accuracy are critical, there may be additional “sensors” available to the operator and the primary method of feedback is a video screen.



feedback on the angle of the pan-tilt unit. It faces the direction CASTER is pointing, hence indicating the direction in which the robot would travel if it were driven forward. It was found to be highly intuitive. This uses the information coming back from the pan-tilt head to offer better responsiveness. Images from the thermal camera may be overlaid onto the main camera image. To reduce clutter, areas of the image below a threshold temperature are unaffected whilst those above are tinted with a colour between red and yellow depending on temperature. Experimentally, it was found that tinting areas between 30◦ and 35◦ was effective. This maximises awareness by integrating different sensors into a single display, while simultaneously improving efficiency.



Figure 4: Screen shot of the user interface



The interfaces developed must also be intuitive and standard across different games. Furthermore, first person shooters have been widely deployed, widely tested and fine tuned as we currently approach the sixth generation of first person shooters (using the successful Doom and Quake series games as a benchmark). Hence we have tried to build an interface that is based on – as much as possible – the design and interface of computer games. Figure 4 shows the user interface. Each element was designed in accordance with the four criteria defined above. For example, the layout of the display is similar to the heads-up display mode present in games with the middle of the screen free and additional information in the periphery. In addition, based on familiarity with the driving experiences, the auxiliary cameras are displayed in a manner that corresponds to the layout in a vehicle with rear, left and right mirrors (note that the images are not reversed as would be typical). This layout maximises awareness since the user has views of almost all the sensors available, while not creating information overload. If the user does feel there is too much information, with a single key all the additional information can be hidden. Efficiency is maximised since the user does not have to manually switch between the alternate cameras. Non-visual sensor information is rendered in primary colours in order to maximise visibility, but are also rendered as a translucent so that the user maintains awareness of what is behind them. Edges, however, are rendered non-transparently so that there is a clear demarcation between the superimposed and underlying visual data. The accelerometers are rendered using the “artificial horizon” metaphor frequently found in aircraft and flight simulators. On the top right hand right side is a display is a network strength indicator that is analogous to that found on a mobile phone, and a speed indicator that shows the fraction of maximum speed; similar to the bar graphs on some vehicles. A translucent 3D arrow in the middle of the screen provides



The user may also optionally observe the raw thermal image, which appears above the right side camera view by pressing a key. Intuitive control is obtained by adopting controls similar to those used in first-person-shooter computer games such as Quake, Half-Life and Unreal. The left hand operates the keyboard and controls robot movement via the keys W, A, S and D, which are arranged in an inverted-T. For instance, the W key moves the robot forward as long as it is held down. The right hand operates a mouse and controls the pan-tilt unit by holding down the left mouse button and dragging. The mouse is not captured to allow the operator to, optionally, run the driving interface in a window in conjunction with other programs such as a notepad or messaging system. The scrollwheel on the mouse controls the robot’s forward, reverse and turning speeds and operates as a throttle preset. Due to control lag, moving the pan-tilt unit long distances with the mouse became excessively time consuming, thus preset positions were added. These were activated through hotkeys, rapidly moving the pan-tilt unit to pre-defined positions such as all-the-way-back or just-in-front-of-left-track. The operator could then refine the position with the mouse. The number keys on top of the keyboard were chosen for the hotkeys. Other keyboard controls are available for initiating a scan macro action, hiding additional telemetry information and indicating the presence of victims and landmarks. No additional interface or context switch is used to indicate the position of a landmark or victim. Instead, from within the driving interface the operator positions the mouse cursor over the victim or landmark and, instead of dragging with the left mouse button, clicks the middle mouse button. Based on the cursor’s image position, the range imager locates the corresponding point in 3D space and automatically annotates the map. The cursor appears as a blue square to indicate the area over which the range imager’s measurement will be averaged. The interface then prompts the user for details of the landmark or victim via a text entry window. This window is small and does not obstruct the main driving interface so as to reduce the disorientating effects of the context switch. Typing text into this entry window is the only occasion that requires the operator to deviate from



the left-hand-on-keyboard, right-hand-on-mouse configuration; the use of voice recognition is a possible extension for this purpose. It is also important to note that this layout specifically avoids the driver having to use two interfaces – one for driving and one for victim and landmark placement. Many other teams, for example, use a map-based view for victim and landmark placement; with the operator having to work out the correspondence between what is on the screen and what is in the map. The use of a 3D range imager gives us greater flexibility in this regard and the above interface takes full advantage of it.



5.



EVALUATION



The development process was iterative. Whenever a new feature was added it was incrementally evaluated with the operator that was to drive the vehicle in the competition. The user interface for driving was stabilised approximately one month before the competition. Prior to the competition, there was only four days of “dry run” practice at the University of Technology Sydney USAR test facility. Outside of these times, the testing had to be done in a normal “open plan” office area without the typical obstacles. In the competition, Team CASualty came second in the preliminary round, second in the semi-finals and third in the final round. It is our belief that the user interface was a significant component of our eventual success; especially considering that our driver had only had a few days in a rescue arena. We had numerous other problems that led to there being significant delays (“lag”) in video communication. We feel that if these issue had been solved, our performance might have been better. In order to evaluate the user interface, we observed “overthe-shoulder” video recordings of the user interface provided by staff of NIST of three missions of the competition. Due to shortness of time, a complete analysis is not possible. However to observe the functionality of the user interface, the runs were analysed for “critical incidents”, such as times when victims were identified or a particularly complex manoevre was attempted. In one case (semi-final 3), the user drove to an area that had three victims in it, called the stepfield. In 65 seconds, the operator stopped CASTER completed a scan to generate a map of the area, tagged the location of three victims and also placed a landmark. After completing this, he then mounted the stepfield to gather victim identification for the three labelled victims. During the time the robot was stationary, the operator clicked or dragged the mouse a total of six times, and aside from typing in the labels for the victims, only had to press a total of 4 keys. There did not seem to be any operator errors. Other critical incidents show similar patterns of operation, with minimal operator error. This leads us to believe that the goals of efficiency and familiarity were successfully achieved. As a further test of its usability, a public display was set up where members of the public with an interest in the robot (mostly young males) were allowed to experiment with the



robot. A simplified disaster site with victims and debris was set up. Approximately 10 people were given the opportunity to drive the vehicle ranging in age from approximately 8 to 22. Within a few minutes, many of the drivers were well acquainted with the user interface. Two interested drivers then sought to run “rescue missions” where they actually drove around the disaster scene and identify missions. Drivers were using both the driving and pan-tilt camera control. Several of the users made comments like “This is just like Counterstrike [a popular computer game] but for real.” The simplicity of learning the user interface and the fact that so little time was required to learn it leads us to believe that the user interface imposes minimal cognitive load [7]. This allows the operator to “get on” with the other tasks involved in USAR, without having to focus on the user interface.



6.



CONCLUSION AND FUTURE WORK



Although a more in-depth evaluation of the results is necessary to confirm this, based on our initial evaluation it would appear that an effective user interface design based on the principles of awareness, familiarity, efficiency and responsiveness allows the operator to: • Learn the interface very quickly. • Control the robot effectively with full situational awareness. • Efficiently identify, describe and place victims and landmarks. • Reduce the number of operator errors. Using the interface metaphors based on computer games, aircraft and mobile phones seems to have reduced the learning time significantly on the tasks. Presenting all the information simultaneously, but integrating it in such a way that minimal context changes were necessary seemed to increase efficiency significantly. In order to more properly evaluate the user interface, we would like to do a comparative study of how other teams with similar “critical incidents”. NIST has gathered video recordings of the operators, and we hope to analyse these results in future work. The next iteration of this interface will be significantly different. The main reason for this is that our approach will evolve to support the following functionality: • Multiple robots. • Mixed initiative autonomy for control. • Autonomous map building. Applying the same principles to this much more complex control issue will be much more demanding in terms of forethought and development. For example, it is possible with a single robot to “hide” many of the issues relating to mapping, but with many robots this becomes more difficult.
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