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Abstract The hippocampus plays a central role in spatial representation, declarative and episodic memory. In this area, so-called place cells possess high spatial selectivity, firing preferentially when the individual is within a small area of the environment. Interestingly, it has been found in rats that these cells can be active also when the animal is outside the location or context of their corresponding place field producing so-called ‘‘forward sweeps’’. These typically occur at decision points during task execution and seem to be utilized, among other things, for the evaluation of potential alternative paths. Anticipatory firing is also found in the ventral striatum, a brain area that is strongly interconnected with the hippocampus and is known to encode value and reward. In this paper, we describe a biologically based computational model of the hippocampalventral striatum circuit that implements a goal-directed mechanism of choice, with the hippocampus primarily involved in the mental simulation of possible navigation paths and the ventral striatum involved in the evaluation of the associated reward expectancies. The model is validated in a navigation task in which a rat is placed in a complex maze with multiple rewarding sites. We show that the rat mentally activates place cells to simulate paths, estimate their value, and make decisions, implementing two essential processes of model-based reinforcement learning algorithms of choice: look-ahead prediction and the evaluation of predicted states. F. Chersi (&)  G. Pezzulo Institute of Cognitive Sciences and Technologies, CNR, Via S. Martino della Battaglia 44, 00185 Rome, Italy e-mail: [email protected] G. Pezzulo Istituto di Linguistica Computazionale, CNR, Via Giuseppe Moruzzi, 1, 56124 Pisa, Italy
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Introduction For animals, spatial navigation is strongly associated with the choices of where to go to find food or other rewards. These decisions are typically of two types: habitual and goal-directed. Habitual decisions correspond to the selection of actions that have been previously reinforced in a stimulus–response fashion. Goal-directed mechanisms instead predict (navigation) action outcomes and evaluate them according to the animal’s motivations and goals. In navigation-related choices, the hippocampus (HPC) is an ideal candidate for the latter mechanism, as it is involved in spatial processing, memory formation, sequence learning, and route planning abilities (Lisman and Redish 2009). Experimental findings have shown that it forms an allocentric ‘‘spatial map’’, in which the location of the animal and the external cues are represented by the firing of neurons termed place cells. Interestingly, recent studies have shown that at intersection points in mazes place cells ‘‘sweep’’ down first one arm of the maze after the other while the animal stands still (Johnson and Redish 2007; Dragoi and Tonegawa 2011). These forward sweeps can be interpreted as sequences of action-outcome predictions (plans) and are consistent with the view that animals are preferentially under the control of goal-directed mechanisms of choice before they acquire sufficient experience to develop a habit. A candidate for the ‘‘evaluation component’’ necessary for goal-directed choice is the ventral striatum (VS), because it is generally associated with rewards and value representation, and receives projections from the
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hippocampus, which is capable of modulating its firing (Lansink et al. 2009; Pennartz et al. 2011). Reward expectancies related to different choices of paths (or policies) might be compared and used to select reward-delivering actions, even when they were not previously reinforced (as it in necessary for habitual choice).



The hypotheses The model we propose in this paper is based on the following four hypotheses. First, hippocampal place cells are not strongly interconnected to form a graph of the environment [as commonly assumed in computational models of hippocampus, see (Lei 1990; Martinet et al. 2011)]. This choice is motivated fundamentally by two experimental findings. The first one is that it has been observed that place cells can modify (remap) their representation of space very rapidly when objects or features of the environment are changed (Leutgeb et al. 2005, 2007). Should these cells be hard-wired to others in the HPC, the remapping of one or more of them would create distortions of the cognitive map (since connections cannot be rewired instantly), with distant places suddenly resulting connected. The second is that during forward sweeps, activity propagates first along one direction and then along the other. If neurons were directly connected to their neighbors, activity would propagate in all directions like a wave front. The second hypothesis is that HPC neurons in general do not directly encode the value of locations (although they can code valuable positions). This is instead mainly done by neurons in the ventral striatum. Third, mental simulations and decision-making are realized by virtually ‘‘walking in the hippocampus’’ and not through simple activity diffusion. This concept is radically different from diffusion models (Lei 1990; Martinet et al. 2011) because it postulates a strong involvement of motor and sensory areas in the planning process.



Fig. 1 Representation of the maze, the hippocampal layer (green spheres are the place cells) and the ventral striatum layer (value cells). Each place cell is receptive for a small portion of the maze and projects to the value neurons (color figure online)
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Fourth, ventral striatum neurons can be excited and inhibited by prefrontal and limbic areas which determine the current desire of the animal.



Model details Our setup consists of a complex T-maze (see Fig. 1) that a virtual rat can freely explore. The maze contains a home position, where the rat is repositioned at every beginning of a trial, one location for food (yellow square) and one for water (blue square). The architecture that controls the behavior of the rat consists in a multi-layer network of firing rate-based neurons. The first layer corresponds to the hippocampus and contains neurons that replicate place cells. The second layer represents the ventral striatum and contains only few neurons (in this particular implementation 2), which provide the value of the current place with respect to a specific reward. Their firing rate provides also an indication of the probability of obtaining the reward and the proximity to the goal location. Each place cell possesses a limited receptive field and is activated when the rat is in the corresponding position. The number of place cells grows during exploration: whenever the rat is outside all the existing receptive fields, a new neuron is created to cover that location.



Mathematical details Each unit in the different layers of the network is described by a firing rate model with synaptic currents (Dayan and Abbott 2001). This allows to compactly represent complex interactions between excitatory and inhibitory neurons and to explicitly take into account the dynamics of ionic currents and neurotransmitters. The set of equations governing the behavior of a single unit is the following:
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Fig. 2 Activity level of two striatal neurons encoding two rewards (left: yellow = food; right: blue = water) in different locations of the maze. Brighter colors mean higher activity. These activations form a gradient that increases in direction of the goal places (color figure online)



8 dIsyn > < sI dt ¼ Isyn þ Iext m ¼ gðIsyn Þ > : sJ dJ ¼ J þ m  ð1  JÞ dt where Isyn is the total synaptic current, and sI = 30 ms the corresponding time constant, Iext the external input current, m the firing rate, J a current due to slow neurotransmitters used as eligibility trace for learning (see below), sJ = 300 ms the corresponding time constant, g() the current-tofiring rate (I–f) response function of a unit, which in this case has been modeled as:  gðIÞ ¼ g0  tanh½cðI  Ithr Þ for I [ Ithr gðIÞ ¼ 0 for I\Ithr where g0 = 150 Hz determines the maximum firing rate and c = 1.5109 A-1 the steepness of the response function, and Ithr = 410-10 A is the firing threshold.



Connectivity and learning rule Place cells in the HPC layer are connected only to the neurons in the VS layer. They also receive inhibitory and excitatory input from prefrontal and limbic areas (which for



Fig. 3 Schematic representation of the mechanism for decisionmaking through mental simulation. Left panel: the rat reaches a decision point. Previously learned HPC-VS connections encode the
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sake of simplicity are not explicitly modeled in this paper). Hippocampal-striatal connections are plastic and are updated according to a dopamine-modulated eligibility trace-dependent rule (Sutton and Barto 1998): when the animal reaches a foraging site, the corresponding HPC and VS neurons are activated and the network receives a reward in form of a dopamine increase DA. This increase modifies the synaptic weights according to the following equation: Dwik ¼ k  Ji  mVS;k  DA where wik is the weight between the ith neuron in the hippocampus and the kth neuron in the VS, k the learning rate, Ji the slow current of the HPC neuron, mVS,k the firing rate of the VS neuron. The slow current is used as an eligibility trace for modifying synaptic weights of neurons that represent places the animal has visited before finding the reward. As training proceeds, VS neurons become more strongly connected to locations and form sort of maps with gradients leading to the reward sites (see Fig. 2).



Mental simulation and decision-making The ultimate goal of the rat is to obtain as much reward as possible. To this aim, when it reaches intersections it has to choose the direction that leads most rapidly and most probably to the foraging site. In this model, the ‘‘value’’ of a path is obtained by subsequentially activating the corresponding place cells, which in turn causes the firing of the connected value cells in the VS. According to our hypothesis, place cells can be activated either by physically being or by simulating to be in the corresponding receptive field. In this view at each intersection, the rat simulates itself advancing first along one arm of the maze and then along the other one (see Fig. 3), memorizing the corresponding activations of the VS neuron for the desired goal (food or water). The value U of a route is calculated as:



value of a location. Middle and right panels: the rat simulates first going left and then right and memorizes the corresponding value
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Fig. 4 Left panel: the multiple T-maze utilized in our simulations. Middle panel: performance of the rat as a function of time steps with and without dynamic look-ahead sweeps. Right panel: percentage of



U¼



N 1 X  mi N i¼1



where mi is the response of the striatal neuron and N is the number of simulated steps (where one is step of the size of the receptive field). The decision is taken following the direction that produced the highest striatal response. In order to favor initial exploration, we have introduced a random component rand into the decision equation which thus takes the following form: Uright  Uleft þ rand [ h where h is the threshold that determines whether to go left of right. As learning proceeds, the neural gradient becomes stronger than rand and begins to influence the choices favoring the direction of highest value. Results We tested our model in the simulated multiple T-maze task represented in Fig. 4. In this implementation, the rat is initially placed in the home position (bottom left corner). It can freely move around the maze, and when it finds either the yellow or the blue spot, it receives a reward and is re-placed to the home position. Figure 4 shows the performance of the rat as a function of time with and without the use of forward sweeps. Our findings support an adaptive role of forward sweeps in navigation domains (middle panel) and a gradual passage from exploratory to instrumental strategies for choice (right panel). Conclusions We proposed a biologically inspired model of the hippocampus-ventral striatum circuit involved in goal-directed decision-making, which belongs to the broader category of
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times when the result of the mental simulation changes the initial random decision (one time step is approximately 10 ms)



‘‘model-based’’ reinforcement learning models. This approach relies on a ‘‘forward model’’ of the environment to simulate (navigation) action outcomes. Its core assumption is that at decision points, animals simulate the outcome of possible actions by virtually ‘‘walking in the hippocampus’’, meaning that these simulations seem as real and embodied to these brain areas as the physical actions at the point that pre-motor, sensory, and cognitive areas are activated in the same way as if the animals were actually walking in the physical world except that no over motor output is produced. More precisely, simulating to go in a certain direction causes the path integration circuit to calculate the new position and the (forward module of the) sensory area to provide the expected sensory state. These in turn cause a specific place cell to fire. In the current implementation, the combination of information from hippocampal and striatal neurons is used to compare the value of different routes, but it can be used also to estimate the distance to the target or the probability of receiving a reward, and to evaluate the level or the confidence of one’s knowledge (Pezzulo et al. 2012). Future developments of the model concern the extension of the architecture with the addition of a detailed motor layer that forms habitual motor responses, the addition of a prefrontal layer that is involved in more cognitive planning and decision-making, and the modeling of modulations of ventral striatum activity by limbic and prefrontal areas. To conclude, this architecture could constitute a building block for more sophisticated functions linked to hippocampal processing, such as imagination and constructive memory (Buckner and Carroll 2007; Hassabis et al. 2007). It is possible that these cognitive functions reuse mechanisms similar to forward sweeps in a more flexible way, to assemble episodic memories in novel ways, and estimate their utility and value. Conflict of interest This supplement was not sponsored by outside commercial interests. It was funded entirely by ECONA, Via dei Marsi, 78, 00185 Roma, Italy.
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