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Using Machine Learning Techniques for VPE detection Leif Arda Nielsen∗ Department of Computer Science King’s College London [email protected]



Abstract Although considerable work exists on the subject of ellipsis resolution, there has been very little empirical, corpus-based work on it. We propose a system which will take free text and (i) detect instances of Verb Phrase ellipsis, (ii) identify their antecedents (iii) deal with exceptional cases in finding antecedents and (iv) resolve any ambiguities, providing an end-to-end solution. This paper describes work done on stage (i) of the system, using machine learning techniques. The goal of the system is to be robust, accurate and domain-independent.
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Introduction



Ellipsis is a linguistic phenomenon that has received considerable attention, mostly focusing on its interpretation. An example of Verb Phrase Ellipsis (VPE), which is detected by the presence of an auxiliary verb without a verb phrase, is seen in example 1. (1) John read the paper before Bill did. Insight has been gained through work aimed at discerning the procedures and the level of language processing at which ellipsis resolution takes place. Such work has generally resulted in two views: syntactic and semantic. While the syntactic account (Fiengo & May 94; Lappin & McCord 90; Lappin 93; Gregory & Lappin 97) suggests that ellipsis resolution involves copying syntactic material from the antecedent clause to the ellipsis site, the semantic account (Dalrymple et al. 91; Kehler 93; Shieber et al. 96) argues that this material is obtained from semantic representations. Both views have their strengths and weaknesses, but they have so far not been validated using a corpus based, empirical approach, meaning that their actual performance is unknown. Furthermore, while these approaches take difficult cases ∗
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into account, they do not deal with noisy or missing input, which is unavoidable in real NLP applications. They also do not allow for focusing on specific domains or applications, or different languages. It therefore becomes clear that a robust, trainable approach is needed. Several steps of work need to be done for ellipsis resolution, and the parts they deal with are illustrated in example 2. (2) John4 {loves his4 wife}2 . Bill4 does1 too. 1. Detecting ellipsis occurrences. First, elided verbs need to be found. 2. Identifying antecedents. For most cases of ellipsis, copying of the antecedent clause is enough for resolution (Hardt 97). 3. Difficult antecedents. Resolving cases which straightforward syntactic reconstruction cannot handle. 4. Resolving ambiguities. For cases where ambiguity exists, a method for generating the full list of possible solutions, and suggesting the most likely one is needed. Existing methods, such as those already mentioned, usually do not deal with the detection of elliptical sentences or the identification of the antecedent and elided clauses within them, but take them as given, concentrating instead on the resolution of ambiguous or difficult cases. This paper describes the work done on the first stage, the detection of elliptical verbs. After a heuristic baseline is built, a number of machine learning algorithms are used to achieve higher performance. We have chosen to concentrate on VP ellipsis due to the fact that it is far more common than other forms of ellipsis, but pseudo-gapping, an example of which is seen in example 3, has also been included due to the similarity of its resolution to VPE (Lappin 96).



(3) John writes plays, and Bill does novels.
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Detection of elided VPEs



2.1



Previous work



The only empirical experiment done for this task to date, to our knowledge, is Hardt’s (Hardt 97) algorithm for detecting VPE in the Penn Treebank. It achieves precision levels of 44% and recall of 53%, giving an F1 of 48% using a simple search technique, which relies on the annotation having identified empty expressions correctly. It should be noted that while Hardt’s results are low, this is to be expected as his search in the Treebank is achieved by looking for a simple pattern : (VP (-NONE- *?*)) Low performance in this first stage could lead to systematic errors being introduced, such as VPEs in a certain context being ignored repeatedly, or non-elliptical verbs being accepted as elliptical given a certain context. Such systematic errors can lead to incorrect conclusions being drawn through analysis, so it becomes clear that an initial stage with higher performance is necessary. 2.2



Experimental method and data



The British National Corpus (BNC) will be the corpus used for initial experiments. The gold standard was derived by marking the position in sentences where an elided verb occurs1 . The performance of the methods is calculated using recall, precision and the F1-measure2 . A range of sections of the BNC, containing around 370k words3 with 712 samples of VPE was used as training data. The separate test data consists of around 74k words4 with 215 samples of VPE. 1 Currently only one annotator is available, but this will be remedied as soon as possible. 2 Precision and recall are defined as :



Recall =



N o(correct ellipses found) N o(all ellipses in test)



(1)



P recision =



N o(correct ellipses found) N o(all ellipses found)



(2)



The F1 provides a measure that combines these two at a 1/1 ratio. F1 = 3



2 × P recision × Recall P recision + Recall



(3)



Sections CS6, A2U, J25, FU6, H7F, HA3, A19, A0P, G1A, EWC, FNS, C8T 4 Sections EDJ, FR3



The sections chosen from the BNC are all written text, and consist of extracts from novels, autobiographies, scientific journals and plays. The average frequency of VPE occurrences for the whole data is about once every 480 words, or once every 32 sentences. 2.3



Baseline approach



As our initial corpus is not parsed, but contains POS tags, it is desirable to develop a VPEdetection algorithm that can perform well using only POS and lexical information. A simple heuristic approach was developed to form a baseline. The method takes all auxiliaries as possible candidates and then eliminates them using local syntactic information in a very simple way. It searches forwards within a short range of words, and if it encounters any other verbs, adjectives, nouns, prepositions, pronouns or numbers, classifies the auxiliary as not elliptical. It also does a short backwards search for verbs. The forward search looks 7 words ahead and the backwards search 3. Both skip ‘asides’, which are taken to be snippets between commas without verbs in them, such as : “... papers do, however, show ...”. The algorithm was optimized on the development data, and achieves recall of 89.60% and precision of 42.14%, giving an F1 of 57.32%. On the test data, recall is 89.30%, precision 42.76%, and F1 57.82%. 2.4



Transformation-based learning



As the precision of the baseline method is not acceptable, we decided to investigate the use of machine learning techniques. Transformation based learning (Brill 95) was chosen as it is very flexible and a powerful learning algorithm. Generating the training samples is straightforward for this task. We trained the µ-TBL system5 (Lager 99) using the words and POS tags from BNC as our ‘initial guess’. For the gold standard we replaced the tags of verbs which are elliptical with a new tag, ‘VPE’. Two example sentences from the training data are seen in figure 1. 2.4.1 Generating the rule templates The learning algorithm needs to have the rule templates in which it can search specified. As an initial experiment, we used a sample set of rule 5



Downloadable from http://www.ling.gu.se/∼lager/mutbl.html



Word I mean I would , but you would nt . I won did nt I ?



POS PNP VVB PNP VM0 PUN CJC PNP VM0 XX0 PUN PNP VVD PUN VDD XX0 PNP PUN



gold-POS PNP VVB PNP VPE PUN CJC PNP VPE XX0 PUN PNP VVD PUN VPE XX0 PNP PUN



Figure 1: Input data to TBL templates that was included in the µ-TBL distribution, the templates used by Brill to train a POS tagger, which uses the 3 word neighbourhood context, but in a limited way. The results of training the system with these templates is seen in table 1, where the threshold is the value new rules need to satisfy in number of improvements, or the algorithm stops learning. Lower thresholds mean more rules are learned, but also increases the likelihood of spurious rules being learned. Threshold 5 3



Recall 48.13 51.87



Precision 70.07 70.70



F1 57.06 59.84



Table 1: Results with simple POS tagging rule templates The top 10 rules learned are seen in figure 2. The first column shows the score of the rule, which is how many corrections it made to resemble the gold standard more. The second column is which tags it changes, and the third column what tag it changes them into. The last column indicates the conditions for the rule to be applied; for the first rule in the table, this means that the rule is applied only if one of the next 2 words is tagged as ‘PUN’; the second rule is applied if the previous word is tagged as ‘PNP’ and the next word ‘PUN’. It can be seen that the first and third rules learned by the TBL algorithm with the given templates are rather crude; if a word with tag ‘VDD’ or ‘VDB’ occurs one or two words before a punctuation mark, it’s a VPE. This does, of course, reflect the corpus in that a majority of the instances of



VPE are indeed found at the end of sentences. Many of the other rules encode sequences such as ‘He can.’ (rule 2,), ‘did he ?’ (rule 5). The only rule that makes it to the top 10 which corrects spurious VPE tags introduced by previous rules is rule 8; if any of the three following words is an infinitive lexical verb, it changes the VPE tag back to ‘VDB’, as it was incorrectly tagged by rule 3. Adding some more extended templates, up to 10 words ahead and behind, experiments were repeated. It must be noted that this extension is simplistic and consists of a search for a single tag or word in the 5 to 10 word neighbourhood as an indication for VPE, but does not include any permutations. Threshold 5 3



Recall 57.01 59.81



Precision 81.88 80.00



F1 67.22 68.45



Table 2: Results with simple POS tagging templates extended with handwritten templates To make the learning a b c d e process more indepenX X X X X X X X X x dent, we would like to X X X x X have a larger set of ... templates which are not x x x X x x x x x X handcrafted. We generated templates based on all permutations of {tag[-1,-2,-3]a & tag[1,2,3]b & wd[-1,-2,-3]c & wd[0]d & wd[1,2,3]e }, seen on the right as a binary countdown from 11111 to 00000. The results of using these templates is seen in table 3. Threshold 5 3



Recall 31.31 37.85



Precision 72.83 69.23



F1 43.79 48.94



Table 3: Results with grouped neighbourhood templates As the grouped templates do not give such good results, we tried generating templates based on all permutations of {tag[-2], tag[-1], tag[+1], tag[+2], wd[-2], wd[-1], wd[0], wd[+1]}. We would have liked to do this over a larger context, but the number of permutations gets too large for the learning algorithm, which runs out of memory. The results with these templates are seen in table 4. Combining all the templates discussed so far, the results seen in table 5 are obtained. As the recall



Rank 1 2 3 4 5 6 7 8 9 10



Score 50 29 28 28 26 20 11 11 11 10



Change VDD VM0 VDB VBZ VM0 VM0 VDB VPE VDD VHB



to VPE VPE VPE VPE VPE VPE VPE VDB VPE VPE



if tag[1,2]=PUN tag[-1]=PNP and tag[1]=PUN tag[1,2]=PUN tag[-1]=PUN and tag[1]=XX0 tag[1]=PNP and tag[2]=PUN tag[1]=XX0 and tag[2]=PUN wd[0]=do and wd[2]=you tag[1,2,3]=VVI tag[-1]=CJS tag[1]=PNP and tag[2]=PUN



Figure 2: Top 10 rules learned by Brill’s POS tagging templates Threshold 5 3



Recall 55.14 57.94



Precision 74.21 72.09



F1 63.27 64.25



recall are increased, with F1 increasing by more than 5%7 .



Table 4: Results with small neighbourhood templates is the lower figure, we decided to concentrate on increasing it. It can be seen in tables 2, 3 and 4 that lowering the threshold increases recall, but reduces precision. Modifying the rules learned by removing those which correct possibly spuriously tagged ellipses6 , we can increase recall, but again at a cost to precision, as seen in the rows with the ‘modified’ attribute set to ‘yes’ in table 5. Threshold 5 5 3 3



Modified no yes no yes



Recall 50.93 53.73 62.15 65.42



Precision 79.56 70.55 75.56 67.96



F1 62.11 61.00 68.20 66.67



Table 5: Results for initial transformation based learning 2.4.2



POS grouping



Despite the fact that the training data consists of 370k words, there are only around 700 elided verbs in it. The scarceness of the data limits the performance of the learner, so a form of smoothing which can be incorporated into the transformation based learning model is needed. To achieve this, auxiliaries were grouped into subcategories of ‘VBX’, ‘VDX’ and ‘VHX’, where ‘VBX’ generalizes over ‘VBB’, ‘VBD’ etc. to cover all forms of the verb ‘be’; ‘VHX’ generalizes over the verb ‘have’ and ‘VDX’ over the verb ‘do’. The results of this grouping on performance are seen in table 6. It is seen that both precision and 6



Rules which change a ‘VPE’ tag to something else, such as the rule seen in the eighth rule in figure 3



Threshold 5 5 3 3



Modified no yes no yes



Recall 68.22 68.22 68.69 68.69



Precision 82.02 79.78 79.03 76.56



F1 74.49 73.55 73.50 72.41



Table 6: Results for partially grouped transformation based learning To further alleviate the data scarcity, we then grouped all auxiliaries to a single POS tag ‘VPX’. Rules learned after this full grouping are seen in figure 3. The rules which are learned by the system are quite simple, such as ‘[He laughed], did/didn’t he ?’ (rule 1/2), ‘[He] did so’ (rule 5), ‘As did [his wife]’ (rule 9). The performance of the system increases even more with the extended grouping, by close to 3% for F1, as seen in table 7. These experiments suggest that for the task at hand, the initial POS tag distinctions are too fine grained, and the system benefits from the smoothing achieved by grouping. Threshold 5 5 3 3



Modified no yes no yes



Recall 69.63 71.96 71.03 73.36



Precision 85.14 78.57 82.61 76.96



F1 76.61 75.12 76.38 75.12



Table 7: Results for further grouped transformation based learning For best F-measure, the system can achieve recall of 69.6% and precision of 85.1%. Tilting the balance in favour of recall increases it to 73.4%, but reduces precision to 77%. Here, as in most of 7



It may be noted that modifying the rules learned does not change the recall for this experiment, but this is a coincidence; while the numbers are the same, there are differences in the samples of ellipses found.



Rank 1 2 3 4 5 6 7 8 9 10



Score 150 130 86 64 36 34 32 30 26 26



Change VPX VPX VPX VPX VPX VPX VPX VPE VPX VPX



to VPE VPE VPE VPE VPE VPE VPE VPX VPE VPE



if tag[1]=XX0 and tag[2]=PNP and wd[-1]=, tag[1]=PNP and tag[2]=PUN and wd[-1]=, tag[1]=XX0 and tag[2]=PUN and wd[1]=nt tag[-1]=PNP and wd[1]=. tag[1]=AV0 and tag[2]=PUN and wd[1]=so tag[1]=XX0 and tag[2]=PUN and wd[1]=n’t tag[1]=PUM and wd[0]=did tag[-1,-2,-3]=DTQ tag[-1]=CJS and wd[0]=did tag[-2]=PNP and tag[-1]=AV0 and wd[1]=.



Figure 3: Top 10 rules learned by further grouped transformation based learning the experiments, modifying the rules results in a decrease of F-score by about 1-1.5%. 2.5



Maximum entropy modelling



Maximum entropy modelling uses features, which can be complex, to provide a statistical model of the observed data which has the highest possible entropy, such that no assumptions about the data are made. These models differ from the transformation based learning algorithm described in section 2.4 in that a probability is returned as opposed to a binary outcome, and do not produce easily readable rules like TBL. Ratnaparkhi (Ratnaparkhi 98) makes a strong argument for the use of maximum entropy models, and demonstrates their use in a variety of NLP tasks. The OpenNLP Maximum Entropy package8 was used for the experiments. 2.5.1



Feature selection



Maximum entropy allows for a wide range of features, but for initial experiments only word form and POS information will be used. The training data for the algorithm consists of each verb in the corpus, its POS tag, the words and POS tags of its neighbourhood, and finally a true/false attribute to signify whether it is elliptical or not. Experiments with different amounts of forward/backward context give the results seen in table 8. The threshold for accepting the results for a potential VPE were set to 0.2, or 20%; this value is just an initial guess formed by looking at the first couple of results. The results show that for large contexts the algorithm runs into problems. This is due to the fact that the contexts do not allow for the kind of generalization available to transformation based learning. After a certain point, the effect of the 8



Downloadable from https://sourceforge.net/projects/maxent/



Context size 1 2 3 4 5 6 7 8 9 10 15 20



Recall 67.75 76.16 72.43 64.48 63.08 59.81 57.47 53.73 51.86 50.00 48.13 45.79



Precision 42.02 53.79 61.26 60.00 63.38 64.64 62.43 59.89 61.32 60.45 59.53 62.82



F1 51.87 63.05 66.38 62.16 63.23 62.13 59.85 56.65 56.20 54.73 53.22 52.97



Table 8: Effects of context size on maximum entropy learning context size levels, as the length of sentences becomes a limiter. 2.5.2 Thresholding Setting the forward/backward context size to 3, experiments are run to determine the correct setting for the threshold. This value is used to determine at what level of confidence from the model a verb should be considered a VPE. Threshold 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5



Recall 78.50 76.16 72.43 68.22 63.08 59.34 57.00 52.80 49.53



Precision 47.86 54.88 61.26 65.17 67.16 70.16 71.76 73.85 74.64



F1 59.46 63.79 66.38 66.66 65.06 64.30 63.54 61.58 59.55



Table 9: Effects of thresholding on maximum entropy learning With higher thresholds, recall decreases as expected, while precision increases. F1 peaks at 0.25, which is close to the initial guess of 0.2. The fact that this value is so low is expected to be due to the size of the corpus. For subsequent experiments, a threshold of 0.2 will be retained, for



comparison purposes, and because its results are very close to those of 0.25. 2.5.3 POS Grouping Using the same principles for smoothing introduced in section 2.4.2, the effects of category grouping are investigated. Table 10 shows an increase in F1 of 2.5% for a context size of 3, using partial grouping. Full grouping, seen in table 11 gives a further 2% increase. Context size 2 3 4 5



Recall 76.63 73.83 68.69 64.48



Precision 53.77 64.48 61.76 63.59



F1 63.19 68.84 65.04 64.03



Table 10: Results for partially grouped maximum entropy Context size 2 3 4 5



Recall 77.57 76.16 67.28 64.95



Precision 55.14 65.72 64.00 67.47



F1 64.46 70.56 65.60 66.19



Table 11: Results for further grouped maximum entropy It is interesting to note that the effect of grouping for maximum entropy is less than that for transformation based learning; 4% compared to 8%. Furthermore, seen from the perspective of error reduction, grouping only gives a 15% reduction for maximum entropy, while transformation based learning gets a 25% error reduction. 2.6



correctly) deduces that the best rule to learn is that there is no need to recognize VPEs, and everything is non-elliptical, as this results in only a 1.4% error overall. This fits with C4.5’s design, which is to not overfit data, and produce few, general rules. The data available to C4.5 was exactly the same as the data used for the Maximum entropy model. Varying the level of grouping or size of context did not change the result of the algorithm ignoring VPEs. To counteract the weighing given to nonelided verbs, we experimented with removing nonelided samples from the training corpus. Even with this, using both stages of the algorithms results in overgeneralization for our needs, but results after only the first part of the algorithm are now useable. Table 12 shows the effects of decimation on partially grouped data. Decimating at a rate n operates by discarding every nth non-elided verb. The columns show different decimation settings, the rows show different context sizes, and the results are in F1. The reason decimation of only up to 10 is shown is because at higher rates overgeneralization occurs. Experiments also show that higher context sizes than 3 do not produce any different results, so the extra data is seen to be discarded. C/D 3



3 42.23



5 28.89



8 28.89



10 -



Table 12: Effects of decimation for partially grouped data using decision tree learning



Decision tree learning



Decision trees, such as ID3 (Quinlan 90) and C4.5 (Quinlan 93), contain internal nodes, which perform tests on the data, and following the result of these test through to the end leaf, gives the probability distribution associated with it. These methods have the advantage that they automatically discard any features that are not necessary, can grow more complicated tests from the tests (features) given, and that the resulting trees are usually human readable. 2.6.1 Data decimation The C4.5 algorithm works in two steps: first, a large tree is constructed that creates simple rules for every example found, and second, more generalized rules are extracted from this tree. Running both parts of the algorithm, C4.5 (statistically



With further grouping, seen in table 13, better results are obtained, but the use of context sizes above 5 does not provide any improvements, and decimation rates higher than 20 either give the same result or result in overgeneralization. Looking at the best result obtained, at context size 5 and decimation of 20, it is seen that the algorithm obtains precision of 79.39% and recall of 60.93%, giving an F1 of 68.94%. C/D 3 5



3 57.55 58.82



5 67.62 68.25



8 67.62 68.25



10 67.89 68.58



15 67.87 68.55



20 68.25 68.94



Table 13: Effects of context size and decimation for fully grouped data using decision tree learning



2.7



Memory Based learning



Memory based learning is a descendant of the classical k -Nearest Neighbour approach to classification. It places all training instances in memory and classifies test instances by extrapolating a class from the most similar instances. It has been used for a variety of NLP tasks, and the technique is meant to be useful for sparse data, as its feature weighing produces smoothing effects. We used TiMBL (Daelemans et al. 02), training it with the same data used for the maximum entropy and C4.5 experiments. Table 14 shows the results obtained. Again, a context size of 3 gives best results. Context size 1 2 3 4 5 6 7



Recall 51.40 71.49 73.83 72.42 71.49 70.56 70.56



Precision 53.39 69.23 72.14 69.50 70.18 72.24 66.51



gorithms, it is also the one to benefit the least from grouping, suggesting that grouping is more useful for generalizing rules than it is for pattern matching. 2.8



As the different algorithms tested produce results with different characteristics, their results can be seen as refined features. The baseline algorithm, for example, has high recall but low precision, while the opposite holds true for TBL. Experiments were conducted to see if using their results as features, alongside the words and their POS, results in improved performance. Alg.



F1 52.38 70.34 72.97 70.93 70.83 71.39 68.48



MaxE +B +T + BT C4.5 +B +T + BT MBL +B +T + BT



Table 14: Results for MBL 2.7.1 POS grouping Using the same principles for smoothing introduced in section 2.4.2, the effects of category grouping are investigated. Partial grouping reduces performance, as seen in table 15, while full grouping, seen in table 16, gives a 2% increase in F1 over non-grouped data, for a context size of 3. Context size 1 2 3 4 5 6 7



Recall 50.00 71.49 74.76 72.42 72.42 71.49 71.02



Precision 51.69 65.94 70.17 68.88 69.81 69.54 65.23



F1 50.83 68.60 72.39 70.61 71.10 70.50 68.00



Table 15: Results for partially grouped MBL Context size 1 2 3 4 5 6 7



Recall 50.93 74.29 76.16 73.83 73.36 72.89 73.36



Precision 54.50 68.24 73.75 70.53 69.77 70.90 67.09



F1 52.65 71.14 74.94 72.14 71.52 71.88 70.08



Table 16: Results for further grouped MBL It is interesting that while MBL achieves higher results for non-grouped data than the other al-



Combining algorithms



Rec 76.16 82.71 71.02 76.16 60.00 41.12 66.35 66.35 76.16 77.57 75.70 76.16



3 Context Pre F1 65.72 70.56 71.08 76.45 74.50 72.72 75.46 75.81 79.14 68.25 80.00 54.32 86.06 74.93 86.06 74.93 73.75 74.94 77.20 77.38 77.51 76.59 78.74 77.43



Rec 64.95 78.03 69.15 75.23 60.93 41.12 66.35 66.35 73.36 76.63 74.29 75.23



5 Context Pre F1 67.47 66.19 73.24 75.56 80.87 74.55 78.53 76.84 79.39 68.94 80.00 54.32 86.06 74.93 86.06 74.93 69.77 71.52 75.57 76.10 75.00 74.64 76.30 75.76



Table 17: Combining algorithms The results in table 17 show that this approach does not produce significant gains, with the highest F1 produced at 77.4% by MBL, using just the baseline or the baseline plus TBL. It is interesting to note that the contribution of baseline features and TBL features are about the same for Maxent and MBL, with baseline features giving better results. Maxent and MBL produce balanced precision and recall scores, despite the differing natures of the added data. This suggests that they don’t generalize, even to TBL which is quite precise, and learn rules to augment it. On the other hand, when given TBL data, C4.5 will default to it. When given just baseline data though, it learns a number of rules it trusts more.
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Conclusion and Future work



Experiments utilizing four different machine learning algorithms have been conducted on the task of detecting VPE instances. Their performances are summarized in table 18. It must be noted that these results are limited by the training data size, which had to be kept to



Algorithm Baseline TBL MaxEnt C4.5 MBL



Recall 89.30 69.63 76.16 60.93 76.16



Precision 42.76 85.14 65.72 79.39 73.75



F1 57.82 76.61 70.56 68.94 74.94



Table 18: Comparison of algorithms 370k words due to problems encountered with the µ-TBL learning algorithm. This has also meant that for the TBL experiments, as wide a range of contexts as was expected could not be used. The training data size could have been increased for the other algorithms, but was not for comparison purposes. TBL gives the best results of all methods, with an F1 of 76.6%, followed closely by MBL with an F1 of 74.9%. However, augmenting MBL with the baseline results produces a 77.4% F1. This gives a 19.6% increase over our baseline, and a 29.4% increase over Hardt’s results, although they are not directly comparable due to the different corpora used. However, we do not expect the performance of our system to drop drastically when applied to the Penn Treebank, as it was trained on a range of domains from the BNC. The results so far are encouraging, and show that the approach taken is capable of producing a robust and accurate system. Several further experiments will be conducted to achieve the necessary improvement in the performance of this stage : • Using parsed data, such as the Penn Treebank, to investigate the effect of the extra information on performance. A heuristic baseline will be built. • Along with the move to parsed data, larger datasets will be used. This is needed both to provide more substantive evidence and to improve the performance of the machine learning approaches. • Using machine learning techniques on the parsed data, and comparing results with the heuristic approach. • Combining the algorithms, in a voting system, based on confidence measures associated with each subsystem, or as features in other algorithms. In order to be used in machine learning, the information available from the Penn Treebank needs



to be encoded in feature vectors. These features will have forms describing properties found to be relevant, such as being the top verb of the verb phrase, being followed/preceded by a VP, NP, etc. The usefulness of these features will be determined experimentally. It may also be useful to extract grammatical relation information from the Treebank (Lappin et al. 89; Cahill et al. 02), which can produce further features.
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