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Abstract This paper presents a general method for identifying signiﬁcant variables in multivariate models. The methodology is applied on principal component analysis (PCA) of sensory descriptive and consumer data. The method is based on uncertainty estimates from cross-validation/jack-kniﬁng, where the importance of model validation is emphasised. Student’s t-tests based on the loadings and their estimated standard uncertainties are used to calculate signiﬁcance on each variable for each component. Two data sets are used to demonstrate how this aids the data-analyst in interpreting loading plots by indicating degree of signiﬁcance for each variable in the plot. The usefulness of correlation loadings to visualise correlation structures between variables is also demonstrated. # 2003 Elsevier Science Ltd. All rights reserved. Keywords: PCA; Descriptive sensory data; Consumer data; Variable selection; Validation



1. Introduction In multivariate analysis where data-tables with sensory descriptive and consumer-related variables are studied, it is important to extract the interpretable and statistically reliable information. One objective may be to ﬁnd signiﬁcant sensory attributes in sensory descriptive analysis. Whereas descriptive analysis of sensory data often yields high explained variance, consumerrelated data such as preference data are less structured. There may be several reasons for this phenomenon (Lawless & Heymann, 1998). Firstly, the consumers may not diﬀerentiate among the products at all, either because of too similar product samples or because the consumers are indiﬀerent to the attributes in the products. Consumer ratings would consequently not ﬁt well into the product space. Secondly, some consumers may base their hedonic scores on factors (sensory or nonsensory) that were not included in the product space derived from the analytical sensory data. Thirdly, some consumers simply yield inconsistent, unreliable responses, possibly because they changed their criteria for acceptance during the test. Unreliable responses can * Corresponding author. Tel.: +47-64-970303; fax: +47-64970333. E-mail address: [email protected] (F. Westad).



also be the result of consumers who are not motivated to take part and therefore answer randomly. Many diﬀerent groups of background variables are usually available for the consumers, such as demography, eating habits, attitudes, etc. Socio-economic variables often serve as a basis for segmentation of the consumers before relating them to sensory descriptive data with some preference mapping method (Helgesen, Solheim, & Næs, 1997). However, the segmentation should be validated, and removing non-relevant variables is usually more essential for these data than for sensory data. The main focus in this paper is to ﬁnd relevant variables in sensory descriptive and consumer data, although the method can be applied on any data table. For the sensory data on K sensory attributes, where L assessors in a trained panel have evaluated N products, analysis of variance (ANOVA) is usually employed to assess which individual sensory attributes are signiﬁcant. These tests will reveal if assessors are able to distinguish among products on selected sensory attributes, and the average response over the assessors is often computed before further analyses are performed. This data table of averaged responses is the basis for the analysis as described below. As a result from the ANOVA, one might exclude assessors or down-weight some assessors for certain attributes to
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yield more reliable average values in the matrix of size NK. (Lea, Rødbotten, & Næs, 1995). Principal component analysis (PCA) is a frequently applied method for multivariate overview analysis of sensory data (Helgesen et al., 1997; Jackson, 1991). The main purpose is to interpret any latent factors spanned by characteristics such as ﬂavour, odour, appearance and texture, and to ﬁnd products that are similar or diﬀerent, and what diﬀerentiates them. This is done by studying loadings and score plots. In this context, it is of interest to assess which variables are signiﬁcant on the individual components to simplify the interpretation. There exist rules of thumb such as a cut-oﬀ for loadings at values higher than, e.g. 0.3 to assess which variables are important. However, the challenge for such general rules is that the squared loadings sum up to 1.0, so that the cut-oﬀ is depending of the number of variables as well as samples (Hair, Andersen, Tatham, & Black, 1998). Also, one should consider the amount of explained variance for the component studied. Guo, Wu, Massart, Boucon, and de Jong (2002) applied feature selection from Procrustes analysis to ﬁnd the best subset of variables to preserve as much information in the complete data as possible. Work on ﬁnding important variables has also been done by, e.g. Krzanowski (1987) and Ra¨nnar, Wold, and Russel (1996). 1.1. Model rank The main purpose of assessing the model rank is to prevent spurious correlations to be interpreted as meaningful information. Methods to assess the correct rank based on cross-validation have been addressed extensively in latent variable regression methods such as principal component regression (PCR) and partial least squares regression (PLSR) (Green & Kalivas, 2002; Martens & Martens, 2000). Model results from these methods include root mean square error (RMSE) from a validation procedure, which (preferably) decreases, and thereafter increases, or approaches some asymptotic value. This behaviour is not necessarily to be expected for the residual cross-validated variance in PCA since the space into which the deleted objects are projected is expanding with more components. A correction for the degrees of freedom consumed as more components are extracted might aid in assessing the rank. In the cross-validation for PCA the correction K/(KA) is employed, where K is the number of variables and A is the number of components. Also, the explained variance for the component is of importance, as one component may not be relevant to interpret at all. In PCA, there exists an ensemble of methods (Jackson, 1991) to ﬁnd the correct rank. Preferably, a robust method should give the correct rank automatically from the analysis. Cross-validation



(Wold, 1987), inspection of scree-plot, ratio of eigenvalues and Bartlett’s test for model dimensionality are among the existing procedures (Jackson, 1991). The term ‘‘rank’’ with respect to a multivariate model deserves some comments, as ‘‘rank’’ has various facets: 1. Numerical. This rank is the one based on numerical computations, e.g. the number of components that can be computed without singularity problems. 2. Statistical. The important issue here is to ﬁnd the optimal rank from a statistical criterion, preferably based on some proper validation method. 3. Application speciﬁc. Since signiﬁcant is not the same as meaningful, this judgement is typically a combination of background knowledge, model complexity, and interpretation aspects. In most situations, this rank is lower than the statistical rank, i.e. the data-analyst tends to be more conservative.



1.2. Uncertainty estimates Signiﬁcance testing based on uncertainty estimates in regression has been published elsewhere (Martens & Martens, 2000; Westad & Martens, 2000), and has recently been applied in a related method to PCA, independent component analysis (ICA; Westad & Kermit, in preparation). Uncertainties may be estimated from resampling methods such as jack-kniﬁng and bootstrapping. Jack-kniﬁng is closely connected to cross-validation, the diﬀerence lies in whether the model with all objects or the mean of all individual models from the resampling should be regarded as the ‘‘reference’’. We feel that it is more relevant to use the model on all objects as the reference, since this is the model we interpret in terms of scores, loadings and other relevant plots. Thus, this approach for estimation might be named modiﬁed jack-kniﬁng (Martens & Martens, 2000), and it is applied in this paper. According to studies by Efron (1982), the diﬀerence between these two is negligible in practical applications, especially for large numbers of objects. The main objectives with estimating uncertainty in multivariate models are to assess the model stability and to ﬁnd signiﬁcant components and variables. Model validation is essential in all multivariate data analysis. The validation can be either model validation on the data at hand, such as cross-validation (Wold, 1978), or system validation. One example of the second type of validation is where a survey is repeated at different times or in diﬀerent segments to conﬁrm the hypothesis we might have about the system we are trying to observe.
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2. Materials and methods 2.1. Example 1: descriptive sensory evaluation of ice cream Fifteen diﬀerent samples of vanilla ice cream were evaluated by a panel using descriptive sensory analysis as described in ISO 6564:1985. The sensory panel consisted of 11 panellists selected and trained according to guidelines in ISO 8586-1:1993 and the laboratory was designed according to guidelines in ISO 8589:1988. The samples were described using 18 diﬀerent sensory attributes (Table 1). The panellists were given samples from both extreme ends of the scale to acquaint themselves with the potential level of variation for the diﬀerent attributes. A continuous, unstructured 1.0–9.0 scale was used for the evaluation. Each panellist did a monadic evaluation of the samples at individual speed on a computerised system for direct recording of data (CSA Compusense, version 5.24, Canada). Two replicated measurements were made for each sample of ice cream. The samples were served in a randomised order. Replicates were randomised within the same session, so that no replicate eﬀect is needed in the models (Lea, Rødbotten, & Næs, 1997). 2.2. Example 2: consumer preference mapping of mozzarella cheese The second data set was taken from Pagliarini, Montelleone, and Wakeling (1997), where nine commercial mozzarella cheeses where evaluated by a trained sensory panel, and six of them were selected for a preference test by 105 consumers. The six cheeses were selected to span the sensory characteristics of the nine cheeses. The samples were rated on a nine-point hedonic scale by the consumers. In this paper the focus is on analysing the preference data with N=6 products and K=105 consumers. 2.2.1. PCA and signiﬁcance tests For a matrix, X, assume the bilinear model structure X ¼ TPT þ EA



ð1Þ



where X (NK) is a column centred data matrix; T (NA) is a matrix of score vectors which are linear combinations of the x-variables; P (KA) is a matrix of loading vectors, PTP=I; and EA (NK) contains the residuals after A principal components have been extracted. The uncertainty of the loadings, s2(pak), may be estimated from (Efron, 1982; Martens & Martens, 2000) ﬃ vﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ! u M u X  2 ð2Þ sðpak Þ ¼t pak pakðmÞ ððM  1Þ=MÞ m¼1
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where M=the number of segments in the cross-validation; s(pak)=estimated uncertainty variance of each variable k in the loading for component a; pak=the loading for component a using all the N objects; pak(m)=the loading for variable k for component a using all objects except the object(s) left out in cross validation segment m. pak and s(pak) may be subjected to a modiﬁed t-test (pa/s(pak)=0 with M degrees of freedom) to give signiﬁcance values for individual variables for each component, and can also be used as an approximate conﬁdence interval around each variable. The jack-knife based estimates tend to be conservative due to the inherent validation aspect. Univariate tests might not be the best way to assess signiﬁcance for multivariate models. For one thing, there is a danger of false positives when applying many tests. Another aspect is that a variable may be signiﬁcant in a multivariate sense, although individual tests do not give signiﬁcance. These aspects are not pursued in this paper, but explained variance > 50% has shown to be a good ad hoc rule to aid the decision of signiﬁcance. 2.2.2. Rotation of models In PCA, cross-validation for individual segments might give components that are mirrored or ﬂipped compared to the model on all objects. The components may even come out in a diﬀerent order when the corresponding eigenvalues are similar and/or close to eigenvalues of the noise part of the data. The PCs from the cross-validation must therefore be rotated towards the PCs based on all objects before the uncertainties are estimated. Procrustes rotation (Jackson, 1991; Milan & Whittaker, 1995) can be applied to rotate loadings and scores. The aim of Procrustes rotation is to make a matrix A similar to B by estimating a rotation matrix C so that the squared residuals D are minimised A ¼ BC þ D



ð3Þ



In this paper, the rotation matrix C in each submodel is estimated from the scores for objects not left out in that segment (Martens & Martens, 2001) with orthogonal Procrustes rotation, and the inverse of C is then applied in rotating the loadings. Applying the rotation matrix directly allows rotation and stretching of the submodel in the direction of the main model. Thereby, the submodel may be closer to the main model than we wanted from the original objective of ﬂipping, mirroring and ordering of the components. This may give too optimistic signiﬁcance values in situations with few objects and/or skewed distribution of samples. One alternative is then to round the elements in C to integer values (1,0,1) before scores and loadings are rotated. This can, however, give a rotation matrix that is not orthonormal when the submodel is rotated with an angle close to 45 degrees. The norm of the rounded
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Table 1 Sensory data for the ice-cream with signiﬁcance values from ANOVA and jack-knife estimates Whiteness Colour hue



1 6.33 2 5.52 3 6.31 4 6.90 5 5.72 6 5.39 7 5.73 8 5.35 9 5.73 10 5.77 11 5.73 12 6.02 13 5.85 14 5.40 15 5.69 S.D. 0.42 p(ANOVA) 


Int. of colour



Int. of Acid Sweet Vanilla Creamy Egg ﬂavour ﬂavour ﬂavour ﬂavour ﬂavour ﬂavour



2.00 2.85 6.97 3.85 4.40 6.53 2.43 2.89 6.36 1.83 2.26 6.05 3.41 3.85 6.12 4.13 4.37 6.16 3.54 3.96 6.29 3.94 4.40 6.44 3.32 3.97 6.20 3.37 3.95 6.26 3.56 4.16 6.33 3.35 3.67 6.28 3.36 3.83 6.26 3.99 4.38 6.33 3.64 4.05 6.45 0.70 0.64 0.22 < 0.001 


4.79 4.35 4.45 4.71 4.69 4.28 4.75 4.70 4.94 4.59 4.57 4.95 4.97 4.94 4.68 0.22 0.233 0.894 0.204 0.504



6.35 6.03 5.88 5.85 5.81 5.73 5.84 5.98 6.00 5.93 5.94 6.01 5.80 5.89 6.05 0.15 0.805 0.447 0.983 0.052



5.59 5.53 5.30 5.65 5.39 5.26 5.54 5.86 5.51 5.36 5.29 5.50 5.56 5.73 5.59 0.17 0.396 0.777 0.272 0.448



3.94 4.72 4.02 4.41 5.08 4.63 5.11 5.00 5.05 4.86 4.80 5.25 5.23 5.35 5.35 0.44 


2.63 3.78 2.89 3.11 4.04 3.57 4.06 4.12 3.86 3.44 3.53 4.04 3.88 4.48 3.97 0.50 


Metal Sun ﬂavour ﬂavour



Rancid Packaging Caramel Smoothness Thickness Viscosity Fattiness ﬂavour ﬂavour ﬂavour



2.32 2.07 2.39 2.14 2.45 2.41 2.12 2.44 2.14 2.02 2.32 2.03 1.96 1.92 2.16 0.18 0.269 0.361 0.022 0.803



1.02 1.10 1.15 1.06 1.23 1.41 1.06 1.28 1.03 1.18 1.11 1.17 1.13 1.05 1.14 0.11 0.064 0.128 0.056 0.564



1.96 2.09 2.40 1.67 2.44 3.09 1.92 2.34 1.54 1.91 2.02 1.52 1.72 1.58 2.07 0.42 


1.21 2.83 1.95 1.71 2.55 3.56 2.15 2.59 1.88 2.37 2.17 1.56 1.98 1.70 1.95 0.58 


5.38 2.14 2.32 1.54 2.11 2.01 1.74 2.22 1.97 1.99 2.10 2.13 1.99 1.89 1.90 0.89 


6.50 6.35 6.58 7.38 7.33 6.43 7.26 7.30 7.37 7.10 6.83 7.19 7.39 7.48 7.52 0.41 


4.44 5.45 4.40 4.96 5.76 4.76 5.59 5.60 5.47 5.55 5.25 5.50 5.57 5.82 5.95 0.48 


2.82 3.41 2.95 3.47 4.56 3.26 3.72 3.61 3.81 3.96 3.81 3.55 3.45 3.85 4.12 0.44 


3.92 4.72 4.03 4.26 4.88 4.13 4.66 4.65 4.55 4.50 4.49 4.64 4.81 5.00 4.86 0.32 
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rotation matrix is computed to monitor that the rounding procedure does not give more than one value (1 or 1) related to each component in the main model. In such situations, the component with the highest correlation to the main model component is chosen. This, and further aspects about rotation and uncertainty estimation in bilinear models are treated in Høy, Westad, and Martens (in preparation). There is also a danger of overﬁtting if the rotation is performed with too many components. To avoid this, the rotation is restricted to the relevant components only, as found from, e.g. cross-validation. 2.2.3. Sensory data—scaling or not? When analysing descriptive sensory data, the question of scaling (weighting) arises, where the two most common options are: (1.) Centring, but no scaling. (2.) Scaling to unit variance over the attributes. One argument for not scaling is that the attributes are in the same numerical range and thus the modelling should be employed on the absolute numerical diﬀerences. On the other hand, some attributes may not span a large part of the range, but still describe systematic diﬀerences among the products. The loading plot is often used to interpret the attributes in terms of correlation. However, when attributes are not scaled, high correlations between attributes may not be revealed because the numerical ranges are spanned diﬀerently. The correlation loadings (Martens & Martens, 2000) are useful in revealing such unwanted eﬀects of the choice of scaling. They show the correlations between the attributes and the principal components, and the interpretation of the variables in this plot is invariant to the scaling applied in the model itself. The co-ordinates of the variables in this plot are the square roots of the explained variance for each component. 2.2.4. The issue of mean centring and validation Assume that a PCA on preference data is one step in the data analysis. In preference mapping, this matrix is oriented as productconsumer (‘‘short-fat’’, IK), viewing each consumer as one ‘‘instrument’’ or variable. Mean centring over variables means that only the variance for individual consumers is taken into consideration; not the average preference. Cross-validation in this situation is rather conservative due to the low number of products (often as few as 5–8), and because the products are deliberately chosen to span the multidimensional product space, often deﬁned by the sensory data. Thus, each product is somewhat unique, and removing one product during cross-validation may alter the model direction to a large extent if the removed product is extreme in a speciﬁc sense. Having a product as a kind of a ‘‘centre’’ sample might reduce the eﬀect of change in the model direction. This can be visualised in the stability plot (Martens & Martens, 2000).
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Still, a signiﬁcance test can be used to ﬁnd informative consumers, but a signiﬁcance level of 5% is often too conservative. We are not too concerned about keeping some consumers, although they are not signiﬁcant at this level; a level of 20% has been recommended (MacFie, personal communication, 2001). The value of 20% is of course just as arbitrary as that of 5% in classical statistics. Interpretation may be done in the correlation loadings plot, which is invariant to the consumers’ individual use of the preference scale. It means that as long as one consumer is systematic in the way he/she is assessing the products, the range within a scale of 1–9 he/she uses will be of less importance. On the other hand, if the mean preference of individual consumers is not of particular interest, the mean centring does not oppose the objective of the data analysis. When PCA is employed on the NK matrix (‘‘longthin’’) with mean-centring, the average preference of the product will not inﬂuence the analysis; only the variance around the mean contributes to the position in the loading plot for the products. One might argue that removing the average of the products by mean centring has an undesirable eﬀect, which is more detrimental in the sensory than in the consumer case. This often makes the loading plot of consumers rather uninformative in the ﬁrst component, since all products might be liked to some extent. Subtracting the grand mean (Jackson, 1991) or double-centring are alternatives, but is not pursued in this paper.



3. Results and discussion 3.1. Results from analysis of the ice-cream data Analysis of variance (ANOVA) was employed with model structure: samples (ﬁxed eﬀect), assessors (random eﬀect), the interaction samplesassessors (random eﬀect), and unit (box of ice-cream) nested within samples. The unit takes the place of replicate here, and is also a random eﬀect. This was done in order to identify the sensory attributes for which there were signiﬁcant diﬀerences among the samples. Results from the ANOVA are given in Table 1. The arithmetic average response over assessors and sensory replicates for each sample are used in the rest of this paper. PCA with mean centring was employed on the sensory data, and signiﬁcance values were estimated from jack-kniﬁng after rotation with three components as described in Section 2 ( p-values for signiﬁcance on the ﬁrst three dimensions can be found in Table 1). We chose a signiﬁcance level of 10% since erroneously accepting an attribute as signiﬁcant at this level was not considered to be critical. The score and loading plot for components 1 and 2 are shown in Fig. 1a and b. Table 2 shows the explained variance for calibration and
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Fig. 1. Results from PCA on mean centred ice-cream data. Score (1a) and loading (1b) plots.



F. Westad et al. / Food Quality and Preference 14 (2003) 463–472 Table 2 Explained calibration and validation variance from PCA on the icecream data



PC1 PC2 PC3 PC4 PC5 PC6



ExpVar



ExpVar, PC



ExpVarVal



ExpVarVal, PC



55.3 76.9 91.6 95.3 97.0 98.0



55 22 15 4 2 1



27.3 33.2 60.3 62.6 76.6 77.9



27 6 27 2 14 1



validation. From the explained variance and by interpretation of the loading plots, three components were found to be relevant. The ﬁrst three PC’s explained 55, 22 and 15% of the variation, respectively. The cross-validated variances were 27, 6 and 27%, respectively, with K/ (KA) correction for degrees of freedom. The relatively poor explained validation variance is due to the high leverage for object number 1, which has a high value for the attribute caramel ﬂavour. It should be mentioned that Bartlett’s test, which looks for the number of the largest unequal eigenvalues of the covariance matrix of X suggests 13 components for this data set.
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As mentioned earlier, interpretation of the loading plot may not reveal the actual correlation structure among the variables when the variables have diﬀerent standard deviations, as shown in Table 1. This is illustrated in Fig. 1b where the attributes fatness and thickness are not clearly interpreted as having a high correlation although they lie in the same direction. Correlation loadings (Appendix) are useful to interpret the correlation structure between the variables and the PCs, regardless of how they were scaled prior to the modelling. In this case, the correlation loadings plot (Fig. 2) reveals that fatness and thickness are highly correlated (correlation 0.96), but this was not obvious in the loading plot from the model on centred data. Correlation is in general not a reliable measure for understanding the data-structure, and a plot of the variables itself will show the distribution for the actual variables. In Fig. 2 the signiﬁcant sensory attributes are marked, with the circles indicating 50 and 100% explained variance, respectively. We see that the attributes in the middle, with less than 50% explained variance, are not signiﬁcant, but this is also true for caramel ﬂavour, although its position is far from the origin. The



Fig. 2. Correlation loadings plot from PCA on mean centred data. Signiﬁcant variables are marked with ‘‘+’’ (PC1), triangle (PC2) or square (both PCs).
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Fig. 3. (a) Score plot of the six mozzarella cheese products. (b) Correlation loadings with signiﬁcant consumers at 20% level indicated by marker codes. Signiﬁcant variables are marked with ‘‘+’’ (PC1), triangle (PC2) or square (both PCs).
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explanation is that the distribution of this attribute is very skewed, so the correlation between attribute caramel ﬂavour and the PC is mostly due to object 1. Therefore, the model changes considerably when this object is kept out during the cross-validation, and the uncertainty estimate thus becomes high. In contrast to methods mentioned earlier in Section 2, the variable selection method used here works for keeping samples out, rather than variables. This ensures that the model is validated in terms of stability towards taking some object(s) out. As seen from Table 1, only two attributes are found to be signiﬁcant at the 10% level for PC 3. These are also the two attributes with explained variance close to 50% on this component. The marking of signiﬁcant attributes helps the user in discarding attributes that are not relevant for the components shown in the plot. In practical data analysis, one might want to make a new model without the attributes that are not signiﬁcant on any relevant component. 3.2. Analysis of the mozzarella cheese data The data was subjected to PCA with the consumers as variables (NK) (‘‘short-fat’’) where each consumer was mean centred. The score and correlation loading plots are shown in Fig. 3a and b. From the score plot it can be seen that PC2 is spanned by product 4, and some consumers are found to be not signiﬁcant at the 20% level (black dots) although they have a high explained variance. Examples of such consumers can be seen on the axis for PC2 near the 100% explained variance circle. We might still want to keep these consumers in further analysis, but the purpose of the cross-validation/ jack-kniﬁng is to visualise that the model is not stable due to the uneven distribution of the products along PC2. A diagnostic tool to visualise the model stability is the stability plot (Martens & Martens, 2000) which shows how the model changes when one object is taken out during cross-validation. However, we may still decide to assign these consumers to component 2 since the objects in the study deliberately have been chosen to span the subspace without redundancy, and thereby yielding low model stability. The uncertainty estimates, nevertheless, indicate a need to investigate the data structures in more detail. The majority of the consumers inside the 50% explained variance circle in the plot are not signiﬁcant, or we may want to name them non-informative consumers or consumers with no systematic assessment of the products. This corresponds well with experience from analysis of sensory data that variables with less than 50% explained variance are not signiﬁcant. Fig. 2 shows that this also applies to the sensory variables for the ice-cream data. When the objective in further data analysis is to segment the consumers,
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one may want to take out the non-informative consumers and label them as a segment with no speciﬁc preference.



4. Conclusions In multivariate methods such as PCA, where interpretation of loading plots is the main objective, it is important to ﬁnd which components are relevant and which variables are signiﬁcant on the components. Finding the correct model dimensionality from crossvalidation in PCA is not straightforward since the residual validation variance does not necessarily have a minimum. The signiﬁcance values based on uncertainty estimates from jack-kniﬁng are useful for visualising which attributes are relevant to the interpretation, and for ﬁnding informative consumers. Cluster analysis may be employed in the correlation loadings plot after the non-informative consumers are taken out as a cluster with ‘‘no preference’’. The validity of such a procedure in segmentation of consumers will be discussed in a forthcoming paper. Mean centring, but no scaling of variables in sensory and consumer data may give misleading loading plots when interpreting the structure of the data. The correlation loading plot is useful for visualising each variable’s correlation along each component and between the variables themselves, regardless of how the variables were scaled in the analysis.
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Appendix. Correlation loadings The correlation loadings may be computed from the formula rka ¼ pka



qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ tTa ta = eT0;k e0;k



ðA1Þ



where rpa=correlation loading for x-variable #k; pka= conventional loading for x-variable #k; e0,k=meancentred x-variable #k, xk-x ; and ta=score vector (N1) for PC # a (with suitable correction for any missing values in e0,k).
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