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VARIATIONAL INEQUALITIES, SYSTEM OF FUNCTIONAL EQUATIONS, AND INCOMPLETE INFORMATION REPEATED GAMES∗ RIDA LARAKI† Abstract. We consider a pair of functional equations obtained by Mertens and Zamir (Internat. J. Game Theory, 1 (1971–72), pp. 39–64; J. Math. Anal. Appl. 60 (1977), pp. 550–558) to characterize the asymptotic value of a two person zero sum repeated with lack of information on both sides (Aumann and Maschler (Repeated Games with Incomplete Information, MIT Press, Cambridge, MA 1995)). We give a new proof for the convergence of the discounted values of the repeated game and a new characterization of the limit using variational inequalities. The same idea allows us to prove existence and uniqueness of a Lipschitz solution for the pair of functional equations in a general framework using an auxiliary game: “the splitting game,” introduced by Sorin (A First Course on Zero-Sum Repeated Games, preprint). Key words. incomplete information repeated games, variational inequalities, functional equations, convexification operator, convex-concave functions AMS subject classifications. 39B72, 49K40, 52B99, 91A05, 91A15, 91A20



S0363012900366601 Introduction. A two person zero sum repeated game with lack of information on both sides (Aumann and Maschler (1995)) is a multistage game where the payoff function depends on two parameters and where each player knows only one of the parameters (see section 1). Mertens and Zamir (1971–1972) have shown that the sequence of the values converges when the length of the game grows to infinity, to the unique solution of the following system of functional equations with unknown v: ½ v(p, q) = Cavp∈∆(K) [min(u, v)] (p, q) (S1) , (S) (S2) . v(p, q) = V exq∈∆(L) [max(u, v)] (p, q) In this system, K and L are two finite sets, ∆(K) is the unit simplex of RK , ∆(L) is the unit simplex of RL , and u is the value of the average game (that is, the game where the players do not use their information). For a function ϕ and a convex set C, CavC [ϕ] (resp., V exC [ϕ]) is the smallest concave function on C greater than ϕ (resp., the greatest convex function on C smaller than ϕ). In fact, Mertens and Zamir (1977) also studied the “functional equations” (S) in a general framework without reference to game theoretical tools: u is not necessarily the value of a game, and ∆(K) and ∆(L) are replaced by any convex-compact sets C and D in finite dimension. Remark that when u does not depend on the first variable, the unique solution of (S) is V exD [u]. The example of Kruskal (1969) shows that the convexification operator does not conserve the continuity for any convex compact set D. (That is, V exD [u] is not always continuous even if u is continuous.) This implies that the Mertens–Zamir system does not always admit a continuous solution for arbitrary convex compact sets C and D. In a recent work (Laraki (2001a)), we studied necessary and sufficient conditions on the geometry of a convex-compact set ∗ Received by the editors January 24, 2000; accepted for publication (in revised form) March 7, 2001; published electronically July 25, 2001. sicon/40-2/36660.html † Ecole Polytechnique, Laboratoire d’Econom´ etrie, 1 rue Descartes, 75005 Paris and Modal’X, UFR-SEGMI, Universit´ e Paris, 10 Nanterre, 200, Avenue de la R´ epublique, 92001 Nanterre C´ edex, France ([email protected]).
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X in order that the convexification operator on X conserves the continuity (resp., uniformly the Lipschitz property). In Laraki (2001b), we studied the existence of a continuous solution for (S) when C and D are in the class of convex-compact sets characterized in Laraki (2001b). This is the class of convex-compact sets X such that the convexification operator on X conserves the continuity. In this paper we will consider the existence of a Lipschitz solution for (S) in a general framework. In Laraki (2001a) we proved that when X is a polytope in a normed real vector space, then the convexification operator conserves uniformly the Lipschitz property. We showed that in finite dimension, being a polytope is also a necessary condition to preserve uniformly the Lipschitz property. Hence it is natural to ask if (S) admits a Lipschitz solution when C and D are two polytopes in a normed real vector space and u is Lipschitz. The main contributions of this paper are • a new characterization (P 1 and P 2, below) equivalent to (S) in a very general framework; • a new simple proof for the convergence of the discounted values of the repeated game with incomplete information on both sides by providing a game interpretation of P 1 and P 2 (section 2); • the same idea allows us to show that (S) admits a Lipschitz solution (where C and D are two polytopes in a normed vector space and u is Lipschitz) by using an auxiliary (stochastic) game called the “splitting game” (introduced by Sorin (2000)) (see sections 3–4). A function f (p, q) is concave-convex if it is concave in p and convex in q. More precisely, we prove that the limit of the discounted values is the unique continuous concave-convex function, v(p, q), satisfying the following variational inequalities. • P 1: For all q0 , if [p0 , v (p0 , q0 )] is an extreme point of (the hypograph) of v (·, q0 ) , then v (p0 , q0 ) ≤ u(p0 , q0 ). • P 2: For all q0 , if [q0 , v (p0 , q0 )] is an extreme point of (the epigraph) of v (q0 , ·) , then v (p0 , q0 ) ≥ u(p0 , q0 ). In section 2.1 we will show that any accumulation point, v, of the family of the discounted values {vλ } satisfies P 1 and P 2. This very simple proof translates the following intuitive idea: if p0 is an extreme point of v(·, q0 ), then “ asymptotically” Player 1 must not use his information, and then Player 2 can guarantee asymptotically (just by not using his information) u(p0 , q0 ). This implies that v(p0 , q0 ) ≤ u(p0 , q0 ). In section 2.2 we deduce the uniqueness of a continuous solution by proving a comparison theorem. In section 3 we study the existence of a Lipschitz solution by using the splitting game. Finally, we prove the equivalence with Mertens–Zamir’s system in a very general framework (section 4). 1. Preliminary results. We recall here the framework of zero sum repeated games with incomplete information (Aumann and Maschler (1995)). I and ¡ J¢ are two finite sets, X = ∆(I) (the set of probabilities on I), and Y = ∆(J). Ak,l k∈K,l∈L is a family of I × J-matrices (I rows and J columns).
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Definition 1.1. For each p ∈ ∆(K) and q ∈ ∆(L), the game form GF (p, q) is as follows. • At stage 0, k is chosen according to the probability p and announced to Player 1 only; l is chosen according to the probability q and announced to Player 2 only. • At stage 1, Player 1 chooses a move i1 ∈ I, Player 2 chooses a move j1 ∈ J, and the couple (i1 , j1 ) is told to both players. The payoff is Ak,l i1 ,j1 but is not announced. • Inductively, at stage m, knowing the past history hm = (i1 , j1 , . . . , im−1 , jm−1 ), Player 1 chooses a move im ∈ I, Player 2 chooses a move jm ∈ J, and the new history hm+1 = (hm , im , jm ) is told to both players.The payoff is Ak,l im ,jm and is not announced. • Both players know the above description (public knowledge). We denote by Σ (resp., Υ) the set of behavioral strategies of Player 1 (resp., Player 2). Several games are associated to this game form and differ only in the way the stream of payoffs is evaluated. We will be interested in the λ -discounted game Gλ (p, q) (0 < λ < 1), where, if the play is (k, l, (i1 , j1 ), . . . , (in , jn ), . . .), Player 2 gives Player P∞ 1 the amount m=1 λ(1 − λ)m−1 Ak,l im jm . The stage payoff being uniformly bounded, the payoff function is jointly continuous and bilinear on Σ × Υ. Hence (Sion (1958)) this game has a value vλ (p, q). Notations. • Let u(p, q) be the value of the one shot average game G(p, q) with matrix P u is a Lipschitz function on ∆(K) × payoff Ai,j (p, q) = k∈K pk q l Ak,l ij . Then ° ° ° k,l ° ∆(L) with constant kAk∞ = maxk,l,i,j °Ai,j ° . • Let us call a function f (p, q) concave in p and convex in q a saddle function. • Let F be the set of saddle Lipschitz functions on ∆(K) × ∆(L) with constant kAk∞ . • Fix (p, q) ∈ ∆(K)×∆(L) initial probabilities and (x, y) ∈ X K ×Y L one stage strategies P of the players. Then, for all (i, j) ∈ I × J, we define: x(i) = k∈K pk xk (i) (the total probability of playing i), P y(j) = l∈L q l y l (j) (the total probability of playing j), p(i): the conditional probability over K knowing i given by pk (i) =



pk xk (i) x(i) , pl y l (j) y(j) ,



q(j): the conditional probability over L knowing j given by q l (j) = P Ax,y (p, q) = k,l,i,j pk q l xk (i)y l (j)Ak,l i,j . Then we have the following property (see Mertens, Sorin and Zamir (1994)). Proposition 1. vλ is in F and satisfies the following recursive formula:  vλ (p, q) = max min λAx,y (p, q) + (1 − λ) x∈X K y∈Y l



 X



x(i)y(j)vλ (p(i), q(j)) .



i∈I,j∈J



2. The convergence of vλ . We prove in this section that the asymptotic value, v = limλ→0 vλ , exists and is the unique saddle continuous function on ∆(K) × ∆(L) satisfying P 1 and P 2. In the first subsection we give a game theoretical interpretation of these properties by proving that any accumulation point of vλ satisfies P 1 and P 2. In the second subsection we prove uniqueness via a comparison theorem.
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2.1. Existence. We want to express mathematically the fact that if p0 is an extreme point of v(·, q0 ), then “asymptotically” Player 1 must not use his information. We will follow the operator approach of Rosenberg and Sorin (2001) to study repeated games with incomplete information. (We use here some of their notations.) Define for 0 ≤ λ ≤ 1 an operator T (λ, ·) which associates to a function f ∈ F the function T (λ, f ) defined by   X x(i)y(j)f (p(i), q(j)) T (λ, f )(p, q) = max min λAx,y (p, q) + (1 − λ) x∈X K y∈Y L



i,j



 = min max λAx,y (p, q) + (1 − λ) y∈Y L x∈X K



X



 x(i)y(j)f (p(i), q(j)) .



i,j



Denote by Xλ (f )(p, q) (resp., Yλ (f )(p, q)) the set of optimal strategies of Player 1 (resp., Player 2) in the above one shot game. We introduce N Rp1 , the set of nonrevealing strategies of Player 1, i.e., the set of x ∈ X K such that the conditional probability distribution on K induced by x is constant (thus equal to p), which is the case if and only if, for all k 6= k 0 such that 0 p(k)p(k 0 ) > 0, xk = xk . N Rq2 is defined in the same way. For a function g defined on ∆(K), p is an extreme point of g if g(p) = αg(p1 ) + (1 − α) g(p2 ) with p = αp1 + (1 − α) p2 and 0 < α < 1 implies p1 = p2 = p. Because the family {vλ } is uniformly Lipschitz, there exist v ∈ F and (λn ) → 0 such that vλn converges uniformly to v. Such a v is called an accumulation point of the family {vλ } . We have the following properties. Proposition 2 (see Rosenberg and Sorin (2001)). (i) vλ = T (λ, vλ ). For all v, an accumulation point of {vλ } , we have the following. (ii) v = T (0, v). (iii) If p0 is an extreme point of v(·, q0 ), then X0 (v)(p0 , q0 ) ⊂ N Rp10 . (iv) If q0 is an extreme point of v(p0 , ·), then Y0 (v)(p0 , q0 ) ⊂ N Rq20 . Proof. (i) and (ii) are consequences of Proposition 1, the definition and the continuity of T . For (iii), let x∗ ∈ X0 (v)(p0 , q0 ). Then we have   X v(p0 , q0 ) = min  x∗ (i)y(j)v (p0 (i), q0 (j)) y∈Y L



" ≤ min



i,j



X



y∈Y



≤



X



# ∗



x (i)v (p0 (i), q0 )



i



x∗ (i)v (p0 (i), q0 ) .



i



But, as v (·, q0 ) is concave, we have v(p0 , q0 ) =



X



x∗ (i)v (p0 (i), q0 ) .



i



Since p0 is an extreme point of v (·, q0 ), we deduce that p0 (i) = p0 for all i. Thus x∗ ∈ N Rp10 .
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Let us recall the basic variational inequalities P 1 and P 2 for a function v. • P 1: For all q0 ∈ ∆(L), if p0 ∈ ∆(K) is an extreme point of v (·, q0 ), then v (p0 , q0 ) ≤ u(p0 , q0 ). • P 2: For all p0 ∈ ∆(K), if q0 ∈ ∆(L) is an extreme point of v (q0 , ·), then v (p0 , q0 ) ≥ u(p0 , q0 ). Proposition 3. Any accumulation point v of {vλ } satisfies P 1 and P 2. Proof. Let p0 be an extreme P point of v(·, q0 ). Denote Ex,y [f ] (p0 , q0 ) = i∈I,j∈J x(i)y(j)f (p0 (i), q0 (j)) . Then, we have vλn (p0 , q0 ) = max min [λn [Ax,y (p0 , q0 ) − Ex,y [vλn ] (p0 , q0 )] + Ex,y [vλn ] (p0 , q0 )] x∈X K y∈Y l



=



max



min [λn [Ax,y (p0 , q0 ) − Ex,y [vλn ] (p0 , q0 )] + Ex,y [vλn ] (p0 , q0 )] ¤ ¸ £ · P λn Ax,y (p0P , q0 ) − i∈I x(i)vλn (p0 (i), q0 ) ≤ max min . + i∈I x(i)vλn (p0 (i), q0 ) x∈Xλn (vλn )(p0 ,q0 ) y∈Y Thus Ã " # X max min λn Ax,y (p0 , q0 ) − x(i)vλn (p0 (i), q0 ) x∈Xλn (vλn )(p0 ,q0 ) y∈Y l



x∈Xλn (vλn )(p0 ,q0 ) y∈Y



+



X



i∈I



!



x(i)vλn (p0 (i), q0 ) − vλn (p0 , q0 )



≥ 0.



i∈I



But vλn concave yields X x(i)vλn (p0 (i), q0 ) − vλn (p0 , q0 ) ≤ 0, i∈I



so that " max



min λn Ax,y (p0 , q0 ) −



x∈Xλn (vλn )(p0 ,q0 ) y∈Y



X



# x(i)vλn (p0 (i), q0 ) ≥ 0.



i∈I



Since λn > 0, this gives " max



min Ax,y (p0 , q0 ) −



x∈Xλn (vλn )(p0 ,q0 ) y∈Y



X



# x(i)vλn (p0 (i), q0 ) ≥ 0.



i∈I



Now let X ∗ (v)(p0 , q0 ) be the set of accumulation points of Xλn (vλn )(p0 , q0 ). Since the correspondence (λ, f ) → Xλ (f ) is upper-semicontinuous, we deduce that X ∗ (v)(p0 , q0 ) ⊂ X0 (v)(p0 , q0 ). But p0 is an extreme point of v(·, q0 ); thus by (iii) in Proposition 2 we deduce that X0 (v)(p0 , q0 ) ⊂ N Rp10 . Hence, letting n → ∞ and using the uniform convergence of vλn to v, we deduce that   X pk0 q0l xk Ak,l y − v (p0 , q0 ) ≥ 0. max min  1 y∈Y x∈N Rp 0



k,l
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  X max min  pk0 q0l xAk,l y − v (p0 , q0 ) ≥ 0, x∈X y∈Y



k,l



which implies that u (p0 , q0 ) ≥ v (p0 , q0 ) . Hence v satisfies P 1 and, similarly, P 2. 2.2. Uniqueness. To show uniqueness, we use a comparison result and basically follow the idea of Mertens and Zamir (1971–72, 1977). Proposition 4. (maximum principle). Let v1 and v2 be two saddle continuous functions satisfying P 1 and P 2, respectively. Then v1 ≤ v2 . Proof. Let δ = maxp,q [v1 (p, q) − v2 (p, q)] . We will show that δ ≤ 0. Let C = Argmaxp,q [v1 (p, q) − v2 (p, q)]. C is a nonempty compact set. We first prove the following. Lemma 2.1. If (p0 , q0 ) is an extreme point of the convex-hull of C, then p0 is an extreme point of v1 (·, q0 ) and q0 is an extreme point of v2 (p0 , ·) . Proof. Assume that v1 (p0 , q0 ) = αv1 (p1 , q0 ) + (1 − α) v1 (p2 , q0 ) with p0 = αp1 + (1 − α) p2 and 0 < α < 1. Since v2 is concave in p, we have αv2 (p1 , q0 ) + (1 − α) v2 (p2 , q0 ) ≤ v2 (p0 , q0 ), so that α [v1 (p1 , q0 ) − v2 (p1 , q0 )] + (1 − α) [v1 (p2 , q0 ) − v2 (p2 , q0 )] ≥v1 (p0 , q0 ) − v2 (p0 , q0 ) = δ. Since v1 (p, q)−v2 (p, q) ≤ δ for all (p, q) , we necessarily have equality. Hence (pi , q0 ) ∈ C for i = 1, 2, which is a contradiction. Now we continue with the proof of the proposition. Consider an extreme point (p0 , q0 ) of the convex hull of C. By the previous lemma, P 1, and P 2, we deduce that v1 (p0 , q0 ) ≤ u(p0 , q0 ) and v2 (p0 , q0 ) ≥ u(p0 , q0 ). Thus δ = v1 (p0 , q0 ) − v2 (p0 , q0 ) ≤ u(p0 , q0 ) − u(p0 , q0 ) = 0. Theorem 2.2. vλ converges uniformly to the unique continuous saddle function on ∆(K) × ∆(L) satisfying P 1 and P 2. Proof. The proof follows from the existence result (Proposition 3) and the comparison result (Proposition 4). 3. The general case: Existence via the splitting game. Here H is a Lipschitz function on C × D, where C and D are two polytopes in a normed real vector space. We want to study the existence of a Lipschitz solution to the functional equations with unknown Ψ: ½ Ψ(c, d) = Cavc∈C [min(H, Ψ)] (c, d), Ψ(c, d) = V exd∈D [max(H, Ψ)] (c, d). In section 4 we will prove in a more general framework that this system is equivalent to the properties P 1[H, C, D] and P 2[H, C, D], below. Thus the comparaison theorem implies the uniqueness of a continuous solution. Here we use the same proof as
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for a repeated game with incomplete information to prove the existence of a Lipschitz solution to the functional equations by considering an auxiliary stochastic game introduced by Sorin (2000) called the splitting game. Definition 3.1. For each (c0 , d0 ) ∈ C × D, the splitting game SG(c0 , d0 ) is a zerosum stochastic game, described as follows. • At stage 1 Player 1 chooses a probability Pc0 on C centered at c0 and Player 2 chooses a probability Qd0 on D centered at d0 . Then c1 is selected according to Pc0 , and d1 is selected according to Qd0 . Finally, h1 = (c0 , d0 , c1 , d1 ) is announced to both players. The stage payoff (from Player 2 to Player 1) is H(c1 , d1 ). • Inductively, at stage m + 1, knowing the past history hm , Player 1 chooses a probability Pcm on C centered at cm , and Player 2 chooses a probability Qdm on D centered at dm . Then cm+1 follows the low Pcm , and dm+1 follows Qdm . Finally, hm+1 = (hm , cm+1 , dm+1 ) is announced to both players. The stage payoff is H(cm+1 , dm+1 ). P∞ We consider the discounted evaluation m=1 λ(1 − λ)m−1 H(cm , dm ), where 0 < λ < 1, and we call SGλ the associated (discounted) splitting game. Proposition 5. SGλ (c, d) has a value Vλ (c, d). Vλ is a saddle function on C × D and satisfies the following recursive equation: ·Z ¸ h i e e e Vλ (c, d) = max min λH(e c, d) + (1 − λ)Vλ (e c, d) dP (e c)dQ(d) P ∈∆C (c) Q∈∆D (d) C×D ·Z ¸ h i e e e = min max λH(e c, d) + (1 − λ)Vλ (e c, d) dP (e c)dQ(d) , Q∈∆D (d) P ∈∆C (c)



C×D



where ∆C (c) is the set of probabilities on C, centered at c, and ∆D (d) is the set of probabilities on D, centered at d. Moreover, there exists a norm on C × D with respect to which the family (Vλ ) has the same Lipschitz constant as H. Proof. Let UL be the space of real valued functions on C × D which are uppersemicontinuous–lower-semicontinuous, bounded by kHk∞ . This space is complete for uniform convergence. Let Φ be the splitting operator from UL to itself (Laraki (2001b)) defined by ·Z ¸ e e Φ [f ] (c, d) = max min f (e c, d)dP (e c)dQ(d) P ∈∆C (c) Q∈∆D (d)



=



min



C×D



·Z



max



Q∈∆D (d) P ∈∆C (c)



¸ e e . f (e c, d)dP (e c)dQ(d)



C×D



f → Φ [λH + (1 − λ)·] is contracting; hence it admits a fixed point Vλ ∈ UL. It is standard and easy to show that both players can guarantee Vλ in the splitting game (see Mertens–Sorin–Zamir (1994)). By Laraki (2001b) we deduce that Vλ is a saddle function. Now, since C and D are polytopes, by Laraki (2001b) we deduce that there exists an equivalent norm on C × D (kkC×D ) with respect to which the splitting operator conserves the Lipschitz constant. Hence, if M is the Lipschitz constant of H with respect to kkC×D , then the operator f → Φ [λH + (1 − λ)·] associates to an M Lipschitz function an M -Lipschitz one. By the completeness of the space of uniformly Lipschitz functions, we deduce that the last operator admits a unique M -Lipschitz fixed point (which is Vλ , of course).
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Definition 3.2. A function ϕ on C × D satisfies • P 1 [H, C, D] if for all d0 ∈ D, if c0 ∈ C is an extreme point of ϕ (·, d0 ) in C, then ϕ (p0 , q0 ) ≤ H(p0 , q0 ); • P 2[H, C, D] if for all c0 ∈ C, if d0 ∈ D is an extreme point of ϕ (c0 , ·) in D, then ϕ (p0 , q0 ) ≥ H(p0 , q0 ). Proposition 6. Vλ converges uniformly to the unique saddle continuous function V satisfying P 1 [H, C, D] and P 2 [H, C, D]. In addition, for some equivalent norm depending (only) on C and D, V is Lipschitz with the same constant of Lipschitz as H. Proof. The proof here is exactly the same proof as in section 2. 4. Equivalence with Mertens–Zamir’s system. Here C and D are two convex-compact sets in a metric real vector space endowed with a locally convex topology. Lemma 4.1. For all lower-semicontinuous bounded functions ϕ on D, there exists a unique lower-semicontinuous convex function (say, ψ) on D satisfying the following. (α) ψ ≤ ϕ; (β) If d0 is an extreme point of ψ, then ψ(d0 ) ≥ ϕ(d0 ). This function is V exD [ϕ]. Proof. For a function f on D, Epi(f ) is the epigraph of f : Epi(f ) = {(d, r) ∈ D × BbbR : r ≥ f (d)}. The property (β) and the fact that ϕ is bounded and lower-semicontinuous implies that Epi(ψ) ⊂ Epi(ϕ). Since Epi(ψ) is convex (since ψ is convex), we deduce that Epi(ψ) ⊂ co [Epi(ϕ)] = Epi(V exD (ϕ)). Hence ψ ≥ V exD [ϕ] . The property (α) and the fact that ψ is convex implies that ψ ≤ V exD [ϕ] . The fact that (V exD [ϕ]) satisfies (α) and (β) and is lower-semicontinuous is clear. Proposition 7. Let H and ψ be two upper-semicontinuous–lower-semicontinuous bounded functions on C × D. Then the following hold. (i) ψ is concave on C and satisfies P 1 [H, C, D] ⇔ ψ = CavC [min (H, ψ)] . (ii) ψ is convex on D and satisfies P 2 [H, C, D] ⇔ ψ = V exD [max (H, ψ)] . Proof. Let us prove (ii) (the proof of (i) is similar). It is clear that if ψ = V exD [max (H, ψ)], then the following hold. • ψ is convex on D. • If d0 is an extreme point of ψ (c0 , ·), then ψ(c0 , d0 ) = max [H, ψ] (c0 , d0 ) ≥ H(c0 , d0 ). Now suppose that ψ is convex on D and satisfies P 2 [H, C, D] . Let c0 ∈ C and put ϕ (·) = max (H, ψ) (c0 , ·). Then it is clear that ψ satisfies (α) and (β) and is convex. By the last lemma we deduce that ψ = V exD [ϕ] . Hence ψ = V exD [max (H, ψ)] . 5. Concluding remarks. • In fact, the last proposition can be deduced implicitly from the proof of Proposition 18 in Rosenberg and Sorin (2001). Our contribution is (a) how to extract properties P 1 and P 2 from the discounted games, and (b) their use to prove the existence of a Lipschitz solution of (S). • The proof for the finitely repeated game (the study of lim vn ) is much more complicated and needs all the machinery of the operator approach in Rosenberg and Sorin (2001). Since the goal in this paper is to give some new ideas with simple proofs, we omit this question.
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• In fact, Mertens and Zamir (1971–1972) studied the asymptotic value in a more general framework where the private information received by the players is dependent. (The probability over the types is not necessarily the product of the marginals.) It is easy to see that our proof holds also in this case, but for clarity (because the formulation of the problem is very technical) we cover only the independent case. • We remark that if the splitting operator does not conserve uniformly the Lipschitz property, then the familly (Vλ ) will not be uniformly Lipschitz. Hence our proof does not apply directly in this case. • In Laraki (2001b) we study the regularity properties of the splitting operator, and we address the problem of the existence of a continuous solution for the Mertens–Zamir system when C and D are in the class of convex-compact sets satisfying some necessary geometric conditions. (This class strictly contains the polytopes.) Acknowledgment. My gratitude goes to Sylvain Sorin for supervising and motivating this work by his useful comments and advice. REFERENCES R. J. Aumann and M. Maschler with the collaboration of R. B. Stearns (1995), Repeated Games with Incomplete Information, MIT Press, Cambridge, MA. J. B. Kruskal (1969), Two convex counterexamples: A discontinuous envelope function and a nondifferentiable nearest-point matching, Proc. Amer. Math. Soc., 23, pp. 697–703. R. Laraki (2001a), On the regularity of the convexification operator on a compact set, Cahiers du Laboratoire d’Econom´ etrie de l’Ecole Polytechnique, 2001–005, Paris, France. R. Laraki (2001b), The splitting game and applications, Cahiers du Laboratoire d’Econom´ etrie de l’Ecole Polytechnique, 2001–006, Paris, France. Internat. J. Game Theory, to appear. J. F. Mertens, S. Sorin, and S. Zamir (1994), Repeated Games, Core Discussion Paper, 9420-9421-9422, Universit´ e Catholique de Louvain, Louvain la Neuve, Belgium. J. F. Mertens and S. Zamir (1971–1972). The value of two person zero sum repeated games with lack of information on both sides, Internat. J. Game Theory, 1, pp. 39–64. J. F. Mertens and S. Zamir (1977), A duality theorem on a pair of simultaneous functional equations, J. Math. Anal. Appl., 60, pp. 550–558. D. Rosenberg and S. Sorin (2001), An operator approach to zero-sum repeated games, Israel J. Math., 121, pp. 221–246. M. Sion (1958), On general minmax theorems, Pacific J. Math., 8, pp. 171–176. S. Sorin (2000), A First Course on Zero-Sum Repeated Games, preprint.
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