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Abstract



Emergency management systems, such as the dispatch centers that handle 911 telephone calls are traditionally architected using established client/server technologies. This type of application needs to scale well as additional traffic and clients are added to the system. Additionally, the availability of the system is critical to responding effectively to disaster situations, events such as the World Trade Center attack or Hurricane Katrina test the performance and scalability of these traditional architectures under extreme duress. Systems can be engineered to support the maximum loads expected, but typically require very fixed environments and cannot be reactive to environmental changes such as building flooding. Over the last few years peer-to-peer architectures have emerged as a new paradigm shift for applications that require high scalability and availability. Peer-to-peer architectures remove the requirement of central server allowing the environment be more flexible and adaptive to change. This project will implement a peer-to-peer application that will explore the feasibility of using the Microsoft Windows Communication Framework Peer Channel. Analysis of the performance of the framework will be conducted and study of the network graphs created and their efficiency and reliability against network graph divisions.
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Chapter 1 Introduction Peer-to-peer architectures have become popular areas of research for problems where performance, scalability, and reliability are critical. Research [ (Ramesh Subramanian, 2005), (Rudiger Schollmeier, 2002)] has shown Peer-to-peer architectures are a viable approach to address these design issues. In addition, peer based applications have proven a resistance to loss of service (Jussi Kangasharju, 2002) due to the inherent design of the architecture which removes the single point of failure. These studies have focused on internet based applications and not typically local area applications running specialized software with time sensitive criteria. Computer Aided Dispatch (CAD) software systems are used by local and state government agencies to facilitate collaboration of information among many distinct groups of people. These system generally are designed using traditional client/server models and do not benefit from the advantages of peer-to-peer architectures. CAD systems also impose an additional requirement of time sensitive delivery of data (LEITSC, 2003). The systems operate under near real time constraints as the timely delivery of the information is essential to improve the quality of the decisions being made. Generally CAD solutions are business applications developed by private companies and so they tend to leverage existing software frameworks provided by large software vendors such as Microsoft. With the increased interest of peer based architectures, software vendors such as Microsoft and Apple are providing implementations of p2p frameworks or APIs. These frameworks allow applications to leverage the complex p2p technologies such as graph and node optimizations without the overhead of creating them from scratch. Apple’s Rendezvous network technology and Microsoft’s Windows Communication Foundation (WCF) are two specific examples of the emerging frameworks that developers can use to create new peer-to-peer applications. The motivation for this project is to examine one of these frameworks and 1



determine its viability as a platform for building applications with near real time constraints imposed. The primary object of this project is to study the performance characteristics of the Windows Communication Foundation (WCF) Peer Channel, by performing experiments on the peer-to-peer implementation within the context of a time critical application to determine the viability framework. Specifically, it will address how well a peer-to-peer architecture scales within the time constraints and what the arrangement of the network graph constructed is for these applications and how protected the network is from segmentation. These results will focus on the viability of the WCF Peer Channel and not the viability of peer-to-peer architectures in general.
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Chapter 2 Project Background Most Law Enforcement Agencies have automated much of the communication and organization of emergency management departments. Typically, departments that manage the 911 emergency centers have Computer Aided Dispatch (CAD) solutions which are networked applications consisting of multiple client machines connected to one or more servers which provide synchronization and distribution of the information captured. There are two primary roles in these centers – “Call Takers” and “Dispatchers”, depending on the size of the department, these two roles may be comprised of different users or the same users. In either case, there are multiple people involved in the communication and information sharing. In either role, the workflow at a high level follows the following pattern: Create a call for service, capture information, update call for service and finally close the call for service. The steps of capturing and updating often repeat many times as more information is learned from the person reporting the problem and from the units (police, fire, or EMS) that are responding to the situation. Information collected from citizens calling often includes the name of person, the type of crime or emergency, details about the subject or information that officers might use to investigate the crime. Units will report back arrival status or details about the scene to assist other officers. Mobile units also generally have Automated Vehicle Location (AVL) devices that report the current Global Position Satellites (GPS) location of vehicles and people, this information is fed back into the call to display maps with the units converging on the call. The information that is captured is often small discrete pieces of data which are entered and shared as quickly as possible; this creates a situation where small data messages need to be sent quickly and received by all clients to update the current view of the situation. Another factor to the scalability of the system is the number of clients handling the total call volume received per hour. Large counties might receive as many 3



as 70 calls per second and average twelve dispatchers, where an average call lasts around fifteen minutes. New York City falls in the extremely large category with over 1,100 calls per hour handled by over 200 dispatchers. In both cases though the average calls per hour per dispatcher is still around six – which at the average call length means a single dispatcher is handling multiple calls at a time. In the New York City example, it also shows that in a given hour over nineteen calls are typically occurring at the same time and being monitored by multiple people. This creates a requirement to be able to quickly share and update information across multiple clients. Traditionally, all of the users of the system have interacted with a traditional client application that is connected to application servers which are responsible for maintaining and distributing the information amongst all clients. Having a reliance on one or more servers can impact the availability and scalability of the system under certain emergency conditions. One such example is during a flood or other extreme weather condition – the primary and secondary locations might become undesirable. Given the importance of the emergency management system exactly during such emergencies warrants the need for a more flexible and adaptable system that can respond to the changing environments. The performance of the system must be kept consistent whether the system is operating under normal loads or during emergencies. While the peer-to-peer architecture removes the single server failure point, the performance impact of this type of system needs to be examined. Typically, the information that needs to be updated is small (often less 1 megabyte and typically much smaller) but needs to be updated often and concurrently. This defines the minimum baseline for acceptable performance from a peer-to-peer based system, which is that the system should be able to reliably send one message per second and be received at all other nodes within that second.



Current Usages



When people hear of peer-to-peer systems they think of file sharing applications such as BitTorrent or Napster. While those are commonly considered the first widely distributed consumer peer-to-peer based applications, they are not the only type, nor are 4



they the first. Peer-to-peer applications can be any system of connected distributed clients (Schollmeier, 2001) where there isn’t a distinction between server and client. Most peer-to-peer based applications are actually created via overlay networks (Aberer, Alima, Ghodsi, Girdzijauskas, & M., 2005) which are conceptual networks that are laid on top of traditional physical networks. Simply moving to a peer-to-peer based architecture is not a guarantee that an application will scale. Napster is an excellent example where the scalability of the architecture was flawed since as load increased on each file the rate at which it could be shared was decreased. BitTorrent took an alternate approach and created an architecture where the more popular the file is, the more copies and sources there are to download it from, in effect, raising the rate it was shared based on the load. This was achieved by allowing the download of parts of the file from many locations including people who haven’t received the entire file. This also created a reliability aspect to the architecture, where as soon as a virtual copy of the file existed across the network, it could always be reconstructed even when the original source is removed. These applications are very different from the one presented in this paper because the data are static. The application I will be tracking will contain live data that will be constantly changing, and where the messages will be constrained by a delivery time. Messages delivered outside of that time are still valid and cannot be dropped, but the system isn’t meeting one of the base requirements.
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Chapter 3 Viability of Microsoft Peer-to-Peer Framework for Collaborative Emergency Management Systems



Windows Communication Foundation is a toolset for creating service oriented systems by abstracting the details of communication implementations away from the application. This is achieved by defining a standardized service, message and data contracts, and the channel used to communicate can be switched during runtime. The service contract defines the operations which can be invoked to accomplish business functionality; while the message and data contracts define the layout and payload information that will be transmitted using the operations. The message contract’s purpose is to allow the underlying framework the ability to generically construct and consume the message that is sent across a given channel. The data contract is a serialized xml definition of the payload within the messages. This abstraction of the channel implementation includes HTTP, Web Services, TCP, MSMQ and Peer Channel. Future versions of the framework may add additional services/channels that properly designed applications can leverage. One example of this is Windows Mobile Smartphone devices support an email channel to allow them to communicate using the simple data services provided from wireless carriers.



Peer Channel Implementation Details The Peer Channel implementation utilizes the TCP channel for inter-node connections, and provides a mechanism for all nodes to resolve and connect to each other as opposed to a single service. These extensions can add some overhead to the overall system. One example of this is the peer resolving service, which allows nodes to connect 6



to each other and uniquely identify each machine; the designers expected network configurations include Network Address Translation (NAT) due to limitations in IPv4. Having multiple nodes with the same IP address is overcome by using IPv6 and using the Teredo tunneling system (Smith, 2006), (Microsoft, 2003) to route message between clients that are only connected via IPv4 networks. Microsoft provides the protocol specification (Microsoft, 2008) to allow other vendors the opportunity to communicate with their implementation of the Peer Channel which should allow it become more widely accepted and additionally helps people implementing solutions with it the ability to optimize and factor the assumptions made by the framework into the application design. For instance, information about the LinkUtility, Maintenance Timer and the pruning algorithm were very helpful in constructing meaningful tests and are mentioned as appropriate within this paper. Since the WCF framework is currently closed source and doesn’t allow for debugging and stepping into any source, it supports two specific mechanisms that can be used to analyze the performance and troubleshoot applications. The first method is enabled via configuration files to trace the performance of the communication framework. The following snippet shows the configuration used…
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This logging shows the various events and transitions occurring with the WCF system, this is the most useful way to analyze any issues. The second method to analyze performance is using Performance Monitor (perfmon) which is an application that can monitor and log performance counters built into the WCF library. The following snippet shows how to enable performance counters…



 



Once this setting is enabled, the application can be polled about the current state of the counters and this information can be logged for review and analysis. Figure 3-1 in the following section was created using these tools.



Peer Channel Performance Tests The success of an emergency management system, in a peer-to-peer context, is the ability to deliver messages within the time constraints and keep all users connected to a single consistent network mesh. The message delivery aspect will be measured in the first test with a fixed number of nodes connected and where each node sends messages to and receives messages from the peers. The secondary test will be examining the actual meshes created by the peer channel implementation and determining if any weakness or areas of concern are present that could jeopardize the ability of network to deliver messages to all nodes. In all tests, the nodes will send 1024 bytes of data in the payload and will include tracking information such as source name and message order number. The tracking information is logged when the node receives messages from its peers and is used afterwards to analyze the performance and structure of the mesh. Again, the base assumption for the project was that each node within the network must be capable of sending a single message per second and all nodes within the network 8



receiving that message within that second. Table 3-1 describes the performance of the peer network when sending one message per second, as the data shows, the performance of the system scales very well as the number of nodes increases; the performance is well within an acceptable range. It should be noted that the test runs of 20 and 30 nodes were running multiple nodes per machine. The total processor usage was around 80% during the 30 node test and prevented more than 3 nodes from running on a single machine.



Nodes 5 10 20 30



Expected Received Arrival % 17,980 17,980 100.00% 80,910 80,910 100.00% 341,620 341,620 100.00% 782,130 782,130 100.00%



Average Delta 1001.028 1001.138 1002.065 1003.071



Table 3-1: 1 Message per Second



Based on these results, the peer-to-peer implementation meets the requirements for an emergency management system. In production environments, each physical machine would only run a single instance of the software creating a one to one relationship of machines to nodes. The tests listed in Table 3-1 were running multiple nodes per machine for the 20 and 30 node tests. To further test the boundaries of the system, the same tests were run but by increasing the number of messages sent per second and increasing the total number of messages sent to ensure the system would run for 15 minutes. These tests represent sustained bursts of traffic that might occur from automated systems. Table 3-2, Table 3-3, Table 3-4 show the results as the same tests were run with increased message throughput.



Nodes 5 10 20 30



Expected Received Arrival % 35,980 35,980 100.00% 161,910 161,909 100.00% 683,620 683,620 100.00% 1,565,130 1,380,391 88.20% Table 3-2: 2 Messages per Second
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Average Delta 500.865 500.983 502.132 662.961



Nodes 5 10 20



Expected Received Arrival % 71,980 71,980 100.00% 323,910 323,910 100.00% 1,367,620 943,271 68.97%



Average Delta 251.434 251.052 410.199



Table 3-3: 4 Messages per Second



Nodes 5 10



Expected 143,980 647,910



Received 143,980 647,910



Arrival % 100.00% 100.00%



Average Delta 125.911 126.312



Table 3-4: 8 Messages per Second



In Table 3-4, eight messages per second were sent without any performance or delivery delays experienced. Further study with additional machines would need to be conducted in order to find out what the limits are when each machine is only running a single node. In Table 3-2 and Table 3-3, the 30 and 20 node configurations exhibit loss of messages due to the fact the system as a whole was no longer able to process the messages in near real time and the test was manually stopped at 15 minutes. As shown in Figure 3-1, the current calls outstanding become a bottleneck for the system. The message delivery and arrival continues, but the throughput is throttled and the messages are no longer being sent on schedule and thus are not arriving within deadline. An important factor in determining the efficiency is the number of hops required between nodes for message delivery, the next section of this chapter reviews the efficiency of the network graphs created by the framework.



10



Figure 3-1: 30 Nodes updating every 500ms



Network Mesh Connections Detailed in the specification (Microsoft, 2008), the network mesh maintenance algorithm maintains the network mesh as nodes connect and leave the mesh, using three values: IdealConnections, MinConnections, and MaxConnections which are 3, 1, and 7 respectively. The maintenance timers also work in distributed fashion without any input or knowledge of what the other nodes are doing – this can lead to some fluctuation where changes can negatively or positively impact the overall structure. These timers run at minimum every 5 minutes and so all tests were run for 15 minutes to allow the framework opportunities to update the configuration. Snapshots of the network are presented below and the overall efficiency and safety of the system are examined.
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Figure 3-2: 20 Nodes with updates every 1000ms after 3 minutes



Figure 3-3: Nodes with updates every 1000ms after 12 minutes
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In Figure 3-2 and Figure 3-3, the initial and intermediate configurations were both very resistant to failure and the number of connections between nodes started very high with 50% of the nodes having more than three connections and two different nodes having seven connections. Twelve minutes later as in Figure 3-3, the configuration optimized itself reducing the number of connections and getting 80% of the nodes back to the optimal number of three connections. This created in interesting side effect of effectively raising the average hops between nodes from 2.34 to 2.59 hops. Specific nodes such as Node 1 had initial average hop count of 1.42 but increased to 2.71 and other nodes such as Node 20 improved from 3.24 to 2.32. Overall the improvements seem to favor moving all nodes to the ideal node count value of 3. The primary push of the maintenance algorithm seems more focused on reducing the number of nodes extraneously connected to each other to improve the efficiency of the mesh in terms of overhead per node and not a minimized hop count between nodes. A twenty node configuration is a significantly more complicated distributed algorithm to arrive at an optimal solution since the number of nodes acting independently is so great. The simple 5 case in Table 3-5 and Table 3-9 shows the configuration improving, from the average of 1.24 to 1.15 hops after 12 minutes.



Table 3-5: 5 Nodes after 3 minutes



Table 3-6: 5 Nodes after 12 Minutes
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Chapter 4 Problem Approach



Using Visual Studio 2008, a WCF Peer Channel application was built that connects to a default implementation of a custom resolver service running locally. A custom local peer resolver was used so that it could be restarted between tests and ensures the network and all nodes start from a clean configuration for each test. Each node was sent a traffic pattern message that contained the number of message to send, the rate to send the messages and the size of the payload. Finally, a start messages was sent across the mesh that would start each nodes sending background thread. This thread would send a message with the given payload at the rate specified earlier. Each node additionally allocated memory to log the arrival of any incoming messages; internal memory was used to ensure no disk activity would interfere with the test results. In all test runs, 1024 bytes of data were sent as the payload in each message and each test specified a fixed number of messages to send to ensure the test would run for a total of 15 minutes. The following numbers of messages were specified based on the rate; every 1000 milliseconds sent 900 messages, every 500 milliseconds sent 1800 messages, every 500 milliseconds sent 1800 messages, every 250 milliseconds sent 3600 messages and every 125 milliseconds sent 7200 messages. At the completion of each test, all logs would be written to disk and then written to a SQL Server Express database which would allow queries to run against it to determine the number of messages received per node among other analysis queries. A total of ten machines were connected over a 24 port hub. After each test, the software was restarted to prevent any previous connections or memory loss from impacting the performance measurements.
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Node 1 Specifications IBM ThinkPad Intel Core Duo @ 1.83 GHz 2 GB RAM Windows XP Service Pack 2 .NET Framework 3.5



Node 2-10 Specifications IBM ThinkPad Intel Pentium M @ 1.6 GHz 1 GB RAM Windows XP Service Pack 2 .NET Framework 3.5



Table 4-1: Hardware Specification



As shown in Table 4-1, Node 1 was a more powerful dual core processor and was used in all tests to monitor the performance and event logs of the system to prevent this extra overhead from affecting the performance or timing of the system.
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Chapter 5 Conclusions In this paper, the question posed was if the Microsoft peer-to-peer implementation could meet the time constraints required of an emergency management system. The simulation results show that the implementation met the base requirement of sending a single message once a second on all nodes. Furthermore, it scaled well with multiple nodes per machine and was also able to handle sustained bursts of traffic. With the performance requirement exceeded, the next area of concern is the structure and efficiency of the network mesh created. The results of the node analysis show that the total number of hops between nodes is minimized and connections are pruned to ensure it creates an efficient network mesh. Given emergency management systems typically run on special hardware in dedicated environments, the instability of the system is minimized compared to home computers that may activate and deactivate in very unpredictable patterns. This creates an ideal environment for such systems as the maintenance timers have ample time to determine the relative value of each connection, as determined by the LinkUtility function to improve the overall structure. Other approaches than peer-to-peer includes clustering, which in general, is available it two forms: High Availability or Load Balancing. High Availability is often implemented by having two or more nodes acting as redundant services if a single node fails. Load Balancing is implemented to hide multiple machines behind a common interface and distributing the load across the back end. Both of the approaches are viable within an emergency management system, but do not address the connectivity of the clients to each other or support an ad-hoc network. Services based on dedicated servers are always dependent on those servers. An advantage of the peer-to-peer system is that the system could move entirely offsite by moving the connections to an isolated network and then disconnecting from the entire network. In the case of a remote Command Center this can be created easily and without requiring servers waiting offsite. 16



In a peer-to-peer approach without a central server to provide a current snapshot, a synchronization model would need to be implemented that would synchronize new clients to the current state of the system. This synchronization would need to occur anytime a new machine enters the mesh or becomes disconnected. Since other machines that are well connected to the system do not need to see this traffic, it would be prudent to establish a secondary connection through traditional means to prevent that information from flooding the network. Another concern would be the overhead of a peer-to-peer flood network compared to directed traffic. By design, the same message will be flooded across multiple nodes and could add a considerable amount of network overhead. The different factors such as network speed, network connections (routers, hubs, switches) and how many connections crossing each connection can affect the total amount of overhead added to the system. This research has shown this technology warrants further study within other application domain models than the traditional file sharing applications. The technology does require careful understanding and development, but shows that additional architectures other than standard client/server models are viable even for time sensitive applications. It does not address the persistence, synchronization, and security impacts of applications, but opens the door for critical applications that might benefit from reduced server management and maintenance. The future is very promising for peer-to-peer solutions and as the frameworks mature and lower the entry cost for organizations to build highly scalable and adaptable applications, many existing applications will begin to leverage the advantages offered by distributed architectures and reduced dependency on traditional application servers to manage and host services.
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Chapter 6 Appendices 1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20



1 1 2 2 2 2 2 2 3 1 2 1 2 1 3 2 1 3 2



2 1 2 1 1 2 2 1 3 3 2 2 1 2 1 2 2 2 3 1



3 1 2 3 2 2 3 3 1 3 1 2 1 2 1 3 2 2 3 3



4 2 1 3 2 1 2 2 2 2 2 1 2 1 2 1 3 3 2 2



5 2 1 2 2 2 1 2 3 2 2 2 1 3 2 1 2 2 2 2



6 2 2 2 1 2 1 2 3 1 3 2 1 2 3 3 2 2 3 1



7 2 2 3 2 1 1 1 4 1 4 3 2 4 3 2 4 1 3 2



8 2 1 3 2 2 2 1 4 2 3 4 3 4 2 3 3 2 4 2



9 2 3 1 2 3 3 4 4 4 2 1 2 3 4 3 3 3 4 4



10 3 3 3 2 2 1 1 2 4 4 3 2 3 4 3 3 2 4 2



11 1 2 1 2 2 3 4 3 2 4 1 2 1 2 3 3 2 2 3



12 2 2 2 1 2 2 3 4 1 3 1 1 2 3 2 2 3 3 3



13 1 1 1 2 1 1 2 3 2 2 2 1 3 2 2 1 3 3 2



14 2 2 2 1 3 2 4 4 3 3 1 2 3 3 2 4 3 1 3



15 1 1 1 2 2 3 3 2 4 4 2 3 2 3 4 1 2 4 2



16 3 2 3 1 1 3 2 3 3 3 3 2 2 2 4 3 3 1 3



17 2 2 2 3 2 2 4 3 3 3 3 2 1 4 1 3 3 4 3



18 1 2 2 3 2 2 1 2 3 2 2 3 3 3 2 3 3 4 3



19 3 3 3 2 2 3 3 4 4 4 2 3 3 1 4 1 4 4



20 2 1 3 2 2 1 2 2 4 2 3 3 2 3 2 3 3 3 4
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Table 6-1: 20 Nodes - 1000ms Hop Counts at 3 Minutes



1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20



3 1 3 4 2 3 2 2 1 1 2 1 2 3 4 2 3 3 4



2 3 4 1 3 2 3 1 3 1 4 2 4 4 2 2 3 2 4 1



3 1 4 3 4 3 4 3 1 2 2 2 2 3 2 3 1 3 2 3



4 3 1 3 3 1 2 2 2 2 2 1 4 3 3 3 4 3 3 2



5 4 3 4 3 2 1 3 3 3 2 4 4 3 3 1 4 2 2 3



6 2 2 3 1 2 1 2 3 1 3 2 3 4 4 3 3 3 4 3



7 3 3 4 2 1 1 2 4 2 4 3 3 4 2 2 2 1 3 3



8 2 1 3 2 3 2 2 4 1 3 3 2 4 3 3 3 1 4 3



9 2 3 1 2 3 3 4 4 4 2 1 3 2 3 2 2 4 1 4



10 1 1 2 2 3 1 2 1 4 2 3 2 3 3 4 2 2 4 3



11 1 4 2 2 2 3 4 3 2 2 1 2 4 4 3 3 4 3 4



12 2 2 2 1 4 2 3 3 1 3 1 3 3 4 3 3 4 2 3



13 1 4 2 4 4 3 3 2 3 2 2 3 3 2 4 1 3 4 3



14 2 4 3 3 3 4 4 4 2 3 4 3 3 4 2 4 4 1 3



15 3 2 2 3 3 4 2 3 3 3 4 4 2 4 2 1 1 3 1



Table 6-2: 20 Nodes - 1000ms Hop Counts at 12 Minutes
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16 4 2 3 3 1 3 2 3 2 4 3 3 4 2 2 4 3 1 1



17 2 3 1 4 4 3 2 3 2 2 3 3 1 4 1 4 2 3 2



18 3 2 3 3 2 3 1 1 4 2 4 4 3 4 1 3 2 4 3



19 3 4 2 3 2 4 3 4 1 4 3 2 4 1 3 1 3 4 2



20 4 1 3 2 3 3 3 3 4 3 4 3 3 3 1 1 2 3 2
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