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Abstract—While the services-based model of cloud computing makes more and more IT resources available to a wider range of customers, the massive amount of data in cloud platforms is becoming a target for malicious users. Previous studies show that attackers can co-locate their virtual machines (VMs) with target VMs on the same server, and obtain sensitive information from the victims using side channels. This paper investigates VM allocation policies and practical countermeasures against this novel kind of co-resident attack by developing a set of security metrics and a quantitative model. A security analysis of three VM allocation policies commonly used in existing cloud computing platforms reveals that the server’s configuration, oversubscription and background traffic have a large impact on the ability to prevent attackers from co-locating with the targets. If the servers are properly configured, and oversubscription is enabled, the best policy is to allocate new VMs to the server with the most VMs. Based on these results, a new strategy is introduced that effectively decreases the probability of attackers achieving co-residence. The proposed solution only requires minor changes to current allocation policies, and hence can be easily integrated into existing cloud platforms to mitigate the threat of co-resident attacks. Keywords-cloud computing security, co-resident attack, virtual machine allocation policy



I.



INTRODUCTION



The emergence of cloud computing has fundamentally changed the deployment and usage of information technologies. More and more IT resources, like software applications, operating systems, and even network infrastructure, are now delivered as services and made accessible to a wide range of customers. However, while regular users benefit from the advantages brought by cloud computing, malicious users are also targeting the growing amount of data in cloud platforms, which creates a major potential security risk. This paper focuses on a novel type of threat: the coresident attack [1] (also known as a co-residence attack, or co-location attack). In cloud computing environments, in order to maximise the utilisation rate of hardware platforms, it is common practice that the virtual machines (VMs) of different users run on the same physical server (i.e., these VMs are co-resident), and are logically isolated from each other. However, malicious users can circumvent the logical isolation, and obtain sensitive information from co-resident VMs [1]. If cloud providers cannot ensure data confidential-
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ity and hence lose the basic trust from users, the future of cloud computing will be jeopardised. Therefore, it is crucial to find effective and practical countermeasures against this kind of threat. Although, in principle, programs running on co-resident VMs should not be able to influence each other, there are a variety of ways this can occur in practice. For example, the cache utilisation rate has a major influence on the execution time of cache read operations. Therefore, the attacker is able to estimate the victim’s cache usage by performing extensive cache read operations and comparing the execution time on a co-resident VM [1]. With similar approaches, attackers can also infer other private statistics, such as the traffic rate of a website. In addition, co-resident VMs share the instruction cache and other hardware resources. This can also be exploited by malicious users to extract private information, such as cryptographic keys [2], although it requires overcoming several major challenges. Furthermore, a number of papers have discussed how to build side channels between co-resident VMs to transfer sensitive information, which is prohibited by security policies [3-8]. One way to encounter this kind of threat is to fundamentally eliminate the side channels between VMs, which is the approach taken by most previous work [9-14]. However, the proposed methods require substantial changes to be made to existing commercial platforms, and hence are impractical and not suitable for immediate deployment. Our earlier work [15] takes a different approach and investigates how to minimise the possibility of achieving coresidence for the attacker. In the types of co-resident attacks we consider, the attacker has a clear set of targets. Before the attacker is able to extract any useful information, they need to first co-locate their VMs with the targets. If we can find a practical way to decrease the possibility of achieving co-location, then the threat of this kind of attack can be mitigated. Specifically, we focus on the VM allocation policy, since this is one important factor the cloud provider can control that will influence the possibility of co-location. However, all the analyses in the previous work were only based on simulation experiments. In this paper, we introduce theoretical models to more accurately quantify and explain the differences of the VM allocation policies in preventing co-resident attacks. Our contributions include: (1) we define three security metrics for assessing attacks,
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and quantitatively evaluate these metrics under different allocation policies; (2) we conduct extensive experiments on the widely used platform CloudSim [16, 17] to verify that our theoretical models closely match our simulation results; (3) we find that the server’s configuration, oversubscription and background traffic have a large impact on the ability to prevent the attacker from co-locating with the targets. If the servers are properly configured, and oversubscription is enabled, the best policy is to allocate new VMs to the server with the most VMs; and (4) we propose a new VM allocation strategy that considerably increases the difficulty for attackers to achieve co-residence. The rest of the paper is organized as follows. In Section II, we give our problem statement and methodology. In Section III, we define several security metrics that measure the co-resident attack. In Section IV, we present our simulation experiments and model verification. In Section V, we propose our new VM allocation policy, while Section VI concludes the paper and gives directions for future work. II.



PROBLEM STATEMENT AND METHODOLOGY



In this paper, we compare the performance of different VM allocation policies under the co-resident attack, and find a practical method that can effectively mitigate its threat. Our earlier result [15] shows that a deterministic policy like Round Robin is the least secure, mainly because the servers are selected with a fixed order. Hence, in this paper we only consider three basic stochastic policies: (1)/(2) Least VM/Most VM policy. For every new VM request, the policy selects one server randomly from those that host the least/most number of VMs, and have enough resources left. (3) Random policy. For every new VM request, the policy randomly selects one server from those with enough resources. These three policies form the basis of most existing VM allocation policies, and are used in popular open source cloud platforms, such as OpenStack [18], Eucalyptus [19], OpenNebula [20], and CloudStack [21]. In order to facilitate a quantitative analysis, we introduce the following definitions as listed in Table I. Two points should be noted. (1) We modify the definition of attack efficiency. In the previous paper [15], efficiency is defined as “the number of malicious VMs that are successfully co-located with at least one of the T targets, divided by the total number of VMs launched during this attack”. Under this definition, we cannot differentiate the situation where two attack VMs co-locate with two targets, from the situation where two attack VMs co-locate with the same target. However, from the attacker’s point of view, the first case is clearly preferable. Consequently, we change the definition of efficiency to the current version. (2) We add one more metric to measure the attack: VMmin, such that VMmin−1 is the expected number of VMs that the attacker has to start before they can co-locate with one target. VMmin estimates the amount of effort that an attacker has to expend to achieve co-residence. The following example illustrates the definitions of attack efficiency and coverage. In Fig. 1, four VMs of legal
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user L are running on four different servers. The attacker A starts eight VMs, four of which co-locate with three VMs of L. In this example, the efficiency is 3/8 (instead of 4/8), and the coverage is 3/4. Server 1



Server 2



VM_L1



VM_L2



VM_A1



VM_A2



Server 3



Server 4



VM_L3



VM_L4 VM_A3



VM_A4 Server 5 VM_A5



Server 6 VM_A6



Server 7



Server 8



VM_A7



VM_A8



Figure 1. Example explaining attack efficiency and coverage



Given these definitions, the attack scenario is as follows: in a system of N servers, the attacker A’s target are the VMs started by the legal user L, i.e., Target(A) = ™tVM(L,t). During one attack started at time t, A launches VM(A,t) VMs. The success of an attack is measured in terms of Efficiency(VM(A,t)) and Coverage(VM(A,t)), which are formally defined in Table I. TABLE I.



DEFINITIONS USED IN THIS PAPER



Name



Definition



N



The total number of servers in the system



A



The attacker



L



A legal user. The target of A is the set of VMs started by L



VM(L,t)



The set of VMs started by L at time t



VM(A,t)



The set of VMs started by A during one attack at time t



Target(A) SuccTarget(A,t) SuccVM(A,t) Servers({a set of VMs}) Efficiency( VM(A,t)) Coverage( VM(A,t)) VMmin



The target set of VMs that A intends to co-locate with, Target(A) = ™tVM(L,t), |Target(A)| = T A subset of Target(A) that co-locates with at least one VM from VM(A,t) A subset of VM(A,t) that co-locates with at least one of the T targets Servers that host the set of VMs The number of servers that host malicious VMs that are co-located with at least one of the T targets, divided by the total number of VMs launched during this attack, i.e., Efficiency(VM(A,t)) = |Servers(SuccVM(A,t))| / |VM(A,t)| The number of target VMs co-located with malicious VMs started in this attack, divided by the number of targets T, i.e., Coverage(VM(A,t)) = |SuccTarget(A,t)| / T The minimum number of VMs that the attacker needs to start so that Efficiency(VM(A,t)) or Coverage(VM(A,t)) is larger than zero



The attacker’s aim is to maximise either the efficiency or the coverage rate. One approach to realising it is to spread the VMs, i.e., to occupy as many servers as possible with the fewest number of VMs. From the attacker’s perspective, this is similar to the set cover problem: given a universe U of N elements, U = {u1, u2, …, uN}, and a set of j sets, S = {Si | Si ⊆ U, ڂSi = U, i = 1, 2, …, j}, the problem is to find the smallest subset of S, I, the union of which equals U. In our situation, all the servers in the system can be considered as the universe U, while Si is the set of servers that host the malicious VMs started during one attack, i.e., Si =



IEEE ICC 2014 - Communication and Information Systems Security Symposium



Servers(VM(A,t)). However, one major difference from the original set cover problem is that instead of identifying the smallest subset I of the given set S, the attacker aims to find an optimal way to generate the set S, so that S is as close to I as possible. It is obvious that the best scenario is S = {Si | Si ⊆ U, ڂSi = U, ŀSi = ĭ, i = 1, 2, …, j}, as in this case S = I. In other words, for the attacker A it is best that newly started VMs will be assigned to distinct servers that have never hosted A’s VMs before. In the next section, we analyse the difficulty of achieving this, and model VMmin, Efficiency(VM(A,t)), and Coverage(VM(A,t)) under different VM allocation policies. III.



MODELLING THE SECURITY METRICS



In this section, we first analyse how the attacker is able to spread their VMs across a wider range of servers in order to maximise the efficiency and coverage rate. Then we describe our analytical models for VMmin, Efficiency(VM(A,t)), Coverage(VM(A,t)). A. How to spread VMs under different allocation policies As we analysed earlier, in order to maximise the efficiency and coverage rates, attackers should occupy as many servers as possible with the minimum number of VMs. Under the Least VM policy, one server is very unlikely to be chosen twice within a short period of time. Hence, the attacker should start as many VMs as possible (the attacker may be restricted by costs and other factors) at the same time, because all these VMs are likely to be allocated to different servers. Under the Most VM policy, the situation is more complicated. For every new VM request submitted at time t, the server selection occurs in the following order: (1) servers from which at least one VM departs at time t−1 and have enough remaining resources; (2) other servers that are already being used and have sufficient resources left; (3) new servers. Let N1, N2, N3 represent the number of extra VMs these three types of servers can hold. Then if VM(A,t) > N1 + N2, the first N1 VMs will be likely to be allocated to different servers, while there is a certain chance that a subset of the next N2 VMs will be on the same server(s), and the final (VM(A,t) − N1 + N2) VMs will be allocated together. Therefore, under the Most VM policy, if the attacker intends to start a large number of VMs, instead of launching them at once, they should start M (M < VM(A,t)) at a time, and repeat this multiple times. Under the Random policy, the server selection process does not follow any specific pattern. Therefore, the way that the attacker starts their VMs has little impact on the number of different servers to which these VMs are assigned. B. Modelling the minimum number of attack VMs In this subsection, we aim to answer the following question: suppose that the attacker starts their VMs in the manner described above, then how many VMs do they have to start before they can achieve co-residence? This provides an indication of the theoretical difficulty of achieving coresidence under different policies.
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Let pi, 1 ” i ” VMmin, be the probability that the ith VM co-locates with at least one of the T targets. Then the probability that VMmin = n follows a binominal distribution, and is equal to the probability that the first n−1 VMs do not colocate with the targets, and the last VM does: n −1



P (VM min = n ) = pn ⋅ ∏ (1 − pi )



(1)



i =1



Let Ni´ be the number of servers to which the ith VM can be assigned, and T´ be the number of servers that host the target T VMs, then pi = T´ » Ni´.



Least VM allocation policy As stated in our previous analysis, all the n VMs will be allocated to different servers one after another, and the ith VM can only be assigned to one of the remaining N − (i−1) servers, i.e., Ni´ = N − (i−1). Hence:



pi =



P (VM min = n ) =



T′ N − ( i − 1)



(2)



n−2 T′ T′ · § ⋅ ∏ ¨1 − ¸ N − n + 1 i =0 © N − i ¹



(3)



Most VM allocation policy Since M is sufficiently small, all the M VMs are assigned to different servers. In other words, within a single batch, the situation is similar to that under the Least VM policy. However, when the later batches of M VMs are started, there is still a chance that they will be allocated to formerly chosen servers, i.e., Ni´ decreases as i increases within a batch, but resets to N for every new batch, Ni´ = N − (i−1) mod M. Hence, in this case:



pi =



P (VM min = n ) =



T′ N − ( i − 1) mod M



(4)



n−2 T′ T′ § · ⋅ ∏ ¨1 − ¸ (5) N − (n − 1) mod M i = 0 © N − i mod M ¹



Random allocation policy Under the Random policy, the VM allocation is uniformly random, and hence every new VM has the same probability of co-locating with one of the T targets:



pi =



T′ N



§ T′· P (VM min = n ) = ¨1 − ¸ © N¹



(6) n −1



⋅



T′ N



(7)
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C. Modelling the efficiency and coverage rates In this subsection, we further model the attack efficiency and coverage rates under different allocation policies. Let qi, 1 ” i ” VM(A,t) be the probability that the ith VM is assigned to a new server that hosts at least one of the T targets. Then the efficiency of starting VM(A,t) VMs is:



EXPERIMENTAL VERIFICATION



IV.



In this section, we present a comparison between the results predicted by our models, and the results calculated from simulation experiments, for VMmin, Efficiency(VM(A,t)), and Coverage(VM(A,t)).



A. Simulation environment In order to verify the above models of VMmin, Efficienqi ¦ (8) cy(VM(A,t)), and Coverage(VM(A,t)), we conducted our Efficiency (VM ( A, t ) ) = i =1 VM ( A, t ) simulation experiments on the widely used platform CloudSim [16, 17] with the following settings. Similarly, Let ri, 1 ” i ” VM(A,t) be the probability that Physical servers and virtual machines the ith VM co-locates with a new target. Then the coverage 150 servers and more than 3500 VMs are used in the after starting VM(A,t) VMs is: simulations. Note that we have two sets of configurations VM ( A,t ) for the servers, and we repeat the experiments on each of ri ¦ i =1 (9) these configurations separately. The difference between Coverage (VM ( A, t ) ) = T these two configurations is the potential bottleneck resource: CPU or RAM capacity. We note that when the attacker starts the ith VM, ™j


•



150



Under the Least VM policy,



T ′ − ¦ j =i q j



150



i −1



qi =



N − ( i − 1)



T − ¦ j =i r j



(10)



i −1



ri = •



N − ( i − 1)



Under the Most VM policy,



T ′ − ¦ j =i q j i −1



qi =



N − ( i − 1) mod M



T − ¦ j =i r j i −1



ri = •



N − ( i − 1) mod M



Under the Random policy,



T ′ − ¦ j =i q j i −1



qi =



N T − ¦ j =i r j i −1



ri =



N



2600



16



24576



Servers 2600



12



49152



random



b



2500



1



870



random



b



2000



1



1740



random



b



1000



1



1740



random



b



500



1



613



VMs



a. In CloudSim the CPU speed is measured in MIPS instead of MHz. b. Each VM request randomly decides the type of VM it requires.



(11)



Background workload In our earlier study [22], we measured the number of VMs started and stopped within a fixed time interval (e.g., one or two minutes) in the Amazon EC2 [23] and Windows Azure [24] cloud platforms. Our results show that these two time series follow a power law distribution, and exhibit self(12) similarity. We implement this finding using the program developed in [25] to generate the background workload. Experimental settings In each experiment, the number of VMs started reaches a relatively steady value around the 4800th second. At the th (13) 18000 second, a legal user L starts 20 VMs, and a certain time later (we call this time difference the lag) an attacker A starts VM(A,t) VMs at the tth (t = 18000 + lag) second. VM(A,t) = 1, 5, 10, 15, 20, …, 100, and lag = 1, 5, 10, 20, 30, …, 100. For every VM allocation policy/VM(A,t)/lag combination, we carry out the above experiment 50 times. (14) B. Results on minimum number of attack VMs All the target VMs are started at the same time in our experiments, which means: (1) Under the Least VM policy, these VMs are allocated to different servers because a server will not be selected (15) twice within a short time, i.e., Tƍ = T.
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(2) Under the Most VM policy, a subset of the VMs may reside on the same servers. In our simulation experiments, the 20 target VMs are allocated to 16, 4 servers on average under the two sets of server’s configurations, i.e., Tƍ = 0.8·T, and Tƍ = 0.2·T; (3) Under the Random policy, similar to the situation in (2), a number of the target VMs will co-locate with each other. Specifically, Tƍ=™0 ”i”T−1 (1−i » N)=T−T·(T−1) » (2·N). Furthermore, for the Least VM policy, we find that the model only fits the simulation results well when the lag is larger than 10 minutes, and when the lag is small, the estimated values are much higher (this part of the results are excluded). The reason is that under the Least VM policy, the server chosen to host the target VM is unlikely to be selected again within a short period of time. For the other two policies, the model fits the simulation results for all lags.



under the first configuration (where each server has 16 CPU cores, and 24 Gigabytes of RAM), all three policies perform similarly. These two points are due to the oversubscription and background traffic, as we explain below. Effect of the oversubscription Oversubscription is a common practice in cloud computing, which means providers allocate more resources than what they have, assuming that on average the usage does not exceed the actual capacity. In our simulation experiment, the oversubscription of CPU cores is enabled. As a result, under the Most VM policy, even if the attacker starts only a small number of VMs at a time (M is set to 5), still it is possible that a subset of these VMs will be on the same server, i.e., Equations (4), (5), (12) and (13) do not hold. This explains the first point mentioned above, and is also the reason why the Most VM policy performs better than the other policies under the second configuration. However, under the first configuration, although the scheduler tries to allocation more VMs to one server, there is not enough RAM left. In other words, the oversubscription does not take effect. Therefore, the three policies perform almost the same in this situation, even though they allocate VMs using completely different approaches.



C. Efficiency and coverage results The situation is the same as that in the previous subsection, (1) for the Least VM policy, the model only fits the results when lag • 10 minutes, and Tƍ = T; (2) for the Most VM policy, Tƍ is 0.8·T and 0.2·T under the two sets of configurations; and (3) for the Random policy, Tƍ = T−T·(T−1) » (2·N). We can see from Fig. 2 that as VM(A,t) increases, the efficiency stays approximately the same under the Least VM policy, while under the other two policies it decreases gradually. This is consistent with the predictions of our models. As for the coverage rate, it increases faster with VM(A,t) under the Least VM policy than under the other two policies, which is also the same as our models predict. However, the following two points should be noted: (1) for the Most VM policy, under the second configuration (where each server has 12 CPU cores, and 48 Gigabytes of RAM), the difference between the estimated value and the simulation result is larger than in the other cases -- especially for the coverage rate; (2) under the second configuration, the Most VM policy performs better than the other two policies in terms of the defined security metrics. In contrast, 80 60 40 20 0 0
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Effect of the background traffic Another reason why the three policies perform similarly under the first configuration is the impact of the background traffic. Consider the Most VM policy. When the system initiates, VMs will be allocated to fill up one server after another, which is quite different from the situation under the other two policies. However, after a sufficiently long time, at any moment there will be a number of servers not fully utilised, and newly started VMs will be assigned to these servers first. We have examined the sequence in which the servers are selected during this time period, and it is very similar to that under the other two policies – all of them are nearly random.
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Figure 2. Compare VMmin between the estimations, the simulation results, and the values under the new policy, in the two sets of configurations
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(b.1) Least VM policy (lag • 10 minutes) (b.2) Most VM policy (b) Server configuration 2: each server has 12 CPU cores, and 48 Gigabytes of RAM
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Figure 3. Compare Efficiency between the estimations, the simulation results, and the values under the new policy, in the two sets of configurations 70 Estimated value by the model Simulation result PSSF + Least VM policy
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V.



A NEW HEURISTIC VM ALLOCATION POLICY



In this section, we propose a modified VM allocation policy that aims to decrease the probability of attackers colocating with the targets. The basic idea is to limit the number of servers that each account will use, so that the target VMs are less exposed to the attacker. The new policy is called Previously-selected-serversfirst (PSSF), where we combine the three policies (Least VM, Most VM, and Random) with the following modification: when a user L requests to start a VM, the servers that already host the VMs from the user, Servers(™tVM(L,t)), will be considered first. If such servers do not exist, or do not have enough resources left, the allocation process still follows the original policy.
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Under this policy, the best strategy for the attacker is to use multiple accounts, each of which starts only one VM at a time. We tested our new policy in this worst case scenario. Fig. 2-4 show that the modification works for all three policies, especially when it is combined with the Least VM policy. Consider the following example: the victim user starts ten VMs, five of which are allocated to one server Sr1, while the other five are allocated to another server Sr2 (Fig. 5). It is likely that Sr1 and Sr2 are hosting more VMs than the other servers now, and further VM requests will not be assigned to Sr1 or Sr2 until all other servers also host the same number of VMs. However, for the other two policies, the improvement is not so obvious, especially the coverage rate. Still in the above example, Sr1 and Sr2 are much more likely to be selected again in this two cases, and since the target VMs are
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[4]



allocated together, it is relatively easy for attackers to achieve a high coverage rate. Sr2



No. of VMs



Sr1



[5]



[6]



Servers



Figure 5. Illustrative example of why PSSF+Least VM policy is effective in preventing attackers from co-locating with their targets [7]



One immediate question for this modification is that it is not robust from the users’ point of view, as the failure of one server will impact all the VMs of a user. In practice, we can limit the number of VMs one server can host from the same user. Alternatively, in existing commercial cloud platforms, such as Amazon EC2 and Windows Azure, the system is organised into a number of regions, and each region contains several availability zones/subregions, which can be roughly considered as data centres. Therefore, the users can distribute their VMs across different availability zones/ subregions for greater robustness of their own systems. In summary, limiting the number of servers that one account can use increases the co-location of VMs belonging to the same account. As a result, the victims are less exposed to attackers, and it is also harder for attackers to spread their VMs. Consequently, this strategy is effective in decreasing the probability of attackers achieving co-residence. VI.
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CONCLUSION



Co-resident attacks are a major threat to data confidentiality in cloud computing. In this paper, we compare three basic VM allocation policies from a security perspective, and model their performance in the presence of this kind of attack. We find that the Most VM policy performs the best when the servers are appropriately configured, and oversubscription is enabled. In addition, we propose a new policy that considerably increases the difficulty for attackers to achieve co-residence. In the future, we will work on the mathematical formulation of the problem, and search for an optimal policy that achieves a balance between minimising the threat of coresident attacks, decreasing the power consumption, and balancing the workload. Furthermore, we will also collect datasets from real cloud platforms to test our policy.
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