









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













This article was downloaded by:[Fabbri, Giorgio] On: 2 February 2008 Access Details: [subscription number 789802438] Publisher: Taylor & Francis Informa Ltd Registered in England and Wales Registered Number: 1072954 Registered office: Mortimer House, 37-41 Mortimer Street, London W1T 3JH, UK



Mathematical Population Studies An International Journal of Mathematical Demography Publication details, including instructions for authors and subscription information: http://www.informaworld.com/smpp/title~content=t713644738



Viscosity Solutions to Delay Differential Equations in Demo-Economy Giorgio Fabbri a a Università LUISS - Guido Carli, Rome, Italy



Online Publication Date: 01 January 2008 To cite this Article: Fabbri, Giorgio (2008) 'Viscosity Solutions to Delay Differential Equations in Demo-Economy', Mathematical Population Studies, 15:1, 27 - 54 To link to this article: DOI: 10.1080/08898480701792444 URL: http://dx.doi.org/10.1080/08898480701792444



PLEASE SCROLL DOWN FOR ARTICLE Full terms and conditions of use: http://www.informaworld.com/terms-and-conditions-of-access.pdf This article maybe used for research, teaching and private study purposes. Any substantial or systematic reproduction, re-distribution, re-selling, loan or sub-licensing, systematic supply or distribution in any form to anyone is expressly forbidden. The publisher does not give any warranty express or implied or make any representation that the contents will be complete or accurate or up to date. The accuracy of any instructions, formulae and drug doses should be independently verified with primary sources. The publisher shall not be liable for any loss, actions, claims, proceedings, demand or costs or damages whatsoever or howsoever caused arising directly or indirectly in connection with or arising out of the use of this material.



Downloaded By: [Fabbri, Giorgio] At: 11:01 2 February 2008



Mathematical Population Studies, 15:27–54, 2008 Copyright # Taylor & Francis Group, LLC ISSN: 0889-8480 print=1547-724X online DOI: 10.1080/08898480701792444



Viscosity Solutions to Delay Differential Equations in Demo-Economy Giorgio Fabbri Universita` LUISS – Guido Carli, Rome, Italy



Economic and demographic models governed by linear delay differential equations are expressed as optimal control problems in infinite dimensions. A general objective function is considered and the concavity of the Hamiltonian is not required. The value function is a viscosity solution of the Hamilton-Jacobi-Bellman (HJB) equation and a verification theorem is proved. Keywords: delay differential equation; vintage models; viscosity solutions



1. INTRODUCTION Fabbri et al. (forthcoming) study a family of optimal control problems driven by delay differential equations using strong solutions. Here I treat a larger class of economic and demographic problems, written as optimal control problems with delay state equation, using viscosity solutions. I use an equivalent formulation of the delay problem introducing a suitable Hilbert space and rewriting the state equation as a suitable ordinary differential equation1 (ODE) in the Hilbert space. Models in epidemiology and in dynamic population governed by linear delay differential equations for which a formulation in Hilbert spaces is possible are presented in Section 2. I will use a demographic model with an explicit age structure by Boucekkine et al. (2002), a vintage capital model with linear production function (AK) by Boucekkine



Supported by the ARC Discovery project DP0558539. Communicated by Gustav Feichtinger and Vladimir Veliov. 1 The method I use is due to Vinter and Kwong (1981) and Delfour (1980, 1984, 1986). I refer to the book by Bensoussan et al. (1992) for a systematic presentation. Address correspondence to Giorgio Fabbri, DPTEA, Universita` LUISS – Guido Carli, Rome, Italy and School of Mathematics and Statistics, UNSW, Sydney, Australia. E-mail: [email protected] 27
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et al. (2005),2 a model for obsolescence and depreciation with linear production function by Boucekkine et al. (2004) and an advertising model with delay effects by Gozzi and Marinelli (2004), Gozzi et al. (preprint), and Faggian and Gozzi (2004). I recall3 that dynamic programming consists of four steps: (i) write the dynamic programming principle for the value function and its infinitesimal version, the HJB equation, (ii) solve the HJB equation and prove that the solution is the value function, (iii) prove a verification theorem which can involve the value function and which gives the optimal control as a function of the state finding the closed loop, and (iv) solve the closed loop equation if possible, obtained after inserting the closed loop in the state equation. The difference between Fabbri et al. (to appear) and the present work is the different study of the HJB equation. Fabbri et al. (to appear) solved the HJB equation by approximation, introducing a sequence of more regular problems that converges to the original one (Faggian 2005a,b; Faggian and Gozzi, 2004). Here I study the existence of viscosity solutions for the HJB equation. Viscosity solutions in HJB equation allows one to avoid the concavity assumption of the Hamiltonian and of the target. Problems with multiple optimal solutions,4 where the value function is not everywhere differentiable, are also tractable. Moreover, I do not require that the control and the state are decoupled in the objective function (see Subsection 3.2). A verification result represents a key step in dynamic programming because it verifies whether a given admissible control is optimal or not and gives a way to construct optimal feedback controls. On viscosity solution I have recalled that a crucial step in dynamic programming is to solve the associated HJB equation. Such a solution is used to find optimal controls in a closed-loop form. There are many definitions of solutions of a partial differential equation and in particular of the HJB equation related to optimal control problems. Which one shall we choose? In the classical works Fleming and Rishel (1975) use a regular solution: the solution of the HJB equation is a regular (C1 ) function which satisfies the equation pointwise. However, the solution of the HJB equation is often neither C1 nor differentiable. Crandall and Lions (1983) defined viscosity solutions of the HJB equation in finite dimension. The idea is that the solution can be less regular, for example continuous, and the solution uses sub and super differential or test functions. Every regular solution of the HJB equation is also a viscosity solution. Many 2



The model by Boucekkine et al. (2005) was also studied by Fabbri and Gozzi (submitted) using dynamic programming. 3 A more detailed description of the method is in Fabbri et al. (to appear). 4 I refer to Deissemberg et al. (2004) for a bibliography of such problems in economics.
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HJB equations admit viscosity solutions but no classical solutions. Under general hypotheses, in the finite dimensional case, the HJB equation related to an optimal control problem admits a unique viscosity solution, which is exactly the value function of the problem. Viscosity solutions can be used to check results and to solve optimal control problems. The infinite dimensional case is more complex and the literature is scarce. The viscosity method, introduced in the study of the finite dimensional HJ equation by Crandall and Lions (1983), was extended to the infinite dimensional case (Crandall and Lions, 1985, 1986a, b, 1990, 1991, 1994a, b). Other variants of the concept of viscosity solutions of HJB equations in Hilbert spaces are given by Ishii (1993) and Tataru (1992a, b, 1994). In partial differential equation (PDE) with boundary control there is no complete theory but some works on specific PDE adapting the ideas and techniques of viscosity solutions for first order HJB equations (Cannarsa et al., 1991, 1993; Cannarsa and Tessitore, 1994, 1996a, b; Gozzi et al., 2002; Fabbri, submitted). Most of these works treat the case in which the generator of the semigroup appearing in the state equation is self-adjoint. Infinite dimensional HJB equations arising from delay differential equations (DDEs) with delay in the control present an unbounded term similar to the one arising in boundary control problems (Fabbri and Gozzi, submitted; Fabbri et al., to appear, use classical and strong5 solutions). These papers do not cover the case presented here.



2. DEMO-ECONOMIC MODELS Linear delay differential equations (LDDEs) model many phenomena in epidemics (Hethcote and van den Driessche, 1995, 2000; Smith, 1983; Waltman, 1974) and in biomedicine (Bachar and Dorfmayr, 2004; Culshaw and Ruan, 2000; Luzyanina et al., 2004). A review on delay differential equations in biosciences is in Bocharova and Rihanb (2000) and Baker et al. (1999).



2.1. Three Examples Three economic models will help us to understand which assumptions can be the right ones.



2.1.1. A Vintage Capital Model with Linear Production Function (AK) The growth model with vintage capital and linear production function presented by Boucekkine et al. (2005) is based on the following 5



A strong solution is a suitable limit of classical solutions of approximating problems.
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accumulation for capital goods kðsÞ ¼



Z



s



iðsÞds sR



where iðsÞ is the investment at time s. Capital goods are accumulated for length R of time (scrapping time) and then dismissed. Investments are differentiated with respect to their ages. The production function is linear: yðsÞ ¼ akðsÞ for some constant a > 0 where yðsÞ is the output at time s. At every time s the planner splits the production into consumption cðsÞ and investment in new capital iðsÞ: yðsÞ ¼ cðsÞ þ iðsÞ; then the state equation is k_ðsÞ ¼ iðsÞ  iðs  RÞ;



s 2 ½0; þ1Þ



which is a linear delay differential equation. The social planner maximizes the function Z þ1 Z þ1 cðsÞ1r ðakðsÞ  iðsÞÞ1r ds ¼ ds ð1Þ eqs eqs 1r 1r 0 0 Investment and consumption at time s must not be negative: iðsÞ  0;



cðsÞ  0;



8s 2 ½t; T



ð2Þ



The admissible set has the form: A def fiðÞ 2 L2loc ð½0; þ1Þ; RÞ : 0  iðsÞ  akðsÞ a:e: in ½0; þ1Þg: where L2loc ð½0; þ1Þ; RÞ is the space of all functions from ½0; þ1Þ to R that are Lebesgue measurable and square integrable on all bounded intervals.



2.1.2. An Advertising Model with Delay Effects Gozzi et al. (preprint) and Gozzi and Marinelli (2004) in the stochastic case and Faggian and Gozzi (2004) in the deterministic case (Feichtinger et al., 1994, and references therein) studied the following advertising model. Let t  0 be an initial time, T > t a terminal time (T < þ1 here), cðsÞ, with 0  t  s  T, the stock of advertising goodwill6 of the 6 The advertising goodwill measurement reflects a ‘‘stock of information’’ from current and past advertising that currently influences demand. It was first introduced by Nerlone and Arrow (1962).
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product to be launched. The dynamics is given by the following controlled delay differential equation (DDE) with delay R > 0 where z is the spending in advertising: 8 Z 0 Z 0 > < c_ ðsÞ ¼ a cðsÞ þ cðs þ nÞda1 ðnÞ þ b0 zðsÞ þ zðs þ nÞdb1 ðnÞ; 0 R R > : cðtÞ ¼ x; cðnÞ ¼ hðnÞ; zðnÞ ¼ dðnÞ 8n 2 ½t  R; t; ð3Þ for s 2 ½t; T, with the assumptions: . a0 is a constant factor of image deterioration in absence of advertising, a0  0; . a1 ðÞ is the distribution of oblivion time, a1 ðÞ 2 L2 ð½R; 0; RÞ; . b0 is a constant advertising efficiency factor, b0  0; . b1 ðÞ is the density function of the time lag between the advertising expenditure z and the corresponding effect on the goodwill level, b1 ðÞ 2 L2 ð½R; 0; Rþ Þ; . x is the level of goodwill at the beginning of the advertising campaign, x  0; . hðÞ and dðÞ are respectively the goodwill and the spending rate at the beginning, hðÞ  0, with hð0Þ ¼ x, and dðÞ  0. The objective function is Jðt; x; zðÞÞ ¼ u0 ðcðTÞÞ þ



Z



T



h0 ðzðsÞÞ ds:



ð4Þ



t



where u0 ðÞ and h0 ðÞ are continuous functions.



2.1.3. A Model for Obsolescence and Depreciation Boucekkine et al. (in preparation) presented a model of obsolescence and depreciation with linear production function. The production net of maintenance and repair costs yðtÞ satisfies the delay differential equation: yðtÞ ¼



Z



t



ðXedðtsÞ  gÞiðsÞds



ð5Þ



tR



where X, g and d are real positive constants and g ¼ edT X. The control variable is given by the investment iðsÞ, 0  iðsÞ  yðsÞ. The planner
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maximizes the function Z þ1



eqs



0



ðyðsÞ  iðsÞÞ1r ds 1r



ð6Þ



for a positive constant r and a discount factor q. Boucekkine et al. (1997, 2001) treat these problems numerically.



2.2. Demographic Applications Boucekkine et al. (2004) consider a demographic model with an explicit age structure. At any time t, h(v) is the human capital of the cohort born at v, v  t. T(t) is the time spent at school so t  TðtÞ is the last cohort which entered the job market at t. AðtÞ is the maximal age attainable, t  AðtÞ is the last cohort still at work. The aggregate stock of human capital available at time t is: Z tTðtÞ HðtÞ ¼ hðvÞenv mðt  vÞdv tAðtÞ



where n is the population growth rate, env the cohort size born at v, and mðt  vÞ is the probability for an individual born at v to be alive at t. Boucekkine et al. (2002) study the case in which AðtÞ and TðtÞ are constant.



3. THE PROBLEM 3.1. Delay State Equation From now on I consider a fixed delay R > 0. With notation from Bensoussan et al. (1992), given T > t  0 and z 2 L2 ð½t  R; T; RÞ for every s 2 ½t; T zs 2 L2 ð½R; 0; RÞ is the function ( zs : ½R; 0 ! R ð7Þ zs ðrÞ def zðs þ rÞ: Given an admissible control uðÞ 2 L2 ðt; TÞ, consider the delay differential equation: ( y_ ðsÞ ¼ Nðys Þ þ Bðus Þ þ f ðsÞ for s 2 ½t; T ð8Þ ðyðtÞ; yt ; ut Þ ¼ ð/0 ; /1 ; xÞ 2 R  L2 ð½R; 0; RÞ  L2 ð½R; 0; RÞ where yt and ut are interpreted by means of Eq. (7). N; B : Cð½R; 0; RÞ ! R:



ð9Þ
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In particular: Hypothesis 3.1. N; B : Cð½R; 0; RÞ ! R are continuous linear functions. In the delay setting the initial data are a triple ð/0 ; /1 ; xÞ where /0 is the state at the initial time t, /1 is the history of the state and x the history of the control up to time t on the interval ½t  R; t. In the following f  0. Eq. (8) includes our three examples, namely: . In Boucekkine et al. (2005), Fabbri and Gozzi (submitted), N ¼ 0 and B ¼ d0  dR so the state equation is kðsÞ ¼



Z



s



ð10Þ



iðrÞdr



sR



. In Gozzi et al. (preprint), Gozzi and Marinelli (2004) the definitions of N and B are, respectively N : Cð½R; 0Þ ! R Z 0 N : c 7! a0 cð0Þ þ cðrÞda1 ðrÞ



ð11Þ



R



B : Cð½R; 0Þ ! R Z 0 B : c 7! b0 cð0Þ þ cðrÞdb1 ðrÞ



ð12Þ



R



. In Boucekkine et al. (in preparation) N ¼ 0 and B : Cð½R; 0Þ ! R B : c 7! ðX  gÞcð0Þ  dX



Z



0



edr cðrÞdr



ð13Þ



R



Proposition 3.2. Given an initial condition ð/0 ; /1 ; xÞ 2 R L2 ðR; 0Þ  L2 ðR; 0Þ, a control u 2 L2loc ½0; þ1Þ and a function f 2 L2 ð½0; TRÞ there exists a unique solution yðÞ of Eq. (8) in 1 Hloc ½0; 1Þ. Moreover for all T > 0 there exists a constant cðTÞ depending only on R; T; jjNjj and jjBjj such that   jyjH1 ð0;TÞ  cðTÞ j/0 j þ j/1 jL2 ðR;0Þ þ jxjL2 ðR;0Þ þ jujL2 ð0;TÞ þ jf jL2 ð0;TÞ : ð14Þ
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Proof. In Bensoussan et al. (1992), Theorem 3.3 page 217 for the first part and Theorem 3.3 page 217, Theorem 4.1 page. 222 and page 255 for the second statement. &



3.2. Target Functional I consider a target functional to be maximized, of the form Z T L0 ðs; yðsÞ; uðsÞÞds þ h0 ðyðTÞÞ



ð15Þ



t



where L0 : ½0; T  R  R ! R and h0 : R ! R are continuous functions. . In Boucekkine et al. (2005), Fabbri and Gozzi (submitted) the time horizon is infinite and the objective functional was constant relative risk-aversion (CRRA): Z þ1 ðAkðsÞ  iðsÞÞ1r ds ð16Þ 1r 0 . In Boucekkine et al. (in preparation) the functional is constant relative risk-aversion: Z þ1 ðyðsÞ  iðsÞÞ1r ds: ð17Þ 1r 0 . In Faggian and Gozzi (2004) the functional is concave and of the form: Z T l0 ðs; cðsÞÞ þ n0 ðs; yðsÞÞds þ m0 ðyðTÞÞ: ð18Þ t



The generality of the objective functional is one of the improvements due to viscosity solutions. Fabbri et al. (to appear) considered only objective functionals of the form Z T eqs l0 ðcðsÞÞds þ m0 ðyðTÞÞ ð19Þ t
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where l0 and m0 are concave, and the utility function l0 depends only on consumption (that is the control) c.



3.3. Constraints To define the optimization problem we specify the set of admissible trajectories. In the examples a lower bound on the control variable is assumed. In Boucekkine et al. (2005), Fabbri and Gozzi (submitted) and Boucekkine et al. (in preparation), the constraint u  0 is assumed. Here the constraint is more general: u  C ðyÞ



ð20Þ



where C : R ! ð1; 0 is continuous. In Boucekkine et al. (2005) and Fabbri and Gozzi (submitted) the investment i cannot be greater than the production akðtÞ, in Boucekkine et al. (in preparation) i  y. Here I impose u  Cþ ðyÞ



ð21Þ



where Cþ : R ! ½0; þ1Þ is a continuous function. In Boucekkine et al. (2005), Fabbri and Gozzi (submitted) Cþ ðyÞ ¼ Ay and in Boucekkine et al. (in preparation) Cþ ðyÞ ¼ y. The three main components of an optimal control problem are the state equation, the target functional and the constraints. . The state equation is a general homogeneous linear DDE, in which the derivative of the state y depends both on the history of the state ys (where ys means the history of y in the interval ½s  R; s) and on the history of the control us : ys and us are defined as in Eq. (7): ( ys : ½R; 0 ! R ð22Þ ys ðrÞ def yðs þ rÞ: and the same for us . The presence of the delay in the control yields an unbounded term. In our state equation as reformulated in M 2 a non-analytic semigroup appears. Fabbri (submitted) treats viscosity solution of HJB equation with boundary term and with non-analytic semigroup but only on a very specific transport partial differential equation. . There are state-control constraints. . The target functional is of the form Z T L0 ðs; yðsÞ; uðsÞÞds þ h0 ðyðTÞÞ t



ð23Þ
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where L0 and h0 are continuous. In Boucekkine et al. (2005), Fabbri and Gozzi (submitted) and Fabbri (to appear) the utility function is constant relative risk-aversion; in Fabbri et al. (to appear) it is concave.



4. THE PROBLEM IN HILBERT SPACES I recall how to rewrite the state equations of a control problem subject to a DDE as a control problem subject to an ordinary differential equation (ODE) in a suitable Hilbert space (chapter 4 of Bensoussan et al., 1992). I use the following notations: – yðÞ is the solution of the delay differential Eq. (8). – ð/0 ; /1 ; xÞ is the initial datum in the delay differential Eq. (8). – xðÞ is the trajectory in the Hilbert space M 2 ¼ R  L2 ½R; 0 and is solution of the differential equation (28). x0 ðÞ ¼ yðÞ. – ha; biR ¼ ab is the product in R of two real numbers a; b 2 R. – h; iL2 will indicate the scalar product in L2 ðR; 0Þ: if /1 2 L2 and w1 2 L2 the scalar product is defined as h/1 ; w1 iL2 ¼



Z



0



/1 ðrÞw1 ðsÞds:



ð24Þ



R



– The brackets h; i without index will indicate the scalar product in M 2 : if / ¼ ð/0 ; /1 Þ 2 M 2 and w ¼ ðw0 ; w1 Þ 2 M 2 the scalar product is defined as h/; wi ¼ /0 w0 þ h/1 ; w1 iL2 :



ð25Þ



– The brackets h; iXX 0 is the duality pairing between a space X and the dual X 0 . – The symbol jyjX means the norm of the element y in the Banach space X. – jjTjj is the operator norm of the operator T. – C1 ð½0; T  M 2 Þ is the set of the continuously differentiable functions u : ½0; T  M 2 ! R. – If u 2 C1 ð½0; T  M 2 Þ @t uðt; xÞ is the partial derivative with respect to t and ruðt; xÞ the differential with respect to the state variable x 2 M2 . Consider L the linear operator defined in Subsection 8. Under Hypothesis 3.1
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Proposition 4.1. The operator A defined as: (   DðA Þ ¼ ð/0 ; /1 Þ 2 M 2 : /1 2 W 1;2 ðR; 0Þ and /0 ¼ /1 ð0Þ A ð/0 ; /1 Þ ¼ ðL/1 ; D/1 Þ is the generator of a M 2 def R  L2 ð½R; 0; RÞ



C0



semigroup



on



the



Hilbert



ð26Þ space &



Proof. See Bensoussan et al. (1992), chapter 4. From the form of DðA Þ the operator B is the linear continuous functional ( B : DðA Þ ! R ð27Þ B : ðu0 ; u1 Þ 7! Bðu1 Þ where DðA Þ is endowed with the graph norm.7 In the following B has this second definition. The adjoints of A and B are respectively A and B . Eq. (8) is included into the following ordinary differential equation in the Hilbert space M 2 8 < d xðsÞ ¼ AxðsÞ þ B zðsÞ ds ð28Þ : xðtÞ ¼ x: Indeed Eq. (28) admits a unique solution xðÞ over a suitable subset of Cð½0; T; M 2 Þ. This solution is a couple xðsÞ ¼ ðx0 ðsÞ; x1 ðsÞÞ 2 R L2 ðR; 0Þ,8 where x0 ðsÞ is the unique absolutely continuous solution yðsÞ of Eq. (8) and x1 a suitable transformation of the histories of the state y and of the control u (Fabbri et al., to appear, and Appendix A). In the next hypothesis I formalize this state-control constraint u 2 ½C ðyÞ; Cþ ðyÞ: Hypothesis 4.2. With a control uðÞ and the related state trajectory xðÞ ¼ ðx0 ðÞ; x1 ðÞÞ the state-control constraint is: C ðx0 ðsÞÞ  uðsÞ  Cþ ðx0 ðsÞÞ 8s 2 ½t; T



ð29Þ



where C and Cþ are locally Lipschitz continuous functions Cþ : R ! ½0; þ1Þ C : R ! ð1; 0 7



ð30Þ



For x 2 DðA Þ the graph norm jxjDðA Þ is defined as jxjDðA Þ ¼ jxjM2 þ jA xjM2 . I will write xðsÞuðÞ;t;x ¼ ðx0uðÞ;t;x ðsÞ; x1uðÞ;t;x ðsÞÞ to emphasize the dependence on the control and on initial data. 8
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and such that jC ðtÞj  a þ bjtj and jCþ ðtÞj  a þ bjtj for two positive constants a and b. The set of admissible controls is U t;x def fuðÞ 2 L2 ðt; TÞ : C ðx0uðÞ;t;x ðsÞÞ  uðsÞ  Cþ ðx0uðÞ;t;x ðsÞÞg



ð31Þ



The target functional in Eq. (15) written in the new variables is Z T L0 ðs; x0 ðsÞ; uðsÞÞds þ h0 ðx0 ðTÞÞ: t



Hence Jðt; x; uðÞÞ ¼



Z



T



Lðs; xðsÞ; uðsÞÞds þ hðxðTÞÞ



ð32Þ



t



where (



L : ½0; T  M 2  R ! R L : ðs; x; uÞ 7! L0 ðs; x0 ; uÞ (



h : M2 ! R h : x 7! h0 ðx0 Þ



ð33Þ



ð34Þ



and L and h are continuous functions. Moreover I ask that Hypothesis 4.3.



L and h are uniformly continuous and



jLðs; x; uÞ  Lðs; y; uÞj  rðjx  yjÞ



for all ðs; uÞ 2 ½0; T  R



ð35Þ



where r is a modulus of continuity.9 The original optimization problem is equivalent to the optimal control problem in M 2 with state Eq. (28) and target functional given by Eq. (32). Lemma 4.4. Under Hypothesis (4.2) and given an initial datum ð/0 ; /1 ; xÞ 2 R  L2 ðR; 0Þ  L2 ðR; 0Þ then Eq. (8) has a unique solution yðÞ in H 1 ðt; TÞ. It is bounded in the interval ½t; T uniformly in the control uðÞ 2 U t;x and in the initial time t 2 ½0; TÞ. Let K be a constant such that jyðsÞj  K for any t 2 ½0; TÞ, any control uðÞ 2 ut;x and any s 2 ½t; T. Proof. In Appendix A. 9



A continuous positive function such that rðrÞ ! 0 for r ! 0þ .
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Remark 4.5. Hypothesis (4.2) implies that uðsÞ  a þ bK for all controls in U t;x . Lemma 4.6. satisfies



Under Hypothesis (4.2) the solution xðsÞ of Eq. (28) s!tþ



jxðsÞ  xjM2 ! 0



ð36Þ



uniformly in ðt; xÞ and in the control uðÞ 2 U t;x . Proof. In Appendix A. The value function of the problem is defined as Vðt; xÞ ¼ sup Jðt; x; uðÞÞ



ð37Þ



uðÞ2U t;x



Proposition 4.7.



The value function V: ½0; T  M 2 ! R is continuous.



Proof. In Appendix A.



5. VISCOSITY SOLUTIONS FOR HJB EQUATION The HJB equation of the system is defined as (



@t wðt; xÞ þ hrwðt; xÞ; Axi þ Hðt; x; rwðt; xÞÞ ¼ 0 wðT; xÞ ¼ hðxÞ



where H is defined as: ( H : ½0; T  DðA Þ ! R Hðt; x; pÞ def supu2½C ðx0 Þ;Cþ ðx0 Þ fuBðpÞ þ Lðt; x; uÞg



ð38Þ



ð39Þ



H is the Hamiltonian of the system.



5.1. Definition and Preliminary Lemma Definition 5.1. A function u 2 C1 ð½0; T  M 2 Þ is a test function and I write u 2 T EST if ruðs; xÞ 2 DðA Þ for all ðs; xÞ 2 ½0; T  M 2 and A ru : ½0; T  M 2 ! R is continuous. This means that ru 2 Cð½0; T  M 2 ; DðA ÞÞ where DðA Þ is endowed with the graph norm. Definition 5.2. w 2 Cð½0; T  M 2 Þ is a viscosity sub-solution of the HJB equation (or simply a ‘‘sub-solution’’) if wðT; xÞ  hðxÞ for all
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x 2 M 2 and for every u 2 T EST and every local minimum point ðt; xÞ of w  u, @t uðt; xÞ þ hA ruðt; xÞ; xi þ Hðt; x; ruðt; xÞÞ  0:



ð40Þ



Definition 5.3. w 2 Cð½0; T  M 2 Þ is a viscosity super-solution of the HJB equation (or simply a ‘‘super-solution’’ if wðT; xÞ  hðxÞ for all x 2 M 2 and for every u 2 T EST and every local maximum point ðt; xÞ of w  u, @t uðt; xÞ þ hA ruðt; xÞ; xi þ Hðt; x; ruðt; xÞÞ  0:



ð41Þ



Definition 5.4. w 2 Cð½0; T  M 2 Þ is a viscosity solution of the HJB equation if it is both a super-solution and a sub-solution. Proposition 5.5. Given ðt; xÞ 2 ½0; T  M 2 and þu 2 TEST there exists s!t a real continuous function OðsÞ such that OðsÞ ! 0 and such that for every admissible control uðÞ 2 U t;x   uðs; xðsÞÞ  uðt; xÞ   @t uðt; xÞ  hA ruðt; xÞ; xi  st Rs   t hBðruðt; xÞÞ; uðrÞiR dr  ð42Þ    OðsÞ st (where xðsÞ is the trajectory starting from x at time t and subject to the control uðÞ). Moreover if uðÞ 2 U t;x is continuous in t uðs; xðsÞÞ  uðt; xÞ s!tþ ! @t uðt; xÞ þ hA ruðt; xÞ; xi þ hBðruðt; xÞÞ; uðtÞiR st ð43Þ Proof. In Appendix A. OðsÞ is independent of the control. This fact will be crucial when I prove that the value function is a viscosity super-solution of the HJB equation. Corollary 5.6. Given ðt; xÞ 2 ½0; T  M 2 and u 2 TEST and an admissible control uðÞ 2 U t;x uðs; xðsÞÞ  uðt; xÞ Z s ¼ @t uðr; xðrÞÞ þ hA ruðr; xðrÞÞ; xðrÞi þ hBðruðr; xðrÞÞÞ; uðrÞiR dr t



ð44Þ
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where xðsÞ is the trajectory starting from x at time t and subject to the control uðÞ.



5.2. Value Function as Viscosity Solution of HJB Equation Proposition 5.7 (Bellman’s Optimality Principle). function V, defined in Eq. (37) satisfies: Vðt; xÞ ¼ sup



 Z Vðs; xðsÞÞ þ



uðÞ2U t;x



The value 



s



Lðr; xðrÞ; uðrÞÞdr



ð45Þ



t



for all s > t where xðsÞ is the trajectory at time s starting from x subject to control uðÞ 2 U t;x . & Proof. In Li and Yong (1995), chapter 6. Theorem 5.8. equation.



The value function V is a viscosity solution of the HJB



Proof. In Appendix A. I cannot give a uniqueness result for the viscosity solution of the HJB equation. It will be an issue for future work.



6. VERIFICATION RESULT Lemma 6.1. Let f 2 Cð½0; TÞ. Extend f to g on ð1; þ1Þ with gðtÞ ¼ gðTÞ for t > T and gðtÞ ¼ gð0Þ for t < 0. Assume there is a q 2 L1 ð0; T; RÞ such that     lim inf gðt þ hÞ  gðtÞ  qðtÞ a:e: t 2 ½0; T ð46Þ  h!0  h Then gðbÞ  gðaÞ 



Z



b



lim inf a



h!0



gðt þ hÞ  gðtÞ dt h



80  a  b  T:



ð47Þ



Proof. In Yong and Zhou (1999) page 270. I first introduce a set related to a subset of the subdifferential of a function in Cð½0; T  M 2 Þ. Its definition is suggested by the definition of sub and super-solutions. Definition 6.2. Given v 2 Cð½0; T  M 2 Þ and ðt; xÞ 2 ½0; T  M 2 , Evðt; xÞ is defined as
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Evðt; xÞ ¼ fðq; pÞ 2 R  DðA Þ : 9u 2 T EST; such that v  u attains a local minimum in ðt; xÞ; @t uðt; xÞ ¼ q; ruðt; xÞ ¼ p; and vðt; xÞ ¼ uðt; xÞg



ð48Þ



Moreover, Evðt; xÞ is a subset of the subdifferential of v. Theorem 6.3. Let ðt; xÞ 2 ½0; T  M 2 be an initial datum (xðtÞ ¼ x). Let uðÞ 2 U t;x and xðÞ be the corresponding trajectory. Let q 2 L1 ðt; T; RÞ, p 2 L1 ðt; T; DðA ÞÞ be such that ðqðsÞ; pðsÞÞ 2 EVðt; xt;y ðsÞÞ for almost all s 2 ðt; TÞ



ð49Þ



Moreover, if uðÞ satisfies Z T hA pðsÞ; xðsÞiM2 þ hBpðsÞ; uðsÞiR þ qðsÞds t







Z



T



Lðs; xðsÞ; uðsÞÞds;



ð50Þ



t



then uðÞ is an optimal control at ðt; xÞ. Proof. In Appendix A.



A APPENDIX I use the following notation of Bensoussan et al. (1992). Given N and b two continuous linear functions N; B : Cð½R; 0Þ ! R of norms, respectively, kNk and kBk (as in Hypothesis (3.1)), N and B are the applications N ; B : Cc ððR; TÞ; RÞ ! L2 ð0; TÞ N ð/Þ : t 7! Nð/t Þ Bð/Þ : t 7! Bð/t Þ where /t has the meaning of Eq. (7), namely ( /t : ½R; 0 ! R /t ðrÞ def zðt þ rÞ:



ð51Þ



ð52Þ
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Theorem A.1. N ; B : Cc ððR; TÞ; RÞ ! L2 ð0; TÞ have continuous linear extensions L2 ðR; TÞ ! L2 ð0; TÞ of norms  kNk and  kBk. Proof. In (Bensoussan et al. 1992) Theorem 3.3, page 217.



&



Definition A.2. Let a < b two real numbers, F ða; bÞ a set of functions from ½a; b to R. For each u in F ða; bÞ and all s 2 ½a; b, define the functions es u and esþ u as  uðtÞ t 2 ½a; s s s e u : ½a; þ1Þ ! R; e uðtÞ ¼ 0 t 2 ðs; þ1Þ esþ u : ð1; bÞ ! R; esþ uðtÞ ¼







0 uðtÞ



t 2 ð1; s t 2 ðs; b.



Using the N and B notations, Eq. (8) is rewritten as ( y_ ðtÞ ¼ N y þ Bu þ f ðyð0Þ; y0 ; u0 Þ ¼ ð/0 ; /1 ; xÞ 2 R  L2 ðR; 0Þ  L2 ðR; 0Þ:



ð53Þ



Using es and eþ s I decompose yðÞ and uðÞ as y ¼ e0þ y þ e0þ /1 and u ¼ e0þ u þ e0þ x. I separate the solution yðtÞ, t  0 and the control uðtÞ, t  0 from the initial functions /1 and x: ( y_ ðtÞ ¼ N e0þ y þ Be0þ u þ N e0 /1 þ Be0 x þ f ð54Þ yð0Þ ¼ /0 2 R System (54) does not directly use the initial function /1 and x but only the sum of their images N e0 /1 þ Be0 x. I introduce two operators ( N : L2 ðR; 0Þ ! L2 ðR; 0Þ ðN/1 ÞðaÞ def ðN e0 /1 ÞðaÞ (



a 2 ðR; 0Þ



B : L2 ðR; 0Þ ! L2 ðR; 0Þ ðBxÞðaÞ def ðBe0 xÞðaÞ



a 2 ðR; 0Þ



The operators N and B are continuous (Bensoussan et al., 1992). 1 N e0þ /1 ðtÞ þ Be0þ xðtÞ ¼ ðeR þ ðN/ þ BxÞÞðtÞ



for t  0:



Calling n1 ¼ ðN/1 þ BxÞ



ð55Þ
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and n0 ¼ /0 , Eq. (54) and (8) are rewritten as ( 1 y_ ðtÞ ¼ ðN e0þ yÞðtÞ þ ðBe0þ uÞðtÞ þ ðeR þ n ÞðtÞ þ f ðtÞ yð0Þ ¼ n0 2 R



ð56Þ



where R  L2 ðR; 0Þ 3 n def ðn0 ; n1 Þ. Eq. (56) makes sense for all n 2 R L2 ðR; 0Þ also when n1 is not of the form (55). I have embedded the original system (8) into a family of systems of the form (56). 1 consider the case f ¼ 0 from now on. Definition A.3.



The structural state xðtÞ at time t  0 is defined by



xðtÞ def ðyðtÞ; Nðe0þ yÞt þ Bðe0þ uÞt þ NðtÞn1 Þ



ð57Þ



where NðtÞ is the right translation operator defined as 1 ðNðtÞn1 ÞðrÞ ¼ ðeR þ n Þðr  tÞ



r 2 ½R; 0:



ð58Þ



Proof of Lemma 4.4. The existence of a solution follows from Proposition 3.2. From Eq. (56), the solution of Eq. (8) is also the solution of ( 1 y_ ðsÞ ¼ Nðetþ yÞs þ Bðetþ uÞs þ ðeR þ n ÞðtÞ for s  t ð59Þ yðtÞ ¼ /0 2 R where n1 ¼ ðN/1 þ BxÞ. Using Hypothesis (4.2), for every control uðÞ 2 U t;x and related trajectory yðÞ, the solution yM of the ordinary differential equation ( 1 y_ M ðsÞ ¼ kNkyM ðsÞ þ kBkða þ byM ðsÞÞ þ ðeR þ n ÞðtÞ for s  0 ð60Þ yM ð0Þ ¼ j/0 j 2 R satisfies jyðsÞj  jyM ðs  tÞj for all s 2 ½t; T and yM is bounded on ½0; T. s!tþ



Proof of Lemma 4.6. I prove that jxðsÞ  xjM2 ! 0 þuniformly in s!t uðÞ 2 U t;x , so it is enough to show that jx0 ðsÞ  x0 jR ! 0 uniformly s!tþ 1 1 in uðÞ 2 U t;x and that jx ðsÞ  x jL2 ! 0 uniformly in uðÞ 2 U t;x . The first fact is a corollary of the proof of Lemma 4.4 because jx0 ðsÞ  x0 j  yM ðs  tÞ defined in Eq. (60). Then, using the expression from Eq. (57): jx1 ðsÞ  x1 jL2  jNðsÞx1  x1 jL2 þ jNðe0þ yÞs jL2 þ jBðe0þ uÞs jL2 1



1



 jNðsÞx1  x1 jL2 þ kNkðs  tÞ2 K þ kBkðs  tÞ2 ða þ KbÞ



ð61Þ
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where a and b are the constants of Hypothesis (4.2), K the constant of Lemma 4.4 and NðtÞ is the right translation operator defined in Eq. (58). s!0 Moreover, jNðsÞx1  x1 jL2 ! 0 for the continuity of the translation 2 with respect to the L norm. This limit does not depend on the control. The other two terms of the right hand side of Eq. (61) are given by a constant multiplied by ðs  tÞ1=2 go to zero uniformly in the control. n!1



Proof of Proposition 4.7. On ½0; T  M 2 3 ðtn ; xn Þ ! ðt; xÞ, I have to RM2 estimate the terms jVðt; xÞ  Vðt; xn Þj



and



jVðtn ; xn Þ  Vðtn ; xÞj:



ð62Þ



The difficulties are similar. Using arguments similar to those of Lemma 4.410 there exists a M > 0 such that, for every admissible control, jxn ðsÞj  M



for every s 2 ½tn ; T; n 2 N



in particular jx0n ðsÞj  M. Under Hypothesis 4.2 the restrictions of Cþ and C in ½M; M are Lipschitz continuous for some Lipschitz constant Z. If Vðt; xÞ  Vðt; xn Þ, I take an e-optimal control ue ðÞ for Vðt; xÞ. The problem is that ue ðÞ cannot be in the set U t;xn . I approximate the control in feedback form: 8 e if ue ðsÞ 2 ½C ðxne ðsÞÞ; Cþ ðxne ðsÞÞ < u ðsÞ def e C ðx ðsÞÞ if ue ðsÞ 2 ½C ðxn ðsÞÞ; C ðxne ðsÞÞ un ðsÞ ð63Þ :  ne Cþ ðxne ðsÞÞ if ue ðsÞ 2 ½Cþ ðxne ðsÞÞ; Cþ ðxn ðsÞÞ where xne ðÞ is the solution of 8 < d x ðsÞ ¼ Ax ðsÞ þ B ue ðsÞ n ne n ds e : xne ðtÞ ¼ xn :



ð64Þ



By definition ue ðsÞ is bounded, measurable, and in L2 ½0; T. I call xe ðÞ the solution of 8 < d x ðsÞ ¼ Ax ðsÞ þ B ue ðsÞ e e ds ð65Þ : xe ðtÞ ¼ x: and yðÞ def xe ðÞ  xne ðÞ. By definition of uen ðÞ jue ðsÞ  uen ðsÞj  Zjy0 ðsÞj 10



ð66Þ



1 Using the fact that ðeR þ N/ þ BxÞðÞ is continuous with respect to the initial data.
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where y0 ðsÞ is the first component of yðsÞ. Moreover y0 ðÞ solves the following delay differential equation (using the notation of Eq. (56)): ( 1 1 y_ 0 ðsÞ ¼ ðN e0þ y0 ÞðsÞ þ ðBe0þ ðue ðsÞ  uen ÞÞðsÞ þ eR þ ðx  xn ÞðsÞ y0 ðtÞ ¼ x0  x0n : As in the proof of Lemma 4.4 and using Eq. (66) jy0 ðsÞj  yM ðsÞj where yM is the solution of the ordinary differential equation ( 1 1 y_ M ðsÞ ¼ kNkyM ðsÞ þ kBkyM ðsÞ þ eR þ jx  xn jðsÞ yM ðtÞ ¼ jx0  x0n j I have 0



yM ðsÞ ¼ jx 



x0n jeðkNkþkBkÞðstÞ



þ



Z



t s



1 1 eðkNkþkBkÞðssÞ eR þ jx  xn jðsÞds



 Ckx  xn kM2



ð67Þ



for all s 2 ½t; T, jx0e ðsÞ  x0ne ðsÞj  Ckx  xn kM2



for all s 2 ½t; T



jue ðsÞ  uen ðsÞj  ZCkx  xn kM2



for all s 2 ½t; T



and



Hence, by the uniform continuity of L jLðs; x0e ðsÞ; ue ðsÞÞ  Lðs; x0ne ðsÞ; uen ðsÞÞ  rðkx  xn kM2 Þ



for all s 2 ½t; T



For the continuity of h (using rðÞ for a generic modulus), Jðt; x; ue ðÞÞ  Jðt; xn ; uen ðÞÞ  rðkx  xn kM2 Þ and then jVðt; xÞ  Vðt; xn Þj ¼ Vðt; xÞ  Vðt; xn Þ  e þ rðkx  xn kM2 Þ I conclude for the arbitrariness of e. Proof of Proposition 5.5. I write uðs; xðsÞÞ  uðt; xÞ ¼ It þ I0 þ I1 def @t uðnt ðsÞ; nx ðsÞÞ s  t 







xðsÞ  x xðsÞ  x t x þ ruðt; xÞ; þ ruðn ðsÞ; n ðsÞÞ  ruðt; xÞ; st st



ð68Þ



where ½t; T  M 2 3 nðsÞ ¼ ðnt ðsÞ; nx ðsÞÞ is a point of the line segment s!tþ connecting ðt; xÞ and ðs; xðsÞÞ. Thanks to Lemma 4.6, jxðsÞ  xjM2 ! 0
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uniformly in uðÞ 2 U t;x , so jnðsÞ  ðt; xÞjRM2 ! 0 uniformly in uðÞ 2 U t;x and in particular s!tþ



jnx ðsÞ  xjM2 ! 0 uniformly in uðÞ 2 U t;x and then s!tþ



jnðsÞ  ðt; xÞj½t;TM2  js  tj þ jnx ðsÞ  xjM2 ! 0 uniformly in uðÞ 2 U t;x : ð70Þ By definition of the test function ru : ½0; T  M 2 ! DðA Þ and it is continuous:



ð71Þ



Then s!tþ



jruðnt ðsÞ; nx ðsÞÞ  ruðt; xÞjDðA Þ ! 0



ð72Þ



uniformly in uðÞ 2 U t;x . The state Eq. (28) can be extended (Faggian, 2001=2002) to an equation in DðA Þ of the form ( x_ ðsÞ ¼ AðEÞ xðsÞ þ B uðsÞ ð73Þ xðtÞ ¼ x where AðEÞ is an extension of A and, from Lemma 4.4 and Remark 4.5, jB uðsÞjDðA Þ  jBjDðA Þ ja þ bKj. The solution of Eq. (73) in DðA Þ0 is also (Pazy, 1983): Z s ðEÞ ðEÞ eðsrÞA B uðrÞdr: ð74Þ xðsÞ ¼ eðstÞA x þ t ðEÞ



Because x 2 X  DðA Þ a constant C depending on x is chosen so as, for all admissible controls and all s 2 ½t; T, jxðsÞ  xjDðA Þ0 st



 C:



ð75Þ



þ



s!t



By Eq. (72) and (75), ! 0 uniform in uðÞ 2 U t;x . Thanks to the conver-þ s!t gence nðsÞ ! ðt; xÞ uniformly in uðÞ 2 U t;x , It ¼ @t uðnt ðsÞ; nx ðsÞÞ ! @t uðt; xÞ uniformly in uðÞ 2 U t;x . It remains to show that Rs   hruðt; xÞ; xðsÞ  xi   t hBðruðt; xÞÞ; uðrÞiR dr   hA ruðt; xÞ; xi    st st   R   s   B uðrÞdr xðsÞ  x   ¼  ruðt; xÞ;  AðEÞ x  t   OðsÞ ð76Þ  0 st st   DðA ÞDðA Þ uniformly in uðÞ 2 U t;x .
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in DðA Þ0 is expressed explicitly as: R s ðsrÞAðEÞ  ðEÞ e B uðrÞdr xðsÞ  x ðeðstÞA  IÞx ¼ þ t st st st



Downloaded By: [Fabbri, Giorgio] At: 11:01 2 February 2008



From Eq. (74)



xðsÞx st



I need to estimate: Rs    xðsÞ  x  ðEÞ t B uðrÞdr   s  t  A ðxÞ   0 st DðA Þ   R s ðsrÞAðEÞ ðesAðEÞ  IÞx  IÞB uðrÞdr  ðEÞ t ðe  A ðxÞ þ ¼    st st where the term



ðesA IÞx st



ð77Þ



ð78Þ DðA Þ0



s!tþ



 AðEÞ ðxÞ ! 0 0;, because x 2 M 2 2 DðAðEÞ Þ DðA Þ



(the convergence is uniform in uðÞ 2 U t;x because it does not depend on uðÞ) and the second term is estimated, using Lemma 4.4, with    Rs  ðsrÞAðEÞ  juðrÞj e  I B  dr  t DðA Þ0



s  t  ðEÞ    ðaK þ bÞ sup ðeðsrÞA  IÞB r2½t;s



DðA Þ0



ð79Þ



which goes to zero (the estimate is uniform in the control). As ruðt; xÞ 2 DðA Þ, the proof is complete. Eq. (43), with uðÞ continuous, is a simple corollary of the proof of the first part. Indeed if uðÞ is continuous Rs t hBðruðt; xÞÞ; uðrÞiR dr ! hBðruðt; xÞÞ; uðtÞiR ð80Þ st and the claim is proved. Proof of Theorem 5.8. Subsolution. Let ðt; xÞ be a local minimum of V  u for u 2 TEST. Assume that ðV  uÞðt; xÞ ¼ 0 and u 2 ½C  ðx0 Þ; C þ ðx0 Þ. Consider a continuous control uðÞ 2 U t;x such that uðtÞ ¼ u.11 xðsÞ is the trajectory starting from ðt; xÞ and subject to uðÞ 2 U t;x . For s > t with s  t small enough: and thanks to the Bellman principle of optimality Vðs; xðsÞÞ  uðs; xðsÞÞ  Vðt; xÞ  uðt; xÞ



11



ð81Þ



It exists: for example if u > 0 the control uðsÞ ¼ Cþuðx0 Þ Cþ ðx0 ðsÞÞ until C þ ðx0 ðsÞ > 0 and then equal to 0: because Cþ is locally Lipschitz and sublinear, everything works.
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Vðt; xÞ  Vðs; xðsÞÞ þ



Z
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s



Lðr; xðrÞ; uðrÞÞdr:



ð82Þ
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t



Then uðs; xðsÞÞ  uðt; xÞ  Vðs; xðsÞÞ  Vðt; xÞ  



Z



s



Lðr; xðrÞ; uðrÞÞdr; ð83Þ



t



which implies, dividing by ðs  tÞ, uðs; xðsÞÞ  uðt; xÞ  st



Rs t



Lðr; xðrÞ; uðrÞÞdr : st



ð84Þ



Using Proposition 5.5 @t uðt; xÞ þ hA ruðt; xÞ; xi þ hBðruðt; xÞÞ; uðtÞiR  Lðt; x; uÞ



ð85Þ



hence @t uðt; xÞ þ hA ruðt; xÞ; xi þ ðhBðruðt; xÞÞ; uiR þ Lðt; x; uÞÞ  0



ð86Þ



Taking the supu2½Cðx0 Þ ;Cþðx0 Þ  I obtain the sub-solution inequality: @t uðt; xÞ þ hA ruðt; xÞ; xi þ Hðt; x; ruðt; xÞÞ  0



ð87Þ



Super-solution. Let ðt; xÞ be a maximum for V  u and such that ðV  uÞðt; xÞ ¼ 0. For e > 0 take uðÞ 2 U t;x an e2 -optimal strategy.12 xðsÞ is the trajectory starting from ðt; xÞ and subject to uðÞ 2 U t;x . For ðs  tÞ small enough Vðt; xÞ  Vðs; xðsÞÞ  uðt; xÞ  uðs; xðsÞÞ



ð88Þ



and from e2 optimality Vðt; xÞ  Vðs; xðsÞÞ  e2 þ



Z



s



Lðr; xðrÞ; uðrÞÞdr



ð89Þ



Lðr; xðrÞ; uðrÞÞdr st



ð90Þ



t



so uðs; xðsÞÞ  uðt; xÞ e2   st



Rs t



For ðs  tÞ ¼ e uðt þ e; xðt þ eÞÞ  uðt; xÞ  e  e 12 2



R tþe t



e -optimal means that Jðt; x; uðÞÞ  Vðt; xÞ  e2 .



Lðr; xðrÞ; uðrÞÞdr e



ð91Þ
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and from Proposition 5.5 a OðeÞ with OðeÞ! 0 is taken independently on the control uðÞ 2 U t;x , such that: @t uðt; xÞ þ hA ruðt; xÞ; xi R tþe hBðruðt; xÞÞ; uðrÞiR þ Lðr; xðrÞ; uðrÞÞdr  e þ OðeÞ: þ t e



ð92Þ



The supremum over u in the integral, when e ! 0, gives @t uðt; xÞ þ hA ruðt; xÞ; xi þ Hðt; x; ruðt; xÞÞ  0



ð93Þ



Then V is a super-solution of the HJB equation. V is both a viscosity super-solution and a viscosity sub-solution of the HJB equation and, by definition, it is a viscosity solution of the HJB equation. Proof of Theorem 6.3. The function ( W : ½t; T ! R  R  R  R W : s7!ðhA pðsÞ; xðsÞiM2 ; hBpðsÞ; uðsÞiR ; qðsÞ; Lðs; xðsÞ; uðsÞÞÞ



ð94Þ



is in L1 ðt; T; R4 Þ from Lemma 4.4. The set of the right-Lebesgue point is of full measure. I choose a point s in this set. I keep choosing s in a full measure set if I assume that Eq. (49) is satisfied at s. I set x :¼ xð sÞ and I consider a function u  us;x 2 such that V  u in a neighborhood of ð s; xÞ, Vð s; xÞ  uð s; xÞ ¼ 0 and ð@t ÞðuÞð s; xÞÞ ¼ qð sÞ, ruð s; xÞ ¼ pð sÞ.  Then for s 2 ð s; T and ðs  sÞ small enough, Vðs; xðsÞÞ  Vð s; xÞ uðs; xðsÞÞ  uð s; xÞ   s  s s  s



ð95Þ



for Proposition 5.5 Rs hBruð s; xÞ; uðrÞiR dr þ hA ruð  @t uð s; xÞ þ s s; xÞ; xi þ Oðs  sÞ: ð96Þ s  s Because of the choice of s I know that Rs s; xÞ; uðrÞiR dr s!sþ s hBruð ! hBruð s; xÞ; uð sÞiR : s  s For almost every s in ½t; T



ð97Þ



lim inf Vðs; xðsÞÞ  Vð s; xð sÞÞ s# s



s  s  hBruð s; xð sÞÞ; uð sÞiR  þ @t uð s; xð sÞÞ þ hA ruð s; xð sÞÞ; xð sÞi ¼ hBpð sÞ; uð sÞiR þ qð sÞ þ hA rpð sÞ; xð sÞi



ð98Þ
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then Lemma 6.1 holds true and VðT; xðTÞÞVðt; xÞ Z T  hBpð sÞ; uð sÞiR þ qð sÞ þ hA rpð sÞ; xð sÞid s



ð99Þ



t



using Eq. (50) 



Z



T



Lðr; xðrÞ; uðrÞÞdr:



ð100Þ



t



Hence Vðt; xÞ  VðT; xðTÞÞ þ ¼ hðxðTÞÞ þ



Z



Z



T



Lðr; xðrÞ; uðrÞÞdr t



T



Lðr; xðrÞ; uðrÞÞdr



ð101Þ



t



then ðxðÞ; uðÞÞ is an optimal pair.
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