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Vulnerability of On-chip Interconnection Networks to Soft Errors Abhinandan Majumdar [email protected]



Prof. Simha Sethumadhavan [email protected]



SER values with the device characteristics, but also quantifies the rate of soft-error for future technologies.



ABSTRACT Rapid and aggressive scaling of technology into the deep sub-micron regime is posing serious threats to the normal operation of a semiconductor device. In deep sub-micron technologies, unreliable operation due to soft errors is considered to be one of the major challenges because of its sudden and unpredictable impact on the functional behavior of a device. This paper focuses mainly on the soft errors due to devicelevel interaction with high energy neutrons and investigates the effect of technology scaling on Soft Error Rate (SER) for a switch-based on-chip interconnection router. The analysis quantifies the SER trends for an RTL based design of an interconnection network from 90nm to 22nm CMOS technology, and projects SER values up to 11nm technology. The preliminary findings of the analysis indicate that (a) routers are more sensitive to soft errors than protected memories and ALUs and (b) the raw area-scaled SER rate of a router at 22nm is 30.7% more than the same router at 90nm. 1.
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Prior works in the theoretical domain were mainly targeted toward SRAM, latches and microprocessors that showed the SER dependency upon three principal factors: 1) critical charge, 2) charge collected, and 3) sensitive area. All these factors decrease with reduction in device-size, which results in an overall increase in SER per unit area of the device. However, due to device-size reduction, there is a quadratic decrease in area (for a given transistor count) that results in an overall decrease in SER for both SRAM and microprocessor. This paper implements a novel approach of determining the critical charge for registers at the circuit level by performing HSPICE simulation of specific scenarios that could arise during a bit-flip situation, thereby choosing to focus more on the situations that lead to soft error rather than computing the critical charge through probability analysis.



INTRODUCTION



The major contribution of this paper is an analysis of SER trends for a switch-based on-chip interconnection router with decrease in device feature-size. The results show that, with decrease in device size, the SER for a router with constant area increases linearly. These results are significant because it gives an estimation of SER values for onchip interconnection networks which carry critical data for on-chip communication in multicore platforms, but are not protected because of area concerns.



Semiconductor devices fabricated at nanoscale technology suffer from various challenges that include not just device-level interaction with atmospheric particles, but also in manufacturing the device due to physical limits in the semiconductor fabrication technology. Soft errors are errors induced by interaction of the device with atmospheric particles or radiation. These errors not only lead to operational failure of the device but also change the intrinsic device properties. These errors are highly unpredictable in nature as very few interactions lead to an observable failure. Therefore, encountering, analyzing and controlling these errors have become a major hurdle in the area of CMOS design and fabrication.



The remaining section of the paper is organized as follows. Section 2 presents a brief background regarding the nature and sources of soft error with their effect on CMOS operation, as well as theoretical models to determine SER for semiconductor devices. Section 3 focuses on the historical work done toward soft error detection followed by contemporary work both in the theoretical and experimental domain. Section 4 presents a detailed discussion about the design of the router. Section 5 describes the methodology for simulating the router and the techniques for computing critical charge, collected charge and the soft error rate. Section 6 discusses obtained result while section 7 concludes the paper.



This paper provides a theoretical analysis of Soft Error Rate (SER) for an on-chip interconnection network. The analysis considers the internal device characteristics and sub-atomic parameters to model the SER. A different approach for SER measurement is by irradiating the device with energized particles using a cyclotron and comparing the experimental observations from the expected results. Theoretical analysis not only relates the experimentally-obtained
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2.



earth's atmosphere. Cosmic rays consist of 95% energized neutrons, with protons and pions forming the remainder [19]. These energized neutron particles strike the semiconductor surface and dislodge the lattice atoms from the device’s interstitial site, thereby altering the intrinsic property of the material. These dislodged atoms might combine with other atoms to produce stable defects, or slip back to their original vacancy, or undergo radioactive disintegration which, in turn, produces secondary charged particles (alpha rays, electrons, and positrons) and radiation (X-rays or gamma rays), that lead to further ionization of the device [2].



BACKGROUND



2.1 Single Event Effects Single Event Effects are the effects observed at the circuit or architectural-level operation due to interaction of the device with an energized particle or an electromagnetic photon [1]. These interactions not only modify the intrinsic device characteristics, but also affect the functional behavior of the device. These effects are broadly classified as follows: a) Single Event Upset (SEU) - SEU is defined as “temporary errors induced in microelectronic circuits when irradiated with energized particles or radiation, that causes the medium to ionize leaving behind a wake of electron-hole pairs" [1]. SEUs may occur in analog, digital, or optical components and are observed as transient pulses in logic or supporting circuitry, or as bit-flips in memory cells or registers. These are nondestructive as a reset or rewriting of the device results in normal device behavior thereafter.



c)



(i) Low Energy Radiation - When extremely low-energy X-rays interact with the semiconductor, the matter exhibits a photoelectric effect ionizing the silicon atom by expelling one of its innermost shell electrons. Another electron from a higher energy shell de-excites the atom by dropping into the newly created vacancy to emit the energy difference as a low energy photon, called florescence radiation. When this photon interacts with matter, it propels the weakly bound electron out of the atom via the Compton Effect, thereby resulting in further ionization of the device [2].



b) Single Event Latchup – Single Event Latchup causes loss of device functionality due to singleevent induced current state. These are hard errors that might lead to permanent damage if not controlled early on. SEL results in high operating currents (above the device’s specifications) that can destroy the device, drag down the bus voltage, or damage the power supply. An SEL is cleared by a power cycling or power-strobing the device. c)



Electromagnetic radiation – Energized radiation like gamma or X-rays present in the atmosphere or emitted from other sources within the device affect the semiconductor in two principal ways:



Single Event Burnout – Single Event Burnout is a condition that leads to device destruction due to a high current in the power transistor. SEB causes the device to fail permanently as it might lead to burnout of power MOSFETs, gate rupture, frozen bits, and noise in Charged Coupled Devices.



(ii) High Energy Radiation - High energy gamma rays, when interacting with the silicon device, cause pair production by completely annihilating an atom into a positron and an electron. This process not only results in generation of holes and electrons but also modifies the internal composition of crystal lattice [2].



2.2 Sources of Soft Error a) Alpha particles – These are He++ ions emitted during gradual decay of radioactive elements present in CMOS packaging such as lead or traces of uranium and thorium present in the solder bumps. These short range charged particles interact strongly to deposit their energy within the material, ionizing the silicon by generating electron-hole pairs [2].



2.3 Effect in CMOS The ionization produced by interaction of CMOS device with the atmospheric particles causes the generated charge carriers to drift toward their respective electric field, resulting in an increase in leakage current and additional power consumption. For an n-type MOSFET as shown in Fig. 1, when gate voltage greater than the threshold voltage is applied, an inversion channel is created beneath the



b) Cosmic rays - Cosmic rays are high-energy particles that originate in space and bombard the



2



gate. During the cut-off state, when a neutron or energized photon strikes the semiconductor surface, the substrate undergoes ionization generating electron-hole pairs. These generated electrons drift toward the channel and intensify the channel-effect. This serves not only to increase the drain-source current, but also reduce the threshold voltage. Hence the logical state is pushed toward an ON state, resulting into an SEU.



traversing through a long combinational chain. However, if the attenuated pulse reaches the nearest latch input during the clock transition with sufficient amplitude, the latch output might get flipped and would persist until the next clock cycle. Because this error propagates down the logic chain, an SEU results in complete functional failure of the device. 2.4 Models for Soft Error Rate Soft Error Rate (SER) is defined as the rate at which a device fails in a given interval of time due to the effect of SEU. SER quantifies the vulnerability of the device toward SEU. High SER denotes greater susceptibility of the device toward an SEU failure as well as more frequent soft errors, while reliable circuits exhibit low SER. SEUs don’t always lead to soft errors; they can be masked at the logical, electrical, latch-window, and architectural levels [3]. SER, therefore depends on numerous factors, for instance the flux of the incident beam, energy of the striking particles, sensitive area of the device exposed to the incident beam, device-level immunity toward failure, intrinsic device characteristics, and probability that SEU might cause an observable failure due to architectural-level masking.



Fig. 1: Soft Error for an nFET



For a p-type MOSFET as shown in Fig. 2, the generated electrons produced near the channel reduce the channel effect by combining with the holes of already-formed p-channel. This reduces the threshold voltage to be more negative and decreases the sourcedrain current. Hence the logical state is dragged to an OFF state, thereby causing an SEU.



Various models of SERs targeting different levels have been proposed. SER metrics are Failures in Time (FIT) or Mean Time Between Failures (MTBF). One FIT indicates one error in one billion hours of operation and is inversely related to MTBF. At the architectural level, SERs are expressed in effective FIT rate which estimates the probability that a soft error at the circuit level would eventually lead to an observable system failure. It is expressed as the product of raw circuit FIT rate and the Architectural Vulnerability Factor of the system which indicates the probability that an input-voltage spike would result into an unacceptable variation in final output [4]. 2.5 Hazucha’s Model of SER Hazucha and Svensson devised a model for estimating SER (in FIT) for CMOS circuits [5]. This model depends principally upon critical charge (QCRIT) and charge collected (QS), and considers atmospheric neutrons with energy > 1MeV for a range of submicron features. It is based upon the empirical model for the 600nm technology and can be scaled for successive future generations. This model is expressed as 𝑄𝐶𝑅𝐼𝑇 𝑆𝐸𝑅 = 𝐾 × 𝐹 × 𝐴 × exp − 𝑄𝑆 - (1)



Fig. 2: Soft Error for a pFET



Therefore, due to the device-level interaction with the energized particles, the output of a CMOS circuit either produces a transient pulse (for a combinational design) or leads to a bit-flip (in the memory devices). Ideally, the transient pulse gets attenuated while
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where, K



QCRIT



is a constant independent of device technology with the value 2.2*10-5 is the neutron flux with energy >1 MeV, in particles/(cm2.s) is the area of the circuit sensitive to particle strikes, in cm2 is the critical charge, in fC



QS



is the collected charge, in fC



F A



𝑄𝐶𝑅𝐼𝑇 (𝑖𝑛 𝑝𝐶) =



0.023 × 𝐿2 𝜇𝑚2



- (2) This paper, however, relies upon HSPICE simulation for QCRIT computation as equation (2) does not hold true for deep-submicron feature sizes. This is because ΔVc and C changes with technology scaling that not only include scaling in device features but also in operating voltages. 2.5.2



2.5.1 Critical Charge



Collected Charge



Collected charge (QS) is the charge deposited when a semiconductor device undergoes ionization. The number of charged particles generated in the substrate depends upon the stopping power of the substrate to prevent further penetration of the incident beam. This stopping power is referred to as Linear Energy Transfer (LET) and is defined as the energy loss per unit distance traversed by a neutron particle (dE/dX). When the neutron beam strikes the silicon substrate, the energy loss during its traversal is utilized to generate an equivalent number of charge carriers. If the total number of charge carriers exceeds QCRIT, the device lapses into a soft error.



Critical charge (QCRIT) is defined as the minimum charge required to be deposited at the sensitive node of a CMOS device such that the increased voltage due to charge deposition is sufficient to cause a soft error either by generating a transient pulse (that might not be considered to be a valid logic state) or bit-flip in memory elements. For example, in an inverter, critical charge would be the minimum charge deposited at the input node that is sufficient to drag the inverter into the meta-stable region. Similarly for an SRAM cell (implemented as 6Tcross-coupled inverters), QCRIT is the minimum charge that forces the SRAM to cross its Static Noise Margin (SNM), resulting in a bit-flip.



Collected charge depends not only upon the physical interaction between neutron and substrate material, but also upon the angle of incidence of the neutron particle. The greater the LET, the higher the energy loss per unit distance, thereby resulting in generation of more charged particles per unit distance of traversal. Similarly, the greater the incident angle, the longer the ionization path will be (as shown in Fig. 3) and a greater number of charge particles will be generated.



Thus critical charge determines the immunity of the device to soft errors. Smaller critical charges increase the tendency of the device to undergo soft error, and vice versa. Critical charge depends on numerous factors such as the width of the transistor, channellength, supply voltage, load capacitance, feedback topology, threshold voltage, gate-oxide material, and device technology, among others. When an energized particle strikes the semiconductor surface, electrons and holes are generated, thereby changing the electric-potential at the incident end. At the circuit level, the change in input voltage (ΔVc) required to induce a soft error can be obtained from the DC noise margin. Consider the device as a simple capacitor (with capacitance C), the charge deposited at the input due to electron-hole pair generation will lead to an increase in voltage at the incident end (since ΔQ = CΔV). If the increase in voltage exceeds ΔVc, it would result into a soft error.



Fig. 3: Charge Collected due to neutron strike



The collected charge QS can be expressed as,



As the size of the active device decreases, the capacitance decreases quadratically, and so does the critical charge necessary to induce SEU for the same ΔVc. Assuming the device is sized to be L × L, the critical charge for state change is proportional to the square of the feature size (QCRIT α L2) [1]. Robinson et al. [6] proposed a mathematical model to compute QCRIT as,



𝑄𝑆 = 𝑐𝑎𝑟𝑔𝑒 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 𝑝𝑒𝑟 𝜇𝑚 × 𝐿𝐸𝑇 × where, θ t
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𝑡 cos 𝜃 - (3)



is the incident angle with which, the neutron particle strikes is the thickness of the device in μm



Since the ionization potential to generate one electron-hole pair is 3.6eV [15], 1MeV of energy would generate 44.5fC of charge. With the assumption that the substrate is made up of pure silicon and no interaction-level energy loss, equation (3) can be written as [7], 𝑄𝑆 = 44.5 × 𝐿𝐸𝑇 ×



placing a test device in a particle stream at a cyclotron and measuring the rate at which the deviceoutput differs from that of ideal one. Heidel et al. examined the SEU effects in IBM circuits due to strikes of alpha particle emitted by radioactive decay of Lead (Pb-210) present in the solder bumps of device packaging [13]. Sanda et al. analyzed the Soft Error Resilience for IBM POWER6 processor through proton and neutron beam-induced fault injection method, and observed its high tolerance to SEU due to the processor’s error detection and correction capability at the architectural level [14]. Bender et al. measured the soft-error rate for the I/O subsystem of IBM POWER6 processor by measuring the error rate for various cases ranging from idle to high I/O bandwidth and utilization [15].



𝑡 cos 𝜃



- (4) Hazucha and Svensson used equation (4) to compute QS for 0.8μm to 0.1μm CMOS technology [8]. They used TRIM [9] software to extract the LET values by simulating the silicon device’s interaction with 4He, 9 Be, 12C, 16O, 20Ne, 25Mg, and 28Si particles produced by silicon-neutron interaction, with a track radius of 0.04μm. Shivakumar projected the QS values (from Hazucha’s SER estimation of SRAMs) and devised the following expressions [3].



In contrast to the above experimental methodologies, academic researchers focused upon the theoretical analysis of SERs by modeling the physical level interaction of silicon surface with the energized particles. Georgakos et al. reported an increase in multi-bit failures due to neutron-induced SEU in 65nm triple-well embedded SRAMs [16] while Toyabe proposed a SER model for Dynamic RAMs by using a solution of the equations for diffusion and collection of alpha-particle induced excess electrons [17]. Ramanarayanan et al. measured the SER for various latch designs implemented at 70nm CMOS technology by evaluating the critical charge at the sensitive nodes and proposed methods to increase the overall robustness of the circuit by reducing power and area overhead [18]. Hazucha and Svensson proposed a theoretical model for SER elucidating its dependency upon critical charge and charge collected [5], and reported the SER trend for a SRAM with scaling in CMOS Technolgy [8]. Shivakumar and Kistler used Hazucha’s model to analyze the trend of SER contribution by combinational elements for a multiprocessor design with scaling in device sizes [3], while Mukherjee et al. modeled the effective SER for a Itanium 2 level processor in terms of an Architectural Vulnerability Factor, by considering the probability of circuit-level soft errors that would lead to an observable failure of the entire device [4].



𝑄𝑆𝑛𝐹𝐸𝑇 = exp(0.77 × log 𝑔 + 4.3) 𝑄𝑆𝑝𝐹𝐸𝑇 = exp(1 × log 𝑔 + 4.2) - (5) where g is the channel length in μm. This paper uses equation (5) to compute QS values required for SER analysis of the router with the assumption that it holds true up to 22nm CMOS technology. 3.



PRIOR SOFT ERROR EXCOGITATION



The possibility of Single Event Upset (SEU) was first postulated by Wallmark and Marcus in 1962 by observing the physical limit in device sizes and packing density due to the crystal-level defects produced by atmospheric cosmic rays [10]. The first anomalies were reported by Binder in 1975, in which he observed various environment induced anomalies in Combined Release and Radiation Effects Satellite produced by SEUs, differential surface charging and discharging, and internal discharges [11]. Some of the early pioneering work was by May and Woods who investigated alpha-particle-induced soft errors in dynamic RAM's and Charged Coupled Devices due to the passage of alpha particles through the memory array area [12]. In their work, the source of alpha particles was not from space but rather from the natural decay of trace concentrations (ppm) of uranium and thorium present in integrated circuit packaging materials.



4.



WORMHOLE ROUTER DESIGN



A wormhole router is a type of router that routes a packet flit by flit, occupying the channel in its entirety till the packet is routed completely [20]. Until the routing is complete, the router buffers other incoming flits for the same output port, and relinquishes the control once the routing of the current packet is completed. This section discusses



Since then, several studies have attempted to experimentally determine SEU's and mitigate their effects through error correction. IBM has played an important role in determining SER for IBM chips by
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the key features of the router architecture and designlevel implementation details.



(ii) Route Computation (RC) Unit – The RC unit takes the destination node address as an input and computes the route based on the current route information. The RC uses XY routing to route the packet respectively in the X or Y direction if the destination is placed horizontally or vertically. If the destination is a diagonal node, it initially routes the packet in the X direction before routing it in the Y direction. It uses lookahead routing to compute the route for the next router from the current-route information, thereby eliminating the dependency between RC and SA.



4.1 Architecture The wormhole router, as shown in Fig. 4, has three major components: a switch to route the packet from the input port to the output port, a Switch Allocator (SA) to resolve resource-level conflicts for sharing the common switch, and input modules to control and coordinate the arrival and departure of incoming flits [21].



(iii) Controller – The controller unit governs the entire functionality of the router. Initially, the controller is in the IDLE state, and attempts to read the header queue for the header flit. When the header flit is available, the controller goes into the ROUTING state and sends the current-route information to RC and SA. Once the route is computed and the grant is made, the header is modified by replacing the current-route information with the route for the downstream router before it passes through the switch. The controller also multiplexes the common routing path inside the switch for transmitting the header and the body flits. Once the header-flit is modified and transmitted to its intended output port, the immediate body flits corresponding to the recently routed header flit are transmitted through the switch using the pre-computed routing information. After the tail flit is routed, the controller goes back into the IDLE state, awaiting for the arrival of next header flit.



Fig. 4: Wormhole Router Architecture



4.2 Key Design Modules The key design units of the wormhole router are elaborated below. a) Interface – The router contains five input/output ports (north, south, east, west, local), with each port having a narrow channel for header flit and wider channel for body and tail flits. It has five input/output enable lines to inform the router that the data appearing through the input port is valid and has to be processed. The router also has ON/OFF flow control lines for both the input and output port required for proper flow control. The entire router operation is synchronized by a clock and is sensitive only to the positive transition (rising edge) of the clock.



c)



b) Input Module – Each I/O port enters its respective input module. The input module has following sub-modules described as below, (i) FIFO – Each input module has two sets of FIFOs (queues) to buffer the header and body flits separately. Since the header flit is smaller than the body flit, the header queue is narrower in size but has the same number of slots to buffer eight flits. When the queue is full, the controller clears the flow signal to inform the upstream router regarding its inability to accept further flits.
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Switch Allocation (SA) – The SA unit is responsible for resolving the resource level conflicts that arise while sharing the common switch. The switch-allocation mechanism allows the input ports to send their respective flits to their desired output ports without any contention. The SA receives 25 request lines (five from each input module), and sends the respective grant signals to the switch. Since RC uses XY routing, the SA only needs to resolve conflicts for the output ports, thereby having five sets of arbitrators for each output port as shown in Fig. 5.



as to have smaller combinational path, by avoiding an additional encoder circuit), as shown in Fig. 6.



Fig. 5: Switch Allocator Design



Fig. 6: Cross-bar switch implementation



Each arbitrator works with Least Recently Used (LRU) priority such that it prioritizes the least recently granted request over other incoming requests [20]. It receives five requests as input, and outputs five grant lines as shown in Fig. 5. Based upon the request lines, it ensures mutual exclusion by asserting one and only one grant line at a time.



4.3 Router Specification a) Flow Control The router pipeline uses ON/OFF flow control to instruct the upstream router to stop sending flits. When the input buffer of the router fills up its allotted space by buffering incoming flits, it sends an OFF signal to the upstream router. The SA of the upstream router on receiving the OFF flow-signal forbids asserting the grant to that particular port, resulting in no transmission of flits. When the downstream router develops sufficient space, the controller sets the signal to ON to allow flit arrival. This way, proper flit-flow is maintained across the network.



The LRU priority mechanism was implemented by having five set of registers namely HI, M1, M2, M3, and LO with descending priority. Each register stores the index of the corresponding request line based upon the priority. During arbitration, the arbitrator initially checks whether the request corresponding to the index stored in the highest priority register is set, and grants it before checking other incoming requests. If the request corresponding to the index stored in high priority register is not set, then same check is repeated for other registers in the order of decreasing priority. After granting the request, it moves the registry entry from the high priority register containing the index of recently granted request to its immediate lower priority registers in a circular fashion (i.e. M1 to HI, M2 to M2 … HI to LO), such that the recently granted request line has the least priority over others during next arbitration.



b) Flit Format Each packet starts with a header flit followed by body flits in between, with a tail flit at the end. The header is different from body and tail in terms of size and contents. The header is smaller in size and contains the destination address and necessary routing information for the next router, while the body and tail largely contains the payload [21]. The header and the body flit sizes are 11 and 16 bits respectively with the flit-format as shown in Fig. 7.



d) Switch – The switch was implemented as 5x5 cross-bar switch with the grant signals (coming from SA) as selection lines. These grant signals provide a unique path for the flit to traverse through the switch to the desired output port without any contention. Internally, it was implemented as a series of multiplexers [20] [21] with control signals in one-hot encoded form (so



Fig. 7: Flit Format
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4.4 Optimized Router Pipeline



5.1 Router Simulation



The router pipeline is shown in Fig. 8. When the header arrives at one of the dedicated input port in clock cycle 1, the header gets queued in the header queue.



The RTL design of the router was coded in VHDL, and simulated at the intra-router and inter-router level. Intra-router simulations tested the router operation by functionally verifying the sub-modules and validating the time synchronization between them. The inter-router simulations tested the router functionality by simulating a 2x2 and 3x3 meshnetwork and validated the router’s flow control, collision handling technique, and ability to deliver the packets correctly to its destination node in a timely fashion. 5.2 QCRIT Computation This section describes the measurement of critical charge through HSPICE simulation for specific schematic modeling of latches and flip-flops that arise during a bit-flip situation. These schematics were modeled using 90nm to 22nm PTM technology [22] with VDD and transistor-sizes that were scaled as per the ITRS roadmap [23].



Fig. 8: Wormhole Router Pipeline (Optimized)



In the next clock cycle, the controller reads the header-flit from the header-queue and the body-flit (in parallel) is buffered inside the body. The controller then sends the current_route_info field of the header to SA to arbitrate for the output ports. In the same cycle, it reads the destination field of the header and sends it to RC which computes the routing information for the next router. The controller replaces the current_route_info field of the header with the next_route_info, and if the grant signal is asserted, it sends the updated header through the switch (by padding extra zeros so that it becomes equal to the body flit size, thereby avoiding the need for a separate switching path for the header flit inside the switch). At the output of the switch, the flit is demultiplexed into header port based upon control signals from the controller. The immediate body and the tail flits take the same route as taken by the header, but through the wider channel. This pipeline architecture takes one clock cycle in routing the flit. So, for a packet with one header, one body and one tail flit, the router takes 4 clock cycles in total to route the entire packet. 5.



5.2.1 Latch The latches were implemented as D-latches sensitive to the negative clock level. These were designed using properly-sized (balanced) inverters so as to have equal rise and fall time. The design consists of a transmission gate (TGATE) gated with clk and clk’ driving an inverter connected to a feedback tri-state inverter as shown in Fig. 9. When the clock is ON, the TGATE is transparent and the tri-state inverter is OFF. As a result, the output of the latch is directly driven from the inverter input. On the other hand, when the clock is OFF, the transmission gate is opaque and the tri-state inverter is ON. This stabilizes the output to its previous value and is independent of the latch-input variation [24].



METHODOLOGY



For the SER analysis of the switch-based on-chip router, the router was designed at the RTL level and its functionalities were tested through gate-level simulations. For computing the SER for the entire router, critical charge was computed from the HSPICE simulations of latches and flipflops, and collected charge was obtained from the model derived by Shivakumar. This section presents a detailed methodology of the router simulation and measurement of SER for the designed router.



Fig. 9: Schematic of D-Latch



For QCRIT computations, the following two models were considered:
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a)



b)



Clock = 1: When the clock is ON, the circuit is equivalent to an inverter driving the output port. Hence QCRIT was computed by integrating the current over time due to the voltage spike (obtained from DC analysis) sufficient to drive the inverter into the meta-stable region.



Fig. 11: Schematic of D Flip-flop



For the QCRIT computations, following two models were considered,



Clock = 0: When the clock is OFF, the TGATE is OFF and the tri-state inverter turns ON. For the QCRIT computation, TGATE was considered to be ON (so as to have indirect control over the common node between TGATE and crosscoupled inverters). The DC characteristics as shown in Fig. 10 shows hysteresis due to difficulty in pushing the inverter into the metastable region, resulting in a higher value of QCRIT.



a) Master-ON, Slave-OFF – When the master is transparent and the slave is opaque, critical charge generated at the input (due to neutron strike) of the master not only forces the master latch to go into a meta-stable state, but also flips the slave D-latch (assuming that the slaveTGATE is ON), which leads to a soft error. Hence, the voltage spike necessary for an SEU was obtained from the hysteresis graph of the DC analysis and QCRIT was computed by integrating the current over the duration of the spike. b) Master-OFF, Slave-ON – When the master is opaque and the slave is transparent, critical charge generated by neutron strike flips the master latch which is seen as an output through the transparent slave latch. Therefore, QCRIT was computed by performing the time-integral of the current generated by the voltage spike required to flip the master latch and drag the slave latch into meta-stability region.



Fig. 10: DC Characteristics of a D-Latch



This process was repeated from 90nm technology through 22nm and a decrease in QCRIT was observed as supported by the explanation in section 2.5.1.



However, the state of the flip-flop during a positiveedge transition is highly unpredictable as both the situations leading to a bit-flip are equally probable. The SER analysis therefore considered both the values of QCRIT while estimating the SER for an individual DFF.



Out of the two measurements for QCRIT values, the one with clock = 0 was considered to be the QCRIT of the latch. This is because a neutron strike during the positive clock transition will flip the tristate resulting into an erroneous output that will persist until the next positive transition. However, when clock = 1, an SEU will lead to a transient pulse of a shorter interval without any bit-flip.



5.3 Collected Charge Collected charge (QS) was computed from equation (5) and separate values for pFET and nFET were considered for calculating SER. The QS values decrease with reduction in device size. This is caused by fewer generation of charge carriers in the smaller ionization path because of reduction in device’s thickness.



5.2.2 Flip-flop The registers used in this router-architecture were positive-edge triggered D flip-flops (DFF) implemented as master-slave based design [18][24]. The master-slave DFF was implemented by cascading two D-latches end-to-end with the master latch controlled by clk’ and the slave latch controlled by clk as shown in Fig. 11.



5.4 SER of flip-flop Each D-latch consisted of four nFETs and pFETs as shown in Fig. 9. The SER for the DFF included both possible situations: the master or slave being ON during positive clock transition, as shown in equation (6).
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𝑆𝐸𝑅𝐷𝐹𝐹 = 𝑆𝐸𝑅𝑀𝑎𝑠𝑡𝑒 𝑟𝑜𝑛 ,𝑆𝑙𝑎𝑣 𝑒𝑜𝑓𝑓 + 𝑆𝐸𝑅𝑀𝑎𝑠𝑡𝑒 𝑟 𝑜𝑓𝑓 ,𝑆𝑙𝑎𝑣 𝑒𝑜𝑛



Tech (nm) VDD (V) nFET width (μm) Aspect Ratio pFET width (μm) Latch QCRIT (fC) Flip-flop QCRIT (fC)- a Flip-fl0p QCRIT (fC)- b nFET QS (fC) pFET QS (fC)



- (6) From equation (1), 𝑆𝐸𝑅𝐷𝐹𝐹 = 4 × 𝐾 × 𝐹 × e + e



𝑄𝐶𝑅𝐼𝑇 _𝑎 − 𝑄𝑆 𝑛𝐹𝐸𝑇



𝑄 − 𝐶𝑅𝐼𝑇 _𝑏 𝑄𝑆 _𝑛𝐹𝐸𝑇



+e



+e



𝑄𝐶𝑅𝐼𝑇 _𝑎 − 𝑄𝑆 _𝑝𝐹𝐸𝑇



𝑄𝐶𝑅𝐼𝑇 _𝑏 − 𝑄𝑆 _𝑝𝐹𝐸𝑇



- (7) where QCRIT_a and QCRIT_b were obtained from master-ON, slave-OFF and master-OFF, slave-ON conditions respectively, with neutron flux F = 0.00565 corresponding to the sea level in New York City.



90 65 45 32 22 1.20 1.10 1.00 0.90 0.80 214.00 136.00 90.00 64.00 44.00 2.67 2.64 1.81 1.65 1.34 571.38 359.04 162.63 105.60 58.96 7.24 4.61 3.23 2.14 1.43 2.33 1.22 0.26 0.12 0.04 7.61 4.85 3.59 2.33 1.51 11.54 8.98 6.77 5.21 3.90 6.00 4.33 3.00 2.13 1.47



Table 1: QCRIT and QS values



5.5 SER of the Router SER per unit area for the entire router was computed by multiplying the SER values for a DFF (from equation (7)) with the number of registers obtained from synthesis of RTL design of the router. The total SER for the entire router was computed by multiplying the SER per unit area of the router with router area. However, the SER analysis of the router only included the SER contribution from the registers and did not include the contribution from combinational elements that would result into a more precise value of SER. 6.



Fig. 12: QCRIT and QS trend with respect to device scaling



Fig 13 shows an increase in QS/QCRIT for a DFF with reduction in device size, indicating a more pronounced decrease in QCRIT than the decrease in QS. This indicates that as the device size reduces, the number of deposited charge particles decreases at a rate less than the decrease in critical charge, which makes the device more susceptible to soft errors.



RESULTS



6.1 Synthesis Results The router design was synthesized for Altera Corp.’s Cyclone II FPGA, where it occupied 9% of on-board memory with a maximum operating frequency of 51.83 MHz. With body-flit size equal to 16 bits, the total number of registers obtained from synthesis was 1255. For a router with different flit sizes, the number of registers is expressed as, 𝑅𝑒𝑔𝑐𝑜𝑢𝑛𝑡 = 40 × 𝑓𝑙𝑖𝑡𝑠𝑖𝑧𝑒 + 615 - (8) 6.2 QCRIT and QS results QCRIT and QS values were obtained through simulations using technologies spanning 90nm through 22nm with VDD and sizes scaled as per the ITRS roadmap. The QCRIT and QS values obtained are listed in Table 1, with the trend shown in Fig 12.



Fig. 13: QS/QCRIT trend for a flip-flop with respect to device scaling



6.3 SER results With exponential dependency of SER on -QCRIT/QS, the SER per unit area increases with a decrease in device size as observed from Table 2 and Fig. 14.
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The results show that there is a 30.7% increase in SER/area of the entire router when the technology is scaled from 90nm to 22nm. However, a quadratic decrease in area overpowers the linear increase in QS/QCRIT, thereby decreasing the SER by 95.5% as the technology scales. Tech (nm)
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19.26



SER of Router/cm2 (FIT/chip) in 10 -13
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32
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8.84 4.05 2.05 0.97



𝑆𝐸𝑅𝑅𝑂𝑈𝑇𝐸𝑅



51.42 23.34 7.32 3.38 1.30 -6



-16



SER of Router(FIT) in 10



65



The SER (due to registers) for a router with a 16 bit flit size was computed by multiplying the number of registers obtained from the router-synthesis. Fig 15 (a) shows a linear increase in SER per unit area for the entire router while (b) shows a quadratic decrease in SER due to decrease in router area. The SERROUTER for other flit-sizes is expressed in terms of Regcount (obtained from equation (8)) as,
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1.14



1.26 1.38 1.44 1.49



3.73



1.89 0.76 0.38 0.17



1.43



1.58 1.73 1.81 1.87



4.68



2.38 0.95 0.48 0.21



𝑎𝑟𝑒𝑎 = 𝑆𝐸𝑅𝐷𝐹𝐹 /𝑎𝑟𝑒𝑎 × 𝑅𝑒𝑔𝑐𝑜𝑢𝑛𝑡 - (11) 𝑆𝐸𝑅𝑅𝑂𝑈𝑇𝐸𝑅 = 𝑆𝐸𝑅𝐷𝐹𝐹 × 𝑅𝑒𝑔𝑐𝑜𝑢𝑛𝑡 - (12) Using equation (11) and (12), SER values were projected for future technologies as per Table 3.



Table 2: SER values for DFF and Router



Year of Production (as per ITRS) Technology (nm) Operational Voltage (V)



2007 2010 2013 2016 2017 65 45 32 22 20 1.1 1 0.9 0.8 0.7
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Year of Production (as per ITRS) Technology (nm) Operational Voltage (V) 2



SERDFF/cm (FIT/chip) in 10



Fig. 14: Trend of a) SER/chip, and b) SER for a DFF



SERROUTER/cm2 (FIT/chip) in 10-3



The SER/area and total SER for a DFF is expressed in terms of gate length (nm) as,
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Table 3: Projected SER values for DFF and Router for future technologies



𝑆𝐸𝑅𝐷𝐹𝐹



𝑆𝐸𝑅𝐷𝐹𝐹
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2018 2019 2020 2021 2022 18 16 14 13 11



−6 −9 𝑎𝑟𝑒𝑎 = 1.61 × 10 − 5.17 × 10 × 𝑔𝑎𝑡𝑒𝑙𝑒𝑛𝑔𝑡  - (9) 𝑆𝐸𝑅𝐷𝐹𝐹 = 𝑎𝑟𝑒𝑎 × 𝑎𝑟𝑒𝑎_𝑓𝑎𝑐𝑡𝑜𝑟𝑛𝐹𝐸𝑇 × 𝑙𝑒𝑛𝑔𝑡𝑛𝐹𝐸𝑇 × 𝑤𝑖𝑑𝑡𝑛𝐹𝐸𝑇 + 𝑎𝑟𝑒𝑎_𝑓𝑎𝑐𝑡𝑜𝑟𝑝𝐹𝐸𝑇 × 𝑙𝑒𝑛𝑔𝑡𝑝𝐹𝐸𝑇 × 𝑤𝑖𝑑𝑡𝑝𝐹𝐸𝑇 - (10)



7.



CONCLUSION



This paper attempts to understand the aftereffects of SEU that leads to soft-error during the interaction of CMOS device with atmospheric neutrons. It does this by analyzing the trend of soft error rate for a switchbased on-chip interconnection network as device sizes decrease. From the SER results, the susceptibility of the router for a given area toward SEU increases linearly as one moves further into deep-submicron technologies. However, the decrease in area overpowers the increase in SER per chip and results in a quadratic decrease in soft error. These results agree with the SER analysis by Hazucha [8] and Shivakumar [3], which were mainly focused on SRAM and microprocessor respectively.



where area_factor is a constant (assumed to be 1 for simplicity) dependent upon technology and fabrication processes.



Previous attempts mainly involved experimental determination of SER by projecting an accelerated beam of neutrons through a cyclotron; a theoretical approach toward SER analysis for a router is quite novel and different from earlier efforts. Future work in this regard will include the SER contribution by combinational elements and the effect of various levels of soft error masking at the architectural level on the overall SER of the router.



Fig. 15: Trend of a) SER/chip, and b) SER for entire router
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In the era of the Network on Chip (NoC), where the world is heading toward sub-micron and deep-submicron technology, an increase in soft-error with constant chip size for an on-chip interconnection network is a serious threat to current multiprocessor and multicore technology. Therefore, with a thorough and detailed SER analysis of a router, the authors strongly believe that with growing technological advancement in the area of CMOS design, focused effort to minimize SER either at the architectural level or at the fabrication level needs to be strengthened further. 8.
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