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Abstract Exterior wall returns affect the accuracy and fidelity of the imaged scene in urban sensing and through-the-wall radar imaging applications. For reliable imaging of stationary indoor scenes, the front wall reflections need to be properly attenuated. In this chapter, wall mitigations are addressed in the context of compressive sensing for stepped-frequency radar operation. Wall mitigation schemes, originally proposed for imaging using full data volume, maintain their proper performance with few measurements, provided that the same reduced set of frequencies is used at each available antenna position. However, having the same frequency observations across all antennas may not always be feasible. For the more challenging case when different reduced frequencies are employed at different antennas, two alternate methods based on discrete prolate spheroidal sequences (DPSS) and partial sparsity can be applied. The former captures the wall clutter energy at each antenna individually using a DPSS basis and then removes it from the reduced set of measurements. The latter considers the stationary scene reconstruction problem when the support of the image corresponding to the exterior and interior walls is known a priori. 4.1. Introduction Detection and localization of stationary targets inside enclosed structures using radar are very pertinent to a variety of civil and military applications, including hostage rescue missions, search-and-rescue operations, and surveillance and reconnaissance in urban environments [1][11]. These highly desirable objectives are challenged, amongst other factors, by the presence of clutter caused by the electromagnetic (EM) scattering from the exterior front wall. Front wall returns in ground-based synthetic aperture radar (SAR) systems are typically stronger than those from targets of interest, such as humans and weapons [12], thus rendering imaging of stationary



4 targets behind walls difficult. The problem is further compounded when the targets are in close vicinity of walls, especially layered walls or hollow cinder block walls. Multiple reflections within the front wall result in wall residuals along the range dimension. These wall reverberations tend to mask and obscure weak and close-by targets [13]. Therefore, stationary targets cannot be generally detected without an effective suppression of front wall clutter, thereby limiting its effects on the imaged scene accuracy and fidelity. A simple but effective method is based on background subtraction. If the received signals can be approximated as the superposition of the wall and the target reflections, then subtracting the raw complex data without target (reference scene) from that with the target would remove the wall contributions and eliminate its potentially overwhelming signature in the image. Availability of the empty scene, however, is not possible in many applications. For moving targets, Doppler processing [14] or subtraction of data acquired at different times [15], [16] alleviates this problem and leads to removal of wall reflections as well as suppression of stationary background. However, when the targets of interest are themselves stationary, one must resort to other means to deal with strong and persistent wall reflections. For conventional imaging based on beamforming, three main approaches have been proposed to deal with strong wall EM reflections without relying on the background scene data [11], [13], [17], [18]. In the first approach, the parameters of the front wall, such as thickness and dielectric constant, are estimated from the first wave arrivals [11]. The estimated parameters can be used to model EM wall returns, which are subsequently subtracted from the total radar returns, rendering wall-free signals. Although this scheme is effective, it requires a calibration step, which involves measuring the radar return from a metal plate at the same standoff distance as the front wall under similar, if not identical, operating conditions [19]. The second approach applies a spatial



5 filtering method for wall clutter mitigation [13], which requires measurements from an array aperture that is parallel to the front wall and relies on the wall returns being invariant with changing antenna location. The spatial filter removes the zero spatial frequency component corresponding to the wall return. The third approach recognizes the wall reflections as the strongest component of radar returns, in addition to the invariance of the wall returns across the array aperture [17], [18]. By applying singular value decomposition (SVD) to the measured data matrix, the wall returns occupy low-dimensional subspace and can be captured by the singular vectors associated with the dominant singular values. Accordingly, front wall clutter can be effectively removed by projecting the data measurement vectors at each antenna on the wall orthogonal subspace. Recently, compressive sensing (CS) and sparse reconstruction techniques have been applied, in lieu of beamforming, to reveal the target positions behind walls [20]-[24]. In so doing, significant savings in acquisition time can be achieved. Further, producing an image of the indoor scene using few observations can be logistically important, as some of the data measurements in space and frequency can be difficult, or impossible to attain. The application of CS for TWRI as presented in [20]-[22] assumed prior and complete removal of front wall EM returns. Without this assumption, strong wall clutter, which extends along the range dimension, reduces the sparsity of the scene and, as such, impedes the application of CS [24], [25]. In this chapter, we address wall clutter mitigations in the context of CS for imaging of stationary targets. We examine the effectiveness of the spatial filtering and subspace projection wall mitigation techniques, originally proposed for full data volume, in conjunction with sparse scene reconstruction when only a small subset of measurements is employed. We focus on steppedfrequency operation and consider two cases of reduced frequency measurement distributions



6 over antenna positions in physical or synthetic aperture arrays. In the first case, the same subset of frequencies is used for each antenna. The other case allows the reduced frequencies to differ from one antenna to another, either in a random or preset manner. For the subspace projection and spatial filtering methods, we show that when the same subset of frequency measurements is used at each antenna, those two methods maintain their proper performance as their full-data set counterparts. CS techniques for image reconstruction can then be applied with the same reduced measurements but of much higher signal-to-clutter ratio. On the other hand, using different frequencies at different antenna positions would impede the application of either method. This is because the phase returns across the antenna elements would be different, which deprives the wall mitigation algorithms of the spatial invariance and low-dimensional subspace properties of the wall clutter. In order to overcome the shortcomings of the wall clutter mitigation schemes when a general, non-restricted reduced data collection scheme is employed, we use a dictionary based on discrete prolate spheroidal sequences (DPSS’s) [26] to represent the wall returns, which are then captured by block sparsity based approach. This is performed at each available antenna individually. Subtraction of the captured return from the reduced set of measurements at each antenna results in clutter-free data, thereby permitting the application of CS techniques for image reconstruction [27]. Note that, unlike the original wall clutter mitigation methods, this scheme does not require an array aperture to be parallel to the front wall. It can be applied to a single radar unit as well as to significantly reduced array aperture. Alternately, the idea of partial sparsity can be applied for imaging of stationary indoor scenes using different frequencies from different antennas [28]. Partially sparse scene reconstruction considers the case when the scene being imaged consists of two parts, one of which is sparse and



7 the other is expected to be dense with known support [29], [30]. For the problem at hand, the dense part of the image corresponds to the exterior and interior walls. The prior knowledge about the support of the dense part may be available either through building blueprints or from prior surveillance operations. The chapter is organized as follows. In Section 4.2, we present the through-the-wall signal model and briefly review the wall-mitigation techniques of spatial filtering and subspace projection under the full data volume. Performance of these wall mitigation schemes under a reduced set of measurements is discussed in Section 4.3. Section 4.4 deals with the DPSS based wall clutter suppression scheme, followed by the partial sparsity approach in Section 4.5. Section 4.6 provides concluding remarks. 4.2. Wall Mitigation Techniques of Spatial Filtering and Subspace Projection



4.2.1. Through-the-Wall Signal Model Consider a homogeneous wall of thickness d and dielectric constant ε located along the x-axis, and the region to be imaged located beyond the wall along the positive y-axis. Assume that an Melement line array of transceivers is located parallel to the wall at a standoff distance yoff, as shown in Fig. 4.1. Let the mth transceiver, located at x m = ( x m ,− y off ), illuminate the scene with a stepped-frequency signal of K frequencies, which are equispaced over the desired bandwidth f K −1 − f 0 , f k = f 0 + k∆f ,



k = 0,1, K , K − 1



where f 0 is the lowest frequency in the desired frequency band and ∆f =



(4.1) f K −1 − f 0 is the K −1



frequency step size. The reflections from any targets in the scene are measured only at the same



8 transceiver location. The wall return at the mth transceiver corresponding to the kth frequency is given by [31] L



z mw ( f k ) = ∑ σ w al exp( − j 2πf k τ w(l ) )



(4.2)



l =0



where σ w is the complex reflectivity of the wall, L is the number of wall reverberations, τ w( 0) is the propagation delay associated with the return from the front face of the wall, τ w(l ) , l > 0 are the delays associated with the wall reverberations, and al is the path loss factor associated with the lth wall return. The decrease in the signal amplitude of the higher order reverberations is accounted for in the corresponding loss factors al . The delay τ w(l ) is given by



τ w(l ) =



2 y off c



+l



2d ε c



(4.3)



where c is the speed of light in free-space. Assuming the behind-the-wall scene contains P point targets, the target return at the mth transceiver corresponding to the kth frequency can be expressed as P −1



t zm ( f k ) = ∑ σ p exp( − j 2πf kτ p, m )



(4.4)



p =0



where σ p is the complex reflectivity of the pth target, and τ p,m is the two-way traveling time between the mth antenna and the pth target, given by [7], [32]



τ p,m =



2rmp ,air ,1 c



+



2rmp, wall ε c



+



2rmp,air , 2 c



(4.5)



The variables rmp,air ,1 , rmp, wall , and rmp,air , 2 in (4.5) represent the traveling distances of the signal before, through, and beyond the wall, respectively, from the mth transceiver to the pth target, as shown in Fig. 4.1. Also, the complex amplitude due to free-space path loss, wall



9 reflection/transmission coefficients and wall losses, is assumed to be absorbed into the target reflectivity σ p . The total baseband signal received by the mth transceiver corresponding to the kth frequency is the superposition of the wall and target returns, L



P −1



l =0



p =0



t z m ( f k ) = z mw ( f k ) + z m ( f k ) = ∑ σ w al exp( − j 2πf kτ w(l ) ) + ∑ σ p exp(− j 2πf k τ p ,m )



(4.6)



4.2.2. Wall Clutter Mitigation Techniques 4.2.2.1 Spatial Filtering From (4.3) and (4.6), we note that τ w(l ) does not vary with the transceiver location since the array is parallel to the wall. Furthermore, as the wall is homogeneous and assumed to be much larger than the beamwidth of the antenna, each wall reverberation in (4.6) assumes the same value across the array aperture. Unlike τ w(l ) , the time delay τ p,m , given by (4.5), is different for each transceiver location, since the signal path from the transceiver to the target is different from one transceiver to the other. For the kth frequency, the received signal is a function of m via the variable τ p,m . Therefore, we can rewrite (4.6) as L



P −1



l =0



p =0



z f ( m) = z wf + z tf ( m) = ∑ v lf + ∑ u p , f k ( m) k k k k



(4.7)



where v lf = σ w al exp(− j 2πf k τ w(l ) ) and u p, f k (m) = σ p exp(− j 2πf k τ p ,m ). Thus, separating wall k



reflections from target reflections amounts to basically separating constant from non-constant valued signals across the transceivers, which can be performed by applying a proper spatial filter across the array [13]. In its simplest form, the spatial filter, which removes, or significantly attenuates, the zero spatial



10 frequency component, can be implemented as the subtraction of the average of the radar return across the transceivers. That is, M −1 1 M −1 t t ~z ( m) = z ( m) − 1 z ( m ) = z ( m ) − ∑ ∑ z ( m) fk fk fk M m=0 f k M m =0 f k



(4.8)



Thus, the subtraction operation removes the zero spatial frequency component corresponding to the wall return and the filter output data will have little or no contribution from the wall reflections. 4.2.2.2 Subspace Projection The signals received by the M transceivers at the K frequencies are arranged into a K × M matrix Z = [z 0 L z m L z M −1 ]



(4.9)



where z m = [z m ( f 0 )



w z m ( f1 ) L z m ( f K −1 )]T = z m + z tm



(4.10)



w , z tm representing the wall and target contributions at the with z m ( f k ) given by (4.6) and z m



mth transceiver, respectively. The eigenstructure of the imaged scene is obtained by performing the SVD of Z, Z = U Λ VH



(4.11)



where ‘H’ denotes the Hermitian transpose, U and V are unitary matrices containing the left and right singular vectors, respectively, and Λ is a diagonal matrix λ1 M Λ=0 M 0 



L 0  O M  L λM  O M  L 0 



(4.12)



and λ1 ≥ λ2 ≥ K ≥ λ M are the singular values. Without loss of generality, the number of frequencies are assumed to exceed the number of antenna locations, i.e., K > M. The subspace



11 projection method assumes that the wall returns and the target reflections lie in different subspaces. Since the wall reflections are stronger than the target returns, the first J dominant singular vectors of the Z matrix are used to construct the wall subspace [17], J



S wall = ∑ u i v iH



(4.13)



i =1



Ideally, a homogeneous wall subspace is spanned by the first singular vector associated with the dominant singular value, i.e., J=1. However, factors, such as misalignment of antennas and wall heterogeneity, will increase the dimensionality of the wall subspace. Methods for determining the dimensionality J of the wall subspace have been reported in [17], [33]. The subspace orthogonal to the wall subspace is defined as H S ⊥wall = I − S wall S wall



(4.14)



where I is the identity matrix. To mitigate the wall returns, the data matrix Z is projected on the orthogonal subspace [17],[25] ~ Z = S ⊥wall Z



(4.15)



The resulting data matrix has little or no contribution from the front wall.



4.2.3. Scene Reconstruction An equivalent matrix-vector representation of the wall clutter-free signals in (4.8) and (4.15) can be obtained as follows. Assume that the region being imaged is divided into a finite number of pixels N x × N y in crossrange and downrange. We vectorize the crossrange vs. downrange image into an N x N y × 1 scene reflectivity vector σ. The qth element of σ takes the value σ p if the pth point target exists at the qth pixel; otherwise, it is zero. Using (4.4), the wall clutter-free signal vector, ~z m , corresponding to the mth transceiver can be expressed in matrix-vector form as,



12 ~z ≈ z t = Ψ σ m m m



(4.16)



where Ψ m is a matrix of dimensions K × N x N y with the kth element of its qth column given by



[Ψ m ]k ,q = exp(− j 2πf k τ q,m ),



k = 0 ,1,K ,K-1, q = 0,1, K , N x N y − 1



(4.17)



with τ q,m denoting the two-way traveling time between the qth pixel and the mth transceiver. Stacking the signals from all M transceiver locations, we obtain the MK × 1 measurement vector ~z as [24], [25] ~z = Ψσ



(4.18)



where ~z = [ ~z T 0



~z T 1



T T L ~z M −1 ] ,



Ψ = [ Ψ T0



Ψ1T



T



L Ψ TM −1 ] .



(4.19)



An image σˆ can be reconstructed using delay-and-sum beamforming by pre-multiplying the wall clutter-free signal ~z with the adjoint operator Ψ H . That is, σˆ = Ψ H ~z .



(4.20)



4.2.4. Illustrative Results A through-the-wall wideband SAR system was set up in the Radar Imaging Lab at Villanova University. A 67-element line array with an inter-element spacing of 0.0187m, located along the



x-axis, was synthesized parallel to a 0.14m thick solid concrete wall of length 3.05m and at a standoff distance equal to 1.24m. A stepped-frequency signal covering the 1-3 GHz frequency band with a step size of 2.75MHz was employed. Thus, at each scan position, the radar collected 728 frequency measurements. A vertical metal dihedral was used as the target and was placed at (0, 4.4)m on the other side of the front wall. The size of each face of the dihedral is 0.39m by 0.28m. The back and the side walls of the room were covered with RF absorbing material to reduce clutter. The empty scene without the dihedral target present was also measured to enable



13 background subtraction for wall clutter removal. The region to be imaged is chosen to be 4.9m × 5.4m centered at (0, 3.7)m and divided into 33 × 73 pixels, respectively. Figure 4.2(a) depicts the image corresponding to the raw data obtained with beamforming. In this and all subsequent figures in this chapter, we plot the image intensity with the maximum intensity value in each image normalized to 0dB. The true target position is indicated with a solid red rectangle, while the wall location is indicated by a dashed red rectangle. With the availability of the empty scene measurements, background subtraction generates an image where the target can be easily identified, as shown in Fig. 4.2(b). Figure 4.2(c) shows the beamformed imaged after subspace projection based wall mitigation approach was applied to the raw data. In all applications of the subspace projection approach in this chapter, the first dominant singular vector of the data matrix Z is used to construct the wall subspace (J = 1). We observe that although the wall return has not been completely suppressed, its shadowing effect has been substantially reduced, allowing the detection of the target. Similar results were obtained with the spatial filtering based approach [25]. 4.3. Spatial Filtering and Subspace Projection under Reduced Data Volume The data model in (4.6) and the review of the wall clutter mitigation techniques in Section 4.2 involves the full set of measurements made at all M transceiver locations using all K frequencies. Assume only M 1 (< M ) randomly selected transceiver locations are available for data collection. Let i g ∈ [0,1, K , M − 1], for g = 0,1,K , M 1 − 1, be the indices of the employed transceiver locations. Further assume that only K 1 < K frequency measurements are made at each transceiver location. Representing the full frequency measurement at the i g th transceiver by the K × 1 vector z ig defined in (4.10), the corresponding reduced set of frequency



14 measurements can be expressed as ( ( ( z ig = φ ( g ) z ig = φ ( g ) z iw + φ ( g ) z ti = z iw + z ti g



g



g



g



(4.21)



where φ ( g ) is a K1 × K measurement matrix constructed by randomly selecting K1 rows of a K × K identity matrix [24], [25]. The matrix φ ( g ) determines the reduced set of frequencies



corresponding to the i g th transceiver. Note that the reduced sets of frequencies could either differ from one transceiver to the other (as implied in (4.21)) or be the same for each transceiver ( φ ( g ) = φ, g = 0,1, K , M 1 − 1 ).



4.3.1. Wall Mitigations under Reduced Data Volume Both spatial filtering and subspace projection methods for wall clutter reduction rely on the fact that the wall reflections assume very close, if not equal, values at the different transceiver locations. When the same set of frequencies is used for all employed transceivers, i.e.,



φ ( g ) = φ ∀g , the condition of spatial invariance of the wall reflections is not violated. This permits direct application of the spatial filtering and subspace projection schemes as a preprocessing step to the scene image reconstruction [24], [25]. However, use of different sets of reduced frequencies for the various transceivers results in different wall reflection phase returns across the antenna elements. This would deprive the wall mitigation algorithms of the underlying assumption of spatial invariance of the wall clutter, thereby rendering the direct application of the wall mitigation methods ineffective [25].



4.3.2. CS based Scene Reconstruction After the wall clutter mitigation step has been applied to the reduced set of measurements, the image can be reconstructed using sparse reconstruction schemes as follows. Assuming effective



15 suppression of wall clutter and using (4.16) and (4.21), we can express the preprocessed reduced set of frequency measurements at the i g th transceiver as ~( ( z ig ≈ z ti = φ ( g ) z ti = φ ( g ) Ψ ig σ, g = 0,1, K, M 1 − 1. g



g



(4.22)



Considering the preprocessed measurement vectors from all M 1 transceivers, we obtain the ~( M 1 K1 × 1 measurement vector z as ~( z = ΦΨσ



(4.23)



where



[



Ψ = Ψ Ti0



Ψ Ti1



K Ψ TiM



]



T



1 −1



(4.24)



and Φ = bdiag(φ ( 0) , φ (1) , K , φ ( M1 −1) ) or Φ = bdiag (φ, φ, K , φ), depending on whether the reduced set of frequencies varies or is the same across the employed transceivers, with bdiag (⋅) ~( denoting the block diagonal matrix operation Given z , we can recover σ by solving the following optimization problem, σˆ = arg min σ



l1



~( subject to z ≈ ΦΨσ.



(4.25)



The problem in (4.25) can be solved using convex relaxation, greedy pursuit, or combinatorial algorithms [34]-[39]. In this chapter, we consider Orthogonal Matching Pursuit (OMP), which is a greedy pursuit algorithm and is known to provide a fast and easy to implement solution [38].



4.3.3. Illustrative Results We consider the same experimental setup as described in Section 4.2.4. For CS, 20% of the frequencies and 51% of the array locations were used, which collectively represent 10.2% of the total data volume. Figure 4.3(a) depicts the image corresponding to the measured scene obtained with OMP applied directly to the reduced raw dataset. The number of iterations of the OMP is



16 usually associated with the level of sparsity of the scene. In this case, the number of OMP iterations was set to 100. We observe that the sparse reconstruction algorithm only reconstructs the wall reverberations and totally misses the target. Since access to the background scene is not available in practice, it is evident from Fig. 4.3(a) that the wall mitigation techniques must be applied, as a preprocessing step, prior to CS in order to detect the targets behind the wall. First, we consider the case when the same set of reduced frequencies is used for each of the employed transceiver locations. We conducted one hundred trials, each with a different random selection of 20% frequencies and 51% array locations. For each trial, the subspace projection method is applied to a Z matrix of reduced dimension 146 × 34, followed by scene reconstruction using OMP with 25 iterations. Figure 4.3(b) shows the corresponding reconstructed image, averaged over one hundred trials. It is clear that, even when both spatial and frequency observations are reduced, the joint application of wall clutter mitigation and CS techniques successfully provides front wall clutter suppression and unmasking of the target. Next, we consider the case when a different randomly chosen set of 20% frequencies is used for different employed transceivers. The corresponding reconstructed image, averaged over one hundred trials with 25 iterations of OMP after application of the subspace projection technique, is shown in Fig. 4.3(c). As expected, the violation of the spatial invariance causes the wall mitigation approach to be unsuccessful, leading to an image reconstruction containing the wall clutter only. Spatial filtering produced similar results for both considered cases of frequency measurement distributions over transceiver locations [25].



4.4. Wall Clutter Mitigation using DPSSs As discussed in Section 4.1, having the same frequency observations at all employed antenna locations may not always be possible. In order to overcome the shortcomings of the wall clutter



17 mitigation schemes of spatial filtering and subspace projection in case of the same reduced frequency measurement set for all transceiver locations, an alternate scheme based on discrete prolate spheroidal sequences is considered, which is described below.



4.4.1 Discrete Prolate Spheroidal Sequences Discrete prolate spheroidal sequences are a collection of index-limited sequences that maximize the energy concentration within a given frequency band [26]. The DPSS’s constitute an efficient basis for finite-energy signals that are time-limited with their energy concentrated in a given bandwidth. Since we consider a stepped-frequency signal consisting of K frequencies, we deal with the dual problem to the conventional DPSS’s. That is, we are seeking frequency domain sequences, s[k], confined to the frequency index set {0, 1, …, K-1}, whose energy is concentrated in a finite time interval [−T , T ). Since the unambiguous time interval corresponding to a step size of ∆f is [0, 1 / ∆f ) or equivalently [−1 / 2∆f , 1 / 2∆f ), T lies between 0 and 1 / 2∆f . Let T be the time T normalized by 1 / ∆f such that 0 < T < 1/2. Then, exploiting the duality in time and frequency domains, the K-length frequency domain DPSS’s are defined as solutions of [27],[40],[41] As i = λi s i , i = 0, 1, K , K − 1



(4.26)



where s i is a K × 1 vector with elements si [ k], k = 0, 1, K , K − 1, and λi are the eigenvalues of the matrix A , which is given by [ A ]i , k =



sin(2πT (i − k )) . π (i − k )



The DPSS’s are orthonormal on the set {0, 1,…, K-1} [40], [41].



(4.27)



18



4.4.2. DPSS Basis Consider the received signal vector z m corresponding to the mth antenna location using all K frequencies, as given by (4.10). The time-domain equivalent of each of the M received signals M −1 {z m }m =0 is an ensemble of returns concentrated on a number of time intervals within



[−1 / 2∆f , 1 / 2∆f ). In the case of point targets, each interval would comprise a single resolution cell. However, in practice, since most indoor targets, including walls, are spatially extended, the corresponding returns extend beyond a single resolution cell. For the wall return in particular, the reverberations may not even be separable depending on the wall permittivity, thickness and the signal bandwidth. We, therefore, refer to the received signals as “multi-duration signals”. We first construct a basis using DPSS’s for efficiently capturing the structure of such signals.



 1 1 , We divide the unambiguous time −  2∆f 2∆f



  2   into N =  − 1 overlapping intervals of   ∆fD 



length D, where D is selected to be a multiple of 1 /( K − 1)∆f . The nth time interval is centered at −



 1 nD D 1 nD D  1 nD + and has an extent ∆ n = − + − ,− + + , n = 1, 2, K , N . 2∆f 2 2 2 2∆f 2 2  2∆f



Note that the choice of non-overlapping set of intervals would be inadequate since the radar returns from the various scatterers may not lie exactly on the chosen grid. Let T =



D∆f and 2



 1 nD  ∆f . Consider the K × K matrix S K ,T of K-length frequency domain DPSS’s t n =  − + 2 ∆ f 2   S K ,T = [s 0



s1 K s K −1 ]



(4.28)



with {s i }iK=−01 defined in (4.26). Forming the K × K diagonal matrix E tn as



E tn = diag(1, exp(− j 2πt n ),K, exp(− j 2π ( K − 1)t n )),



(4.29)



19 we can define the time-shifted DPSS basis for ∆ n as E tn S K ,T . As the first 2 KT  + 1 DPSS eigenvalues are close to 1 while the remaining are close to zero, the first 2 KT  + 1 time-shifted DPSS’s form an efficient signal basis that can capture the energy of the frequency-domain sequences concentrated on the interval



∆n



[40], [41]. Therefore, we consider the



K × ( 2 KT  + 1) matrix Σ n comprising the first 2 KT  + 1 columns of E tn S K ,T as an efficient



basis for signals supported on ∆ n . Thus, the K × ( 2 KT  + 1) N DPSS basis Σ for the multiduration signals can be defined as the concatenation of the N time-shifted DPSS bases [27], [41], Σ = [ Σ1



Σ2 K Σ N ]



(4.30)



Using the DPSS basis Σ , the mth received signal z m can be expressed as w w zm = zm + z tm = Σρ m + Σρ tm



(4.31)



w and ρ tm are the K × ( 2 KT  + 1) N -length coefficient vectors corresponding to the where ρ m



wall and target returns, respectively. It is noted that because of the multi-duration nature of the w radar returns, the wall and target contributions, z m , z tm can be represented using only the w columns of Σ corresponding to the occupied time intervals. Both ρ m and ρ tm exhibit a block-



sparse structure with the nonzero coefficients occurring in a small number of clusters of size



2 KT  + 1. Following the data reduction formulation of (4.21), the reduced data counterpart of the model in (4.31) with K1 frequencies and M 1 transceiver locations can be expressed as ( ( ( z ig = φ ( g ) z ig = φ ( g ) z iw + φ ( g ) z ti = z iw + z ti = φ ( g ) Σρ iw + φ ( g ) Σρ ti g



g



with i g ∈ [0,1, K , M − 1] for g = 0,1, K , M 1 − 1.



g



g



g



g



(4.32)
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4.4.3. Block Sparse Reconstruction The goal is to reconstruct the wall contribution at each employed antenna location individually ( ( using the reduced measurement vector z ig , which can then be subtracted from z ig to obtain the



clutter-free radar return at the i g th antenna. Because of the block sparse nature of ρ iw and ρ ti g



g,



we use the block extension of orthogonal matching pursuit (BOMP) [42] to recover the signal component corresponding to the wall. The choice of the number of BOMP iterations is critical to this approach. Too small a value may not completely capture the wall reverberations, whereas a large enough value may include the returns from targets located at deeper ranges as part of the wall response reconstruction. In order to sufficiently suppress the wall return without removing targets at deeper ranges, a modified BOMP algorithm, provided in Table 4.1, is used, which employs a larger number of iterations but constrains the reconstructed wall return support to no more than 1.5 m away from the front face of the wall. This constraint on wall clutter support is suggested by electromagnetic simulations of various homogeneous and non-homogeneous walls [43]. The modified BOMP algorithm will capture the wall contribution only, thereby implying that the ( output zˆ ig ≈ z iw . Thus, the target contribution can be obtained by simply subtracting the g



reconstructed wall contribution in reduced data domain, ( ( z ig − zˆ ig ≈ z ti



g



(4.33)



Once the wall clutter has been suppressed individually at each employed antenna location, we can proceed with image formation under reduced data volume by solving the sparse reconstruction problem in (4.25).
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4.4.4. Illustrative Results A stepped-frequency SAR system was used for data measurements in the Radar Imaging Lab at Villanova University. The synthetic linear aperture consisted of 93 uniformly spaced elements, with an inter-element spacing of 0.02 m. The aperture was located parallel to a 0.2 m thick solid concrete block wall at a standoff distance of 3.13 m. The stepped-frequency signal comprised 641 frequencies from 1 to 3 GHz, with a step size of 3.125 MHz. A vertical metal dihedral, located at -0.29 m in crossrange and 2.05 m away from the other side of the front wall, was used as the target. The side walls were covered with RF absorbing material while the 0.3m thick reinforced concrete back wall was left bare. The distance between the front face of the back wall and the back face of the front wall is 3.76m. The scene to be imaged is chosen to be 4 m × 5.5 m centered at (0, 4.75) m and divided into 33×77 pixels. Figure 4.4(a) depicts the image corresponding to the full raw dataset obtained with beamforming. In addition to the wall reverberation, the antenna ringing is clearly visible in Fig. 4.4(a) at downranges prior to the front wall. For CS based reconstruction, we first randomly selected 20% of the antenna locations with a different set of randomly chosen 20% frequencies at each chosen antenna, which amounts to 4% of the total data volume. We reconstructed the scene after application of the DPSS based wall suppression scheme one hundred times. For each trial, a different random measurement matrix was used to generate the reduced set of measurements, which were then processed for wall clutter mitigation, followed by sparsity-based scene reconstruction. The value of the parameter D was chosen to be 5.5 ns and the number of iterations for the modified BOMP was selected as 8. Figure 4.4(b) shows the corresponding reconstructed image averaged over one hundred trials. The number of OMP iterations for scene reconstruction was chosen to be 5. We observe from Fig. 4.4(b) that the DPSS based wall



22 mitigation was successful in removing most of the wall return and the antenna ringing, leading to a ‘clean’ image with the target and back wall clearly visible. Next, the same set of randomly chosen 20% frequencies was employed for all of the selected 20% antenna locations. We reconstructed the scene after application of the DPSS based wall suppression scheme one hundred times. The number of BOMP and OMP iterations and the value of D were chosen to be kept the same as for Fig. 4.4(b). Figure 4.4(c) shows the corresponding sparsity-based reconstruction image. Again, the DPSS based scheme successfully removed both the antenna ringing and the wall, thereby allowing the subsequent sparse reconstruction to localize the target and the back wall. 4.5. Partially Sparse Reconstruction of Indoor Scenes



In this Section, we assume prior knowledge of the building layout, which is exploited under the partial sparsity framework for imaging of stationary targets behind walls.



4.5.1. Partially Sparse Signal Model Again, consider a stepped-frequency signal of K equispaced frequencies and a monostatic SAR with M antenna positions located at a standoff distance y off , parallel to a homogenous front wall, which is located along the x-axis. The scene behind the front wall is assumed to be composed of P point targets, N I − 1 interior walls, which are parallel to the front wall and to the radar scan direction, and N C − 1 corners corresponding to the junctions of two walls perpendicular to each other. It is noted that, due to the specular nature of the wall reflections, a SAR system located parallel to the front wall will only be able to receive backscattered signals from interior walls, which are parallel to the front wall. The contribution of walls perpendicular



23 to the front wall will be captured primarily through the backscattered signals from the corners [44]. The received signal corresponding to the kth frequency at the mth antenna position, with phase center at x m = ( x m ,− y off ), is given by [44] P −1



N I −1



p =0



l =0



z m ( f k ) = ∑ σ p exp( − j 2πf k τ p ,m ) + ∑ σ w,l exp( − j 2πf k τ w,l ) +



(4.34)



N C −1



∑ Γi,mσ i sinc((2πf k Li / c) sin(θ i,m − θ i )) exp(− j 2πf kτ i,m )



i =0



where σ p , σ w,l , σ i are the respective complex amplitudes associated with the pth target, lth wall, and the ith corner, τ p,m ,τ w,l ,τ i ,m are the two-way traveling times from the mth antenna to the pth target, the lth wall, and the ith corner, respectively, Li is the length and θ i is the orientation angle of the ith corner, θ i,m is the aspect angle associated with the ith corner and the mth antenna, and Γi,m is an indicator function, which assumes a unit value only when the mth



antenna illuminates the concave side of the ith corner. We note that σ p , σ w,l , σ i contain contributions from free-space path loss, attenuation due to propagation through the wall(s), and the reflectivity of the corresponding scatterer. Further, since the scan direction is parallel to the walls, the delay τ w,l does not depend on the variable m and is a function only of the downrange distance between the lth wall and the array baseline. Let z m represent the received signal vector corresponding to the K frequencies and the mth antenna location. Under the assumption that the building layout is known a priori, the N x N y × 1 scene reflectivity vector, σ, can be expressed as σ = [σ1T



σ T2 ]T , where the Q1 ×1 vector σ1 is



the dense part with known support and the Q2 × 1 vector σ 2 is the sparse part with



24 Q2 = N x N y − Q1. Note that σ1 corresponds to the walls that are parallel to the antenna baseline.



Further, since the wall junctions lie along the parallel walls, the corner locations would correspond to the support of a subset of σ1 , say an R ×1 vector σ1 with R < Q1. Then, using (4.34), we obtain the matrix-vector form z m = Ψ wall ,m σ1 + Ψ corner ,m σ1 + Ψ tgt ,m σ 2



(4.35)



where Ψ wall ,m , Ψ corner ,m , Ψ tgt ,m are the dictionaries corresponding to the walls, corner reflectors, and point targets, respectively. The matrix Ψ tgt,m is of dimension K × Q2 with its (k,



q 2 )th element given by [Ψ tgt ,m ] k ,q2 = exp(− j 2πf kτ q2 ,m )



(4.36)



where τ q2 ,m is the two-way traveling time between the mth antenna and the q 2 th grid-point of the sparse part. The wall dictionary Ψ wall,m is a K × Q1 matrix, whose (k, q1 )th element takes the form [28]



[Ψ wall ,m ] k ,q1 = exp(− j 2πf k 2( y q1 + y off ) / c)ℑ q1 ,m ) .



(4.37)



In (4.37), yq1 represents the downrange coordinate of the q1 th pixel in the dense part, and ℑq1,m is an indicator function, which assumes a unit value only when the q1 th grid-point lies in front of the mth antenna. The corner dictionary Ψ corner,m is a K × R matrix whose (k, r)th element is given by [44]



  2πf k Lr [Ψ corner ,m ] k ,r = exp(− j 2πf k τ r ,m )Γr ,m sinc   c



   sin(θ r ,m − θ r ) .   



Equation (4.35) considers the contribution of only one antenna location. Stacking the measurement vectors corresponding to all M antennas, we obtain the linear model



(4.38)



25 z = Ψ wall σ1 + Ψ corner σ1 + Ψ tgt σ 2



(4.39)



where z = [ z T0



z 1T



T



L z TM −1 ] , Ψ corner = [ Ψ Tcorner ,0



Ψ Tcorner ,1 L Ψ Tcorner ,M −1 ]



T



(4.40) Ψ wall = [Ψ Twall ,0



T



Ψ Twall ,1 L Ψ Twall , M −1 ] , Ψ tgt = [ Ψ Ttgt ,0



T



Ψ Ttgt ,1 L Ψ Ttgt , M −1 ]



For reduced data volume, assume that only M 1 randomly selected transceiver locations are available and only K1 frequency measurements are made at each transceiver location. With the full frequency measurement at the i g th transceiver given by the K × 1 vector z ig in (4.35), the corresponding reduced frequency measurements can be expressed as



( z ig = φ ( g ) z ig = φ ( g ) Ψ wall ,ig σ1 + φ ( g ) Ψ corner ,ig σ1 + φ ( g ) Ψ tgt ,ig σ 2



(4.41)



where i g ∈ [0,1, K , M − 1] for g = 0,1, K , M 1 − 1. Concatenating contributions corresponding to all M 1 antennas, we obtain the reduced data counterpart of the linear model in (4.39) as



( z = ΦΨ wall σ1 + ΦΨ corner σ1 + ΦΨ tgt σ 2



(4.42)



where the K1 M 1 × KM block diagonal matrix Φ is defined in Section 4.3.2.



4.5.2. Sparse Scene Reconstruction ( Given the reduced measurement vector z and knowledge of the support of the walls and corners,



the goal is to reconstruct the sparse part of the image where the stationary targets of interest are located. Towards this goal, we first need to remove the contributions of the dense part of the ( scene from z. Let Pwall be the orthogonal projection onto the orthogonal complement of the



range space of the matrix ΦΨ wall . If ΦΨ wall is a full rank matrix, then Pwall can be expressed as



26



Pwall = I M1K1 − (ΦΨ wall )(ΦΨ wall ) †



(4.43)



where I M1K1 is an M 1 K1 × M 1 K1 identity matrix, and (ΦΨ wall ) † denotes the pseudoinverse of ΦΨ wall . On the other hand, if ΦΨ wall has a reduced rank, then we have to resort to the SVD of ΦΨ wall to obtain the matrix Pwall as H Pwall = U wall U wall



(4.44)



where U wall is the matrix consisting of the left singular vectors corresponding to the zero ( singular values. Applying the projection matrix Pwall to the observation vector z, we obtain ( ( z A ≡ Pwall z ≈ Pwall ΦΨ corner σ1 + Pwall ΦΨ tgt σ 2



(4.45)



Next, consider the projection matrix Pcorner given by I − (Pwall ΦΨ corner )(Pwall ΦΨ corner ) † Pcorner =  M1K1 H  U corner U corner



if Pwall ΦΨ corner has full rank



(4.46)



otherwise



where U corner is the matrix consisting of the left singular vectors corresponding to the zero singular values of the matrix Pwall ΦΨ corner . Application of Pcorner to the measurement vector



( z A leads to ( ( z BA ≡ Pcorner z A ≈ Pcorner Pwall ΦΨ tgt σ 2



(4.47)



Thus, after the sequential application of the two projection matrices, the measurement vector



( z BA contains contributions from only the sparse image part, σ 2 , which can then be recovered by solving the problem σˆ 2 = arg min σ 2



l1



( subject to z BA ≈ Pcorner Pwall ΦΨ tgt σ 2 .



(4.48)



The problem in (4.48) belongs to the classical setting of CS and, thus, can be solved using existing sparse reconstruction algorithms [34]-[39].
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4.5.3. Illustrative Results A simulation was performed in Xpatch, which is a computational EM code implementing an approximate ray tracing/physical optics computational approach. A computer model of a single story building was created, with overall dimensions of 7 m × 10 m × 2.2 m, containing four humans (labeled 1 through 4) and several furniture items, as shown in Fig. 4.5 [45]. The origin of the coordinate system was chosen to be in the center of the building, with the x- axis and the yaxis oriented as shown in Fig. 4.5(b). The exterior walls were made of 0.2 m thick bricks and had glass windows and a wooden door. The interior walls were made of 5 cm thick sheetrock and had a wooden door. The ceiling/roof is flat, made of a 7.5 cm thick concrete slab. The entire building is placed on top of a dielectric ground plane. The furniture items, namely, a bed, a couch, a bookshelf, a dresser, and a table with four chairs, were made of wood, while the mattress and cushions were made of generic foam/fabric material. Humans 1 through 4 were positioned at various locations in the interior of the building with 45°, 0°, –20°, and 10° azimuthal orientation angles. Note that an orientation angle of 0° corresponds to the human facing along the positive x direction and the positive angles correspond to a counterclockwise rotation in the horizontal plane. Human 3, positioned inside the interior room, was carrying a rifle. The human model was made of a uniform dielectric material with properties close to those of skin [46]. The rifle is made of metal and wood [47], [48]. The dielectric properties of the various materials employed are listed in Table 4.2. A 6m long monostatic synthetic aperture array, with an inter-element spacing of 2.54cm and located parallel to the front of the building at a standoff distance of 4 m, was used for data collection. A stepped-frequency signal covering the 0.7 to 2 GHz frequency band with a step size



28 of 8.79 MHz was employed. Thus, at each of the 239 scan positions, the radar collected 148 frequency measurements over the 1.3 GHz bandwidth. The region to be imaged was chosen to be 9 m x 12 m centered at the origin and divided into 121 x 161 pixels, respectively. Figure 4.6(a) shows the image obtained with beamforming using the full dataset. Hanning window was applied to the data along the frequency dimension in order to reduce the range sidelobes in the image. The humans in the image are indicated by red circles. We can clearly see the front wall, some of the corners, and humans 1 and 2. Human 3 in the interior room is barely visible due to the additional EM loss as the transmitted signal has to penetrate through both the exterior and interior walls. Likewise, it is a challenge to detect human 4, who is the farthest away from the front wall. Next, we reconstructed the scene with the partial sparsity based approach using 118 randomly selected frequencies (79.7% percent of 148) and 79 randomly chosen antenna locations (30% of 239)), which collectively represent 26% of the total data volume. The dense part of the scene, corresponding to the exterior and interior walls parallel to the array and corners, consisted of 7196 pixels, while the sparse part of the scene consisted of the remaining 12285 pixels. The number of OMP iterations was set to 10. The corresponding reconstruction of the sparse part of the scene is shown in Fig. 4.6(b), wherein each imaged pixel is the result of averaging one hundred trials, with a different random selection for each trial. We observe from Fig. 4.6(b) that the partial sparsity based scheme was able to detect and localize humans 1 through 3 successfully, while it missed human 4. In addition, some clutter (arising from the left chair and table) and background noise is also visible in the reconstructed image. Similar performance of the partial sparsity based approach was observed when the same set of reduced frequencies was employed at each selected transceiver location.



29 4.6. Conclusion



This Chapter addressed wall clutter mitigation in the context of compressive sensing for steppedfrequency SAR imaging of stationary targets behind walls. First, the performance of two leading methods for combating wall clutter under full data volume, namely, spatial filtering and subspace projection approaches, was investigated under the reduced data volume. Using real data collected in a laboratory environment, we showed that these two methods maintain proper performance when acting on reduced data measurements, provided that the same set of reduced frequencies was used for each employed antenna. Subsequent sparse reconstruction successfully detected and accurately localized the targets. However, when different frequencies were used at different antennas, the aforementioned approaches were unsuccessful in removing the front wall clutter and the sparse reconstruction failed to localize the targets. Second, a DPSS based wall mitigation method was presented for capturing and removing the wall clutter energy at each antenna individually. Using real data, this method was shown to be flexible in the sense that it permits the use of a different set of frequencies at each antenna location. Third, a partial sparsity based scene reconstruction approach for imaging of stationary indoor targets was presented. The technique made use of the prior information of the support of the dense part of the scene, corresponding to the building layout, to design projection matrices for removal of reflections from exterior and interior walls and room corners. Using numerical EM data of a single-story building, the effectiveness of the partially sparse reconstruction under both same and different frequency measurement distributions over antennas was demonstrated.
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List of Figures Figure 4.1: Scene Geometry. Figure 4.2(a): Beamforming based imaging result using all of the raw data. Figure 4.2(b): Beamforming based imaging result after background subtraction. Figure 4.2 (c): Beamforming based imaging result after subspace projection based wall mitigation. Figure 4.3(a): CS based imaging result using all of the raw data. Figure 4.3(b): CS based imaging result using 10.2% data volume with the same frequency set at each antenna, averaged over 100 trials. Figure 4.3(c): CS based imaging result using 10.2% of the data volume with different frequency sets from different antennas, averaged over 100 trials. Figure 4.4(a): Beamformed image using full raw dataset. Figure 4.4(b): Sparse reconstruction result after DPSS based wall mitigation using 4% of the total data volume with different reduced frequency sets at different employed antennas, averaged over 100 trials. Figure 4.4(c): Sparse reconstruction result after DPSS based wall mitigation using 4% of the total data volume with the same reduced frequency set at each employed antenna, averaged over 100 trials. Figure 4.5(a): 3-D view of the Scene Layout. Figure 4.5(b): Top-down view of the Scene Layout. Figure 4.6(a): Beamformed image using full data volume. Figure 4.6(b): Scene reconstruction using partial sparsity based approach.
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Modified BOMP Algorithm ( Input: number of iterations I, matrix Ξ = φ ( g ) Σ, measurements z ig , permissible set of wall



support indices Ω w ( Initialization: Support set Ω 0 = φ , residual error r0 = z ig , iteration index i = 1



while i ≤ I 1) Ω i = Ω i −1 U {arg max Ξ nH ri −1 }, where Ξ n = φ ( g ) Σ n n



2



( ( 2) ri = z ig − Ξ Ωi Ξ†Ω z ig , where ΞΩi denotes the submatrix of Ξ containing only the columns i



of Ξ corresponding to the set Ω i , and the superscript ‘ † ’ denotes Pseudoinverse. 3) i = i + 1 end Purgation: Ω ′I = Ω I I Ω w Output: reconstructed signal, zˆ ig



Ω′I



( = Ξ Ω′I Ξ †Ω′ z ig and zˆ ig I



‘c’ denotes the set complement.



Table 4.1



( Ω′I )c



= 0, where the superscript
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ε′



ε ′′



Brick Concrete Glass



3.8 6.8 6.4



0.24 1.2 0



Wood



2.5



0.05



Sheetrock



2.0



0



Foam Cushion and Fabric Ground



1.4 10



0 0.6



Human



50



12



Material



Table 4.2
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